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This work presents a quantitative test of SOLPS-ITER simulations against TCV L-mode experiments. These simula-
tions account for drifts, currents, kinetic neutrals and carbon impurities providing the most complete edge transport
simulations for TCV to date. The comparison is performed on nominally identical discharges carried out to assess the
effectiveness of TCV’s divertor baffles in the framework of the European PEX program (Plasma EXhaust) and employs
numerous edge diagnostics providing a detailed code-experiment benchmark for TCV. The simulations show qualita-
tive consistency, but quantitative differences remain that are assessed herein. It is found that, for a given separatrix
density, the simulations most notably yield a colder, and denser, divertor state with higher divertor neutral pressure than
measured.

I. INTRODUCTION

Divertor power exhaust remains a key challenge on the
tokamak path towards fusion energy. The design and oper-
ation of future fusion devices requires a reliable predictive
scrape-off layer model. The SOLPS code has already been
used in the design of the ITER divertor1. Repeated tests of the
code on present-day devices, e.g. on AUG and JET2, remain
crucial as any revisions of the model will bear consequences
for the operation of ITER and affect the design of next step
devices.

This work aims to contribute to the validation of the
SOLPS-ITER code by making a stringent comparison with
L-mode experiments on the tokamak à configuration variable
(TCV). In particular the plasma-neutral interaction model is
challenged following results from TCV’s divertor upgrade3,4.
The TCV divertor upgrade is centered around the installa-
tion of divertor gas baffles to diminish the transit of recycling
neutrals to closed flux surfaces, permitting an increased di-
vertor region density, thereby enhancing volumetric losses in
the divertor volume. Scrape-off layer simulations with the
SOLPS-ITER5 and the SOLEDGE2D code6 highlighted the
significance of plasma-neutral interaction for the plasma state
in the divertor and provided predictions that were essentially
confirmed in the first baffled TCV campaign7,8. Herein, we
present a quantitative comparison of state-of-the art simula-
tions against L-mode experiments by casting the simulations
for comparison with numerous edge diagnostics on TCV.

This paper is structured as follows. The setup for experi-
ments and simulations together with the strategy for compar-
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ison is outlined in section II. Section III presents a detailed
code-experiment comparison for the unbaffled TCV divertor.
Finally, chosen aspects of the comparison for the baffled di-
vertor are presented in section IV.

II. COMPARISON SETUP

A. Experiments

The comparison employs L-mode plasma density ramps to
probe the effect of SOL collisionality. Here, the line-average
density 〈ne〉l , taken from the far infrared interferometer chord
located at R = 0.903 m (FIR), is increased by the divertor gas
puffing, until a plasma disruption. Only the discharges de-
scribed in section III F are performed at constant 〈ne〉l . The
experiments are performed in reversed Bφ (unfavorable to H-
mode access), are Ohmically heated with a plasma current of
Ip = 250 kA. The plasma geometry is a lower single null ge-
ometry and maintained for all discharges, cf. Figure 1a. The
connection lengths from the outer midplane to the inner and
outer target are Lit

|| ≈ 13 m and Lot
|| ≈ 12 m (evaluated 5 mm

from the separatrix), respectively. The corresponding poloidal
flux expansions at the targets are f it

exp = 1.8 and f ot
exp = 3.0.

These discharges were designed to experimentally assess
the effectiveness of the new divertor baffles within the frame-
work of the European PEX program (Plasma EXhaust) with
frequent repetitions and are well-diagnosed with a wide set
of edge-relevant diagnostics. The experimental database pro-
vides a strong testbed for SOLPS-ITER simulations permit-
ting broad and stringent comparisons together with a study of
experimental reproducibility.

The large experimental data set of identically programmed
discharges also allows the study of experimental reproducibil-
ity. A high level of reproducibility on TCV edge experiments
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was previously reported by Verhaegh in experiments during a
single operational day for spectroscopic measurements9 (sec-
tion 4.4). In the following, it will be shown that our dis-
charges, separated in time by weeks or months, display sig-
nificant variation as was also discussed in8. This complicates
any comparison with numerical simulations as parameters, ev-
idently not controlled experimentally, affect the plasma state.
This is, to first order, attributed to machine conditioning, i.e.
impurity content, and may be expected to change, for exam-
ple, with the number and type of discharges since the pre-
ceding boronisation. Discharges directly after boronisations
already show significant scatter, even when performed on the
same operational day (e.g. discharges 67681, 67683). The
underlying reason for this experimental variation remains elu-
sive. Therefore, the approach taken herein is to reproduce and
explain systematic experimental trends and identify possible
shortcomings in the simulations rather than to reproduce the
details in single experiments.

Many upgraded diagnostics are included: baratron pressure
gauges to assess divertor neutral pressure (BAR), gold-foil
bolometers to assess radiation (BOLO), Thomson-scattering
for density and temperature profiles (TS), charge-exchange
recombination spectroscopy to assess the C6+-density and
temperature (CXRS), vertical and horizontal infrared cam-
era systems to assess target heat fluxes (VIR, HIR), many
Langmuir probes (LP) and the divertor spectroscopy system
(DSS). TCV’s reciprocating probe (RCP) was not available at
the midplane port for these discharges and the plasma shape
was incompatible with the reciprocating divertor probe array
(RDPA). An analysis using these simulations and the novel
MANTIS diagnostic is given in10.

B. SOLPS simulations

The SOLPS-ITER11,12 simulations were carried out with
code version 3.0.6. These account for drifts, electric cur-
rents, carbon impurities and kinetic neutrals complement-
ing previous simulations for TCV where drift effects were
neglected5,6. Drift effects in TCV simulations were found to
significantly affect cross-field transport, even in presence of
anomalous transport13, and electric fields in dissipative diver-
tor conditions14.

A common set of working assumptions is employed for all
presented simulations:

• The anomalous transport coefficients for radial parti-
cle diffusion and heat conduction are chosen spatially
constant as a physics model for anomalous transport is
unavailable. We employ DAN

⊥ = 0.2 m2/s and χAN
⊥ =

1.0 m2/s that reproduce the typical experimental up-
stream density and temperature falloff-lengths in the
simulations, cf. section III A.

• Carbon impurities are introduced via physical and
chemical sputtering on all plasma-facing compo-
nents (PFCs). Physical sputtering follows the Roth-
Bohdansky formula15 and is typically small w.r.t.
chemical sputtering where a yield of 3.5% is assumed.
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FIG. 1. a) TCV magnetic equilibrium (divertor baffles in cyan), b)
corresponding SOLPS-ITER fluid grid

These values yield SOL radiation levels comparable to
experimental observations, cf. section III D

• Wall-pumping is assumed with a species-independent
particle recycling coefficient R = 1− ppump = 0.99 on
all PFCs (including divertor targets). This choice leads
to gas fuelling rates comparable to the time-averaged
rates in TCV discharges.

• The heating power crossing the computational core
boundary is distributed equally between electrons and
ions Pcore

e = Pcore
i = 165 kW chosen to match the power

crossing the separatrix, cf. section III D 2

The only parameter varied in these simulations is the gas
puff strength that controls the upstream density nsep,u

e . The
particle flux over the core boundary is set to zero, i.e. the flux
of deuterium ions leaving the core is equal and opposite to the
inflowing deuterium neutral particle flux. For further details
on simulation settings see5.

C. Strategy for comparison

An ordering parameter is required to assign a particular ex-
perimental time during the density ramp of each discharge to
a particular simulation.
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FIG. 2. Separatrix density upstream nsep,u
e inferred by Thomson scat-

tering at the lower intersection with the separatrix as function of line-
averaged density 〈ne〉l . The relation nsep,u

e ≈ 0.25〈ne〉l is used to at-
tribute a value of 〈ne〉l to each simulation. Red dashed lines mark the
positions where profiles are compared in the following.

The line-averaged density 〈ne〉l will be used as the order-
ing parameter. Experimentally, 〈ne〉l is measured by the FIR
along a vertical chord passing through the plasma core. The
simulation does not access 〈ne〉l as the plasma core is not mod-
elled. The experimental relation between nsep,u

e and 〈ne〉l , Fig-
ure 2, can, nevertheless, be used to attribute a line-averaged
density to each simulation such that the average experimen-
tal upstream density coincides with the simulations. Here, the
upstream separatrix density nsep,u

e is inferred at the lower TS-
separatrix intersection where TS has sufficient spatial resolu-
tion in the SOL. The TS polychromators at the upper separa-
trix intersection, designed for high Te conditions, yield poor
data quality in the edge and were omitted. TS data within the
time window of [−50,+50] ms and a region of [−1,+1] cm
around the separatrix location is used to define the separatrix
values of electron density nsep,u

e , temperature T sep,u
e and pres-

sure psep,u
e using a linear least square fit. For the TCV PEX

discharges we empirically find

nsep,u
e ≈

{
0.25〈ne〉l unbaffled divertor
0.30〈ne〉l baffled divertor (1)

for the unbaffled, Figure 2, and the baffled divertor, Figure 18.
Discharges without baffles reached higher 〈ne〉l than baffled
cases that is likely linked to increased core ionisation without
baffles.

The evolution of the upstream density nsep,u
e , Figure 2,

shows low experimental scatter for low 〈ne〉l whereas devi-
ations occur at high density, where some discharges (#66092)
feature a roll-over in nsep,u

e near 〈ne〉l ≈ 9.5 · 1019 m−3, ap-
proximately 100 ms before the final disruption. This roll-over
is considerably more pronounced in baffled shots and will be
discussed in section IV A. It should be noted that the simu-
lated nsep,u

e increases monotonically with increasing gas puff
(i.e. roll-over is absent). The large scatter of nsep,u

e and its
roll-over impede the use of nsep,u

e as an ordering parameter for
the comparison.

The non-stationary plasma density in these experiments
(density ramp rates d〈ne〉l/dt ≈ 6 · 1019 m−3/s) raises the

question as to the influence of the ramp rate on the plasma
state and, to what extent, a comparison with stationary simu-
lations is appropriate. The discharges at constant plasma den-
sity 〈ne〉l , cf. section III F, feature upstream densities nsep,u

e
that are ∼ 10% lower than corresponding density ramp dis-
charges in Figure 2 (not shown). This deviation is attributed
to the finite particle transport time scale τp for increasing the
core density by perpendicular transport following increased
ionisation in the edge region. For TCV, we estimate the trans-
port time as τp≈ a2/DAN

⊥ ∼ 0.2 s, with minor radius a= 0.2 m
and particle diffusivity DAN

⊥ = 0.2 m2/s, by taking the anoma-
lous diffusivity near the separatrix from the simulations for
a crude estimate. The density ramp introduces another time
scale, τramp = 〈ne〉l/|d〈ne〉l/dt| ≈ 1 s, such that deviations be-
tween discharges at constant density and density ramps may
be expected as τramp ∼ τp. Hence, it is important to note that
the line-average density 〈ne〉l , by itself, is not always a suit-
able ordering parameter and choosing (1) for the comparison
is herein justified by the resulting reasonable match in the av-
erage upstream profiles, cf. section III A.

III. COMPARISON - UNBAFFLED TCV

The diagnostic availability for all considered discharges
without divertor baffles is summarised in Table Ia with the
corresponding SOLPS-ITER simulations, for a range of den-
sities obtained by varying the gas puff, listed in Table Ib.

The comparison includes upstream plasma parameters, sec-
tion III A, target plasma parameters, section III B, divertor
neutral pressure, section III C, radiation profiles and impurity
densities, section III D, and spectroscopic measurements, all
analysed for density ramp experiments, section III E. Addi-
tional experiments, at constant density, aim to simultaneously
compare electron density and temperature profiles at several
poloidally-separated positions in the SOL, section III F.

A. Upstream plasma parameters and profiles

The upstream density ne and temperature Te profiles are
taken from Thomson scattering at the lower intersection be-
tween separatrix and the TS laser path. Empirical anoma-
lous transport coefficients are chosen to best match the ex-
perimental profiles (within experimental scatter) for these L-
mode plasmas, Figure 3a-h. Spatially constant transport coef-
ficients are found sufficient to approximate the experimental
profiles in the SOL. The agreement is worse on closed flux
surfaces and worsens into the plasma core. This is, however,
not thought to invalidate the comparison in the SOL as the
core only affects the SOL parameters through the fluxes across
the separatrix.

CXRS is used to measure the ion temperature in the core-
edge region. The simulated Ti appears to be underestimated,
Figure 3, although one should note the with relatively large
experimental uncertainties in the SOL. Nevertheless, simu-
lations and experiments consistently find an ion temperature
that exceeds the electron temperature, T u

i > T u
e .
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a) PEX experiments - no baffle

#shot BAR BOLO TS CXRS VIR HIR LP RCP RDPA DSS MANTIS
65903
66092
66100
66415
66480
66857
67162
67256
67681
67683

b) SOLPS simulations - no baffle

gas puff ΓD2 [1020 D0/s] 1.5 2 3 4 5 6 7 8 10 12 15
nsep,omp

e [1019 m−3] 1.02 1.14 1.27 1.61 1.81 2.12 2.27 2.46 2.86 3.07 3.80
MDS number 181516 179196 161457 179182 176913 179181 178560 181757 181751 181759 181758

TABLE I. a) Diagnostic availability in TCV discharges without baffles: red=no data available, green=data acquired, b) SOLPS-ITER density
scan with separatrix density at the outer midplane nsep,omp

e and MDS number.
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FIG. 3. a)-d) TS electron density ne and e)-f) TS electron temperature Te, i)-l) CXRS ion temperature Ti measurements during density ramp

The dependence of upstream electron temperature Te and
static pressure pe = neTe on plasma density is shown in Fig-
ure 4. Interestingly, T sep,u

e decreases during a density ramp,
whereas no change is expected from the basic, conductive,
two-point model16. The dependence is, however, readily re-
produced in SOLPS-ITER simulations that is attributed to an
increased heat convection as the divertor cools with increasing
plasma density. The static electron pressure psep,u

e , however,
increases with plasma density. Only discharges #65903 and
#66092 feature a deviation of the simulated trend where T sep,u

e

and psep,u
e decrease sharply before the disruption (see sec-

tion IV A). Discharges #67681 and #67683 were performed
shortly after a boronisation and feature higher T sep,u

e and psep,u
e

for a given 〈ne〉l with respect to the other discharges, indicat-
ing that the impurity content influences the upstream parame-
ters.
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FIG. 4. Comparison of the density dependence of upstream electron
temperature Te and static electron pressure pe

B. Target plasma parameters and profiles

Target plasma parameter measurements for particle flux
j⊥sat/e, heat flux q⊥ (both evaluated perpendicular to the target
normal), electron density ne and electron temperature Te are
provided by the TCV wall-mounted voltage-swept Langmuir
probes and infrared cameras.

1. Target particle flux

The target particle fluxes are directly related to the volumet-
ric particle sinks and sources in the plasma

Iit + Iot ≈
∫

SpartdV (2)

providing a direct comparison to the simulated particle bal-
ance. The target particle flux profile shapes and their in/out
asymmetries are influenced by the spatial distribution of the
particle source and transport parallel and perpendicular to the
magnetic field direction. The simulated target particle flux
profiles jsat/e and their integrals are compared for both tar-
gets, Figures 5 and 6.

The simulated profile shape at the inner target is consis-
tent with LP measurements, but its structure (e.g. the double-
peaked profiles at the inner target at low density that have been
observed in previous TCV experiments17) cannot be verified
in these experiments without strike point sweeping due to the
spatial separation of the LPs (∼ 2 cm) at the inner wall. The

simulated outer target jsat profile is more symmetric than mea-
sured where a steep flank towards the PFR region prevails. At
the inner target, the simulated particle flux amplitude is over-
estimated by up to ∼ 50% for medium densities but matches
better for high densities. At the outer target, the simulated
particle flux amplitude matches reasonably well with the LP
data within the experimental scatter. Also the integrated parti-
cle flux, including the in/out asymmetries, is reasonably well
reproduced by the simulations, Figure 6, with the exception of
the inner target, again only for medium densities. Note, that
the integrated particle flux is prone to uncertainty originating
form the low spatial resolution of LPs at the inner wall.
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FIG. 5. Comparison of inner and outer target particle flux profiles
employing wall-mounted LPs

Note, that neither experiment nor simulations feature a clear
roll-over of the particle flux at the inner or outer targets. An
outer-target roll-over is only observed in #65903 and #66092,
the discharges with upstream pressure drops. In section III E
it is demonstrated that the absence of a roll-over is consistent
with spectroscopic measurements that indicate little volumet-
ric recombination.
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2. Target heat flux
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FIG. 7. Comparison of power to the outer and inner target (infrared
cameras)

The deposited power at both targets is related to the radia-
tion losses in the plasma

Pit +Pot ≈ PSOL−
∫

QSOL
rad dV (3)

providing a test of the simulated PSOL and SOL radiation.
Note, ionisation and dissociation do not directly contribute

to (3) as the involved energy is retained as potential energy
within the plasma and is redeposited at the targets, whereas the
thermal energy density of the plasma is locally reduced. Equa-
tion (3) furthermore assumes that neutral particle heat loads
towards PFCs remote from the targets are negligible. Target
heat flux profiles, and their in/out asymmetries, are also in-
fluenced by the spatial distribution of volumetric power sinks
and heat transport parallel and perpendicular to the magnetic
field direction.

The simulated power to the inner target Pit exceeds the ex-
perimental infrared camera measurements at low plasma den-
sity but agrees reasonably well at high density, Figure 7a. The
IR system viewing the inner target (HIR) indicates decreasing
Pit with increasing density, that is predicted by simulations,
albeit to a smaller extent. Contrary to the simulations, the ver-
tical infrared camera indicates increasing Pot during the den-
sity ramp, which is unexpected as the SOL radiation increases
from ∼ 60 to ∼ 140 kW that cannot be explained by a varia-
tion in PSOL alone, cf. section III D.

The simulated target heat flux profiles qt
⊥ and their inte-

grals are compared at both targets using Langmuir probe and
infrared camera measurements, Figure 8. There is reasonable
agreement between LPs and IR for low plasma density, re-
calling the limited LP resolution at the inner SP, Figure 8 a-d.
However, at high density, the LP measurements clearly ex-
ceed the infrared camera heat flux, Figure 8 i-p. LPs can only
account for power deposited by the plasma and the potential
energy, whereas the infrared cameras are additionally sensi-
tive to radiation and neutral heat load contributions, such that
qIR,t
⊥ > qLP,t

⊥ . Simulations, however, indicate that the contribu-
tion from neutrals and radiation to the total peak heat flux is
small and give rise to a near constant background level. The
disagreement between LP and IR, thus, cannot be explained
by these contributions. LPs appear to overestimate T t

e , as the
sheath heat transmission coefficient for LPs γ = 5 is already
chosen to be low. Furthermore, a large experimental scatter
between the discharges is observed at high plasma density,
even between measurements from the same diagnostic, Fig-
ure 8 m-p.

At low density, the simulated heat flux profile features a
similar shape, albeit with different amplitude (factor∼ 4 inner
target,∼ 2 outer target), compared to the experimental profile,
with a steep flank towards the PFR. At high density, especially
for the outer target, the simulated heat flux profile is nearly
symmetric, whereas a steep flank towards the PFR prevails
experimentally.

To investigate the influence of non-ambipolar flows to the
total heat flux, we evaluate the heat-flux without currents, neu-
trals and radiation contributions (γeT t

e +γiT t
i +ε)Γi, assuming

here γe = γi = 7/2, cf. red dotted line in Figure 8. At low den-
sities the ambipolar heat flux is smaller by factor ∼ 2 than the
total heat flux at the inner target and by∼ 30% at the outer tar-
get. The non-ambipolar contribution becomes however small
towards high densities as the peak electric currents towards
the target also is reduced. In the TCV divertor the parallel cur-
rent is dominated by Pfirsch-Schlüter currents, as previously
presented in14.

It is thought that the infrared cameras may pick up radia-
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tion from the plasma in the divertor volume. Possible candi-
dates for the parasitic signal are bremsstrahlung, atomic hy-
drogen lines (Brackett (n→ 4) and Pfund series (n→ 5)) and
molecular radiation that fall into the spectral window of the
VIR. This does, however, not explain the disagreement with
Langmuir probes. The significance of non-ambipolar contri-
butions in simulations may also provide a possible reason for
the deviation between IR and LP heat fluxes, especially at low
density. The deviation will be further investigated in future
experiments.

3. Target electron density and temperature

Reactions between plasma species, neutrals and molecules
(electron-impact excitation and resulting radiation, ionisation,
recombination, dissociation etc.) are often strong functions of
electron density ne and temperature Te. It is, hence, important

to accurately match ne and Te in the SOL, where a reasonable
match is obtained upstream, section III A.

The target electron density nt
e is obtained from wall-

mounted LPs, Figure 9. The simulated density exceeds that
from the LPs by up to factor ∼ 4. The measured target den-
sities are comparable to upstream densities from TS, whereas
the simulations show significantly larger values nt

e > nu
e . Sim-

ilarly to particle flux and heat flux profiles, the simulated den-
sity profile does not recover the experimental radial asymme-
try with steep flanks towards the PFR at high density. The
target electron temperature T t

e from LPs is compared to the
simulation results, Figure 10. The simulated target electron
temperature decreases strongly with increasing plasma den-
sity, as expected for a conduction-limited regime. Also seen
experimentally, a reduction of peak target temperature is ob-
served, albeit never below T t,max

e ≈ 7 eV.

Notably, discharges carried out shortly after a boronization
(67681 and 67683) feature systematically higher T t

e , lower nt
e
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and higher T sep,u
e , cf. Figure 4. This is consistent with a lower

impurity concentration, cf. section III D.

In summary, the simulations correctly capture the measured
particle flux to the target and its in/out asymmetries. The
target heat fluxes, however, are not captured correctly. The
simulation underestimates Pit for low plasma density and only
becomes comparable at high density, whereas Pot remains un-
derestimated throughout. The disagreement between IR and
LP heat fluxes, together with the unexpected experimental in-
crease of Pot (possibly from pickup of plasma radiation from
the IR) raises the question of the validity of the measurements
as estimates of power deposition and demands further atten-
tion. Langmuir probe measurements indicate that the sim-
ulations overestimate the density nt

e and underestimate the
temperature T t

e . As Langmuir probes are prone to overesti-
mate temperatures in a cold divertor due to kinetic effects,
cf.18, the result may be simply a shortcoming of the measure-
ments. Supplementary data from the DSS, section III E, diver-
tor Thomson scattering and RCP plunges in the divertor leg
aim to clarify the density and temperature discrepancy, sec-
tion III F, and provide further indications that the simulated
T t

e is, indeed, underestimated.

0

10

20
Inner Target

22.9 eV

T
e

t
[eV]

0

10

20
14.3 eV

0

10

20
6.9 eV

-2 0 2

R
u
-R

u

sep
[cm]

0

10

20
3.1 eV

Outer Target

T
e,max

SOLPS
=11.5 eV

4.4 eV

1.1 eV

-2 0 2

R
u
-R

u

sep
[cm]

0.8 eV

65903

66092

66100

66415

66480

66857

67162

67681

67683

SOLPS

a)

c)

e)

g) h)

f)

d)

b)

LP

FIG. 10. Comparison of target Te profiles employing wall-mounted
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C. Divertor neutral pressure

The simulations and experiments in preparation of the TCV
divertor upgrade5,7,8 demonstrate that neutral dynamics sig-
nificantly affect the plasma state in the SOL.

The divertor neutral pressure pdiv
n is measured by the diver-

tor baratron (BAR). A synthethic baratron model, cf. section
4.1 in5, permits a direct comparison of simulated and mea-
sured neutral pressure, Figure 11. This reveals that the simu-
lated divertor neutral pressure pdiv

n systematically exceeds the
measured value by factor ∼ 4 for a given line-average density
〈ne〉l .

Only discharge #65903 approached the simulation pre-
dictions reaching values of 95 mPa at the highest density,
whereas all other discharges remained below 50 mPa. Dis-
charge #65903 was one of the first TCV discharges after the
baffle installation in 2019 with sand-blasted tiles and subse-
quent boronisation. Comparable repeats after boronisation
(#67681 and #67683) resulted, however, in the lowest diver-
tor pressure pdiv

n of the dataset. Hence, no clear correlation
between boronisation and particularly high, or low, divertor
neutral pressure is found.

The interpretation of the measurement is further compli-
cated by the finite delay and response times of the baratrons
(∼ 60 ms). They are, however, insufficient to reconcile simu-
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lated and measured baratron pressures. Further discussion of
the discrepancy is provided in context of the baffled experi-
ments, section IV D.

D. Radiation and impurity content

Carbon is the main radiator in the SOL for unseeded TCV
discharges and therefore an essential ingredient in its power
balance. The SOL carbon content and resultant radiation is
compared employing CXRS and BOLO to further assess any
discrepancies between the simulated and experimental density
and temperature target profiles discussed in section III B.

1. Core-edge C6+ content - CXRS

The density of fully-stripped carbon ions nC6+ is measured
by the CXRS diagnostic in the core-edge region, Figure 12.

The simulated nC6+ ranges from 1− 10 · 1016 m−3, i.e.
nearly an order of magnitude smaller than measured in shot
#67162 and only matches the carbon levels for shots taken
shortly after a boronisation (#67681 and #67683). This can-
not be explained by a lack off local ionisation in the simulation
as ne and Te are reasonably matched in that region. In the sim-
ulations shown here, Te at the core boundary is in the range
200−320 eV, where for a coronal equilibrium (i.e. effectively
no transport) nearly all carbon should be fully stripped. Also
in the simulation, the fractional abundance of C6+ ranges from
50 and 80% near the core boundary. Even the total carbon
content, i.e. accounting for all ionisation states, is lower by
factor ∼ 4 w.r.t to CXRS measurements 5 cm from the sepa-
ratrix, but becomes comparable to CXRS measurements near
the separatrix. In practice, recombination of C6+ is negligible
in the corresponding area for the simulation. The discrepancy
can possibly be explained noting that carbon C6+ production
in the simulation only occurs locally through ionisation, a ra-
dial outflux of C6+ across the core boundary is not permitted
as the core boundary particle flux is set to zero for all plasma
species. C6+ can then only be created in the 5 cm broad region

around the core boundary while outflux from regions deeper
from the core is neglected.

The density estimates of the CXRS depend inversely on the
neutral density from the neutral beam (Equation 2.10 in19).
Spatial misalignment between the CXRS lines of sight and
the DNBI beam would hence yield an overestimated carbon
measurement. An order of magnitude error is, however, con-
sidered very unlikely.

Contrary to the CXRS results upstream, the following will
indicate that the simulated carbon content is to be overesti-
mated in the divertor.

2. SOL radiation - BOLO

Bolometers provide line-integrated measurements of inci-
dent power from neutrals and radiation [W/m2] along chords
displayed in Figure 13a. The measurements can be compared
to the radiated power in the scrape-off layer PSOL

rad , with the
assumption that the neutral contribution to the measurement
is negligible, and thus provide another measure of the in-
fluence of SOL impurity content. Furthermore, an estima-
tion of the power crossing the separatrix can be made, from
PSOL = POhm−Pcore

rad where POhm is the Ohmic heating power
and Pcore

rad the radiated power in the core region from the tomo-
graphic inversion of BOLO measurements.

The Ohmic heating increases during a density ramp that is
partially compensated by enhanced core radiation. The power
crossing the separatrix PSOL increases with density from ap-
proximately 270 kW to 350 kW, Figure 13b. The simulated
PSOL stays approximately constant at≈ 300 kW for the choice
of Pcore = 330 kW supplied over the core boundary. Varia-
tions of PSOL of ±10% were found to have little effect on the
simulated target parameters and were insufficient to reconcile
deviations in target parameters discussed above (not shown).

The radiated power is evaluated from the bolometry tomo-
graphic inversion in the SOL and core regions and can be
delimited between core and SOL radiation using the LIUQE
equilibrium reconstruction. A certain amount of caution is
required as this method is highly prone to uncertainties in the
separatrix position. Both in simulations and experiments PSOL

rad
increases with plasma density 13c. The dominant radiated
power fraction in the simulation is given by C2+ and C3+ from
their excitation emission through electron impact that is sen-
sitive to the local electron temperature Te that, itself, increases
linearly with density ne. The comparison of PSOL

rad provides a
test of the simulated carbon source from wall sputtering as the
radiated power is linked to the carbon density. The simulated
radiation is overestimated by up to 50% for low and medium
plasma densities up to 〈ne〉l ≈ 9 ·1019 m−3, whereas simulated
and measured PSOL

rad agree within the experimental scatter for
high density. The radiated power, hence, indicates an overesti-
mated divertor carbon density and/or more favorable divertor
conditions for carbon to radiate, e.g. overestimated ne.

To investigate the spatial distribution of the radiation in
the SOL, synthethic bolometers were developed for TCV’s
SOLPS simulations. The simulated radiated power density
Qrad [W/m3] is integrated along coordinate s of the lines of
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sight of each of the 64 bolometer chords

q f oil =
∫

Qradds. (4)

To account for the finite étendue of bolometer chords each
viewing cone is subdivided into 50 sub-chords and averaged.
The opening angle of the cone is equal to half the angu-
lar difference to adjacent chords. This technique allows di-
rect comparison with calibrated bolometric chord brightnesses
[W/m2], Figure 13d-g, without relying on tomographic inver-
sions that were insufficient to resolve known features in the
radiation profile9 (section 4.3.1).

The synthethic bolometer, Figure 13d-g, shows remarkable
agreement with the TCV data confirming the spatial distribu-
tion of the simulated radiation profile. Discrepancies are visi-
ble in the bottom camera channel for all densities (red shaded
area) where the simulated chord brightness exceeds the mea-
sured values. This deviation again decreases for higher plasma
density.

The synthethic bolometer thus confirms the trend observed
in Figure 13c indicating an overestimated PSOL

rad at low and
medium plasma density and enables us to attribute the mis-
match to the divertor region. From the comparison it is, how-
ever, not clear whether the divertor carbon content is overesti-
mated or the plasma conditions are more favorable to promot-
ing carbon radiation. Such increased carbon radiation would
possibly related to the higher ne and lower Te in the simula-
tions as indicated by LPs, section III B.

E. Spectroscopic comparison

Spectrally resolved emission from the divertor region is
measured by the DSS. It enables a further comparison of the
divertor plasma state and the underlying atomic processes be-
tween experiment and simulation from Balmer and Carbon
spectral line emission measurements.

1. Balmer lines

Balmer line emissivities depend on the electron density ne,
electron temperature Te, the deuterium ion density nD+ (re-
combination emission) and the deuterium atomic neutral den-
sity nD0 (excitation emission) under the assumption of negli-
gible molecular contributions and can be evaluated from the
simulation following the ADAS database20. Spectroscopic
measurements can therefore probe the divertor plasma con-
ditions with high sensitivity and provide an ideal testbed for
the simulations. Balmer line intensities become increasingly
influenced by volumetric recombination as a function of pri-
mary quantum number n as recombination reactions tend to
populate higher n levels w.r.t. electron impact excitation.
Therefore, the ratio between Balmer line brightnesses of dif-
ferent upper n transitions can be used as an indicator for the
excitation to recombination ratio. A quantitative separation
of the recombinative and excitative contributions from TCV
Balmer lines was first applied by Verhaegh9,21 (section 7.2).

The comparison employs the DSS diagnostic view lines
after its 2019 upgrade and covers both divertor legs. DSS
measurements of D5→2, D6→2 and D7→2 line brightnesses
are taken for the unbaffled discharges, Figure 14. The
line-integrated DSS measurements correspond to the view-
ing chords intercepting the outer divertor leg, numbered in as-
cending order from the outer strike point towards the X-point.
A synthethic DSS estimation follows the same methodology
as that for the synthethic bolometers, cf. section III D 2, for a
direct comparison with measurements.

The measured and the synthethic DSS chord brightnesses
generally reveal two distinct peaks corresponding to the outer
and inner strike point. The absolute value of the Balmer line
brightness is overestimated near the strike points and suggests
a locally overestimated density, whereas the data agrees quan-
titatively along the outer divertor leg, within the experimen-
tal scatter, for medium plasma densities, Figure 14 b,c,f,g.
The measured Balmer line signals show little variation with
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increasing plasma density, whereas the simulations predict
strongly increased D6→2 and D7→2 emission near both strike
points due to increasing recombinative contributions to the re-
spective Balmer lines that is indicative of an underestimated
electron temperature in the simulation.

Balmer line ratios confirm that the outer divertor leg re-
mains excitation-dominated, whereas the simulation shows re-
combinative contributions increasing with plasma density (not
shown). This observation is consistent with the colder/denser
target conditions in simulations w.r.t Langmuir probe mea-
surements, section III B, as volumetric recombination is only
expected to become important at low temperature and features
a strong density dependence.

DSS Stark density measurements are unavailable as line
broadening during these discharges falls below the detectable
level, providing further evidence that high densities, as seen
in the simulation (up to nt

e = 8.4 ·1019 m−3), are not attained
in the considered discharges #67162 and #67256.

2. Carbon lines

The predominant volumetric heat sinks in our simulations
are impurity radiation and electron-neutral interaction (includ-
ing D0 ionisation and dissociation of D2). Here we attempt
to examine the carbon content by comparing the intensities
of the CII 426.8 nm line emitted by C+-ions in the divertor,
Figure 15, as the often employed CIII-line at 465.0 nm is not
monitored for these discharges. The simulated carbon emis-

sion along the divertor leg exceeds the measurement by fac-
tor ∼ 2, which is qualitatively consistent with the bolometer
results, section III D. This is another indication of an overes-
timated divertor carbon content within the simulation and/or
divertor conditions more favorable to carbon radiation as dis-
cussed above. However, the notion of an overestimated diver-
tor carbon content contradicts the upstream CXRS measure-
ments where lower carbon levels are found in the simulation,
cf. section III D.

The simulations show the CII emission front retracting to-
wards the X-point with increasing plasma density, as the cor-
responding energy level occupation by electron excitation is
strongly suppressed below a certain local electron tempera-
ture Te. Experimentally, detachment of the CII emission from
the target is not observed, whereas its peak intensity profile
flattens, indicating some cooling at the strike point.

The SOLPS-ITER simulations can be used to generate a
relation between carbon front location of CII and CIII, em-
ploying the 90% quantile front criterion as described in5, to
the Te-front position, Figure 16. The simulation relates the
CIII 465.0 nm-front position to a local Te in the range of
7− 10 eV and the CII 426.8 nm-front in the range 2− 5 eV.
For 〈ne〉l = 9.5 ·1019 m−3, Figure 15, the simulated CII-front
corresponds to a temperature ∼ 3 eV, whereas the measured
CII-signal remains attached to the target indicating a higher
Te. The DSS measurements, thus, qualitatively support the
Langmuir probe observations. MANTIS measurements show
that the CIII-front detaches from the outer target during the
density ramp (not shown), providing an upper bound for T t

e of
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10 eV (see Figure 16) which is compatible with the bulk of the
LP measurements, cf. Figure 10 h.

F. Simultaneous ne,Te-comparison in four poloidally
separated regions

The density ramp experiments discussed above indicate that
the simulations underestimate T t

e and overestimate nt
e when

compared with Langmuir probe measurements. Langmuir
probes are, however, prone to misinterpretation in low Te con-
dition, where the electrons in the high energy tail of their
distribution function contribute over-proportionally to the I-

V characteristics leading to an overestimation of Te, cf.18 and
references therein. To check the Langmuir probe estimates,
and further assess cross-field transport in the divertor leg, si-
multaneous measurements of ne and Te profiles along the di-
vertor leg are performed at four poloidally separated locations
employing Thomson scattering (TS), the reciprocating probe
(RCP) and Langmuir probes (LP).

TS provides SOL profiles at three viewing chord intersec-
tions with the separatrix: two in the upper SOL at the upper
and lower part of the main plasma and one in the divertor. The
upper intersection with the separatrix is not employed here
as the corresponding polychromators are not optimised for
the edge plasma and obtain poor signal-to-noise ratio in the
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edge for our discharges, whereas the TS system at the lower
separatrix intersection, marked as 1 in Figure 17a, features
high spatial resolution in the edge. The reciprocating probe
was mounted on the lower lateral port providing measure-
ments below the X-point 2 . RCP measurements are binned
in 40 bins of width ∼ 1.1 mm for better contrast. The low-
est TS measurement volume, ∼ 6 cm above the vessel floor,
provides a third poloidal measurement location 3 . The TS
lasers are operated in simultaneous triggering mode to ensure
sufficient collected light limiting the pulse rate to 20 Hz. A
slow strike point sweep with low amplitude is used to gener-
ate a radial divertor TS profile. These discharges were taken at
fixed line-averaged density in the range 〈ne〉l = 4 ·1019 m−3 to
9 · 1019m−3 to obtain many sample points at a given density.
Voltage-swept LPs provide the fourth poloidal measurement
location 4 .

This is the first time the upgraded TCV divertor TS
spectrometers22 are used in a quantitative comparison with
simulations and other diagnostics. TS measurements are av-
erages over volumes defined by the width of the laser beam
and the imperfect superposition of the three laser beams in the
divertor, of an estimated radial width of ∆R≈ 18.3 mm and a
vertical height of ∆Z = 12 mm. The resulting radial displace-
ment, i.e. perpendicular to magnetic flux surfaces is obtained

geometrically,

dr =
√

∆R2 cos2 βθ +∆Z2 sin2
βθ (5)

with poloidal leg tilt-angle βθ , here βθ ≈ 18◦. Upstream map-
ping results in a radial measurement volume extent dru =
dr/ fexp reduced by the poloidal flux expansion fexp, here
f ot
exp ≈ 3. For our discharges, dru ≈ 5.9 mm. Possible un-

certainties in the separatrix position are neglected as these are
likely smaller as the profiles in the various poloidal positions
align well with each other.

First, the measurements of electron temperature Te are con-
sidered, Figure 17b-e. At the upstream location 1 , Figure
17b, the SOLPS simulations agree with the measurements to
within the experimental scatter, but notably lie at the higher
end of that scatter. Also here, the previously seen trend of
lower Te with higher ne is clear, cf. Figure 4. At the RCP
plunge below the X-point 2 , Figure 17c, the simulation pro-
files also agree well with measurement with both the peak val-
ues and radial falloff lengths in both radial directions matched.
At the divertor TS location above the target 3 , Figure 17d,
the profiles are still reasonably matched in absolute value and
radial width. However, at the outer target 4 , Figure 17e,
the simulations yield a T t

e systematically lower than measured
by LPs, whereas LPs yield temperatures that are compara-
ble to divertor TS results, T t,max

e ≈ 18 eV (low density) and
T t,max

e ≈ 10 eV (high density). The profile shape is, however,
still reproduced at low density.

Next, the measurements of electron density ne are consid-
ered, Figure 17f-i. At the upstream location 1 , Figure 17f,
the SOLPS simulations agree with the measurements in the
SOL to within the experimental scatter. At the RCP plunge
below the X-point 2 , Figure 17g, deviations between sim-
ulations and the measurement are evident. The peak value is
underestimated and the decay lengths towards CFR and PFR
overestimated. The high density case also features a narrow
peak, that is attributed to drifts, as it is absent in simulations
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FIG. 17. Comparison of electron density ne and temperature Te profiles in several poloidal positions: a) plasma geometry with upstream TS
intersection 1©, RCP plunge 2©, divertor TS 3© and wall-mounted LPs 4©, b-e) corresponding Te profiles and f-i) ne profiles. MDS numbers
SOLPS: 179196, 176913

without drifts but is, however, absent in experimental pro-
files. At the divertor TS location above the target 3 , Figure
17h, the peak value is again consistent with the measurement,
whereas the simulated profile is broader than experimentally
observed. At the outer target 4 , Figure 17i, the density is
overestimated w.r.t. wall-mounted LPs and here the profile
width is overestimated for the high density case.

The measurements indicate that the poloidal density and
temperature gradients are weak between positions 3 and
4 . Spectroscopic measurements employing MANTIS indi-

cate that, in both discharges, the CIII-front does not strongly
detach from the target (not shown) confirming that the exper-
imental target temperature T t,max

e > 7 eV, cf. Figure 16, is
indeed underestimated by the simulation (T t,max

e = 2.6 eV ).
The strong poloidal Te and ne gradients close to the target in
the simulation may possibly explain the stronger outer target
Balmer line emission near the target w.r.t the DSS measure-
ments, Figure 14. Upon searching for reactions in the simula-
tions in the considered volume close to the target that provide
significant contribution to the balance equations, we find sig-
nificant momentum losses from atomic charge-exchange and
power losses from electron-molecule reactions (not shown).

This suggests a link to the overestimated divertor neutral pres-
sure, section III C, as the strength of these reactions is propor-
tional to the divertor neutral density. Attempts to reconcile
the simulated and measured divertor neutral pressure are dis-
cussed in section IV D.

RCP, divertor TS and LPs consistently indicate that the
density profile width is overestimated by the simulation. In
simulations without drifts this can be easily adjusted by lo-
cally reducing anomalous transport coefficients. However,
improvement of the match to the experimental profile was not
achieved in these drift simulations upon reduction of DAN

⊥ and
χAN
⊥ by up to factor 4 (not shown), consistent with the finding

that the radial particle transport in the simulation is E × B-
dominated, as discussed in23. Simulations without drifts do
not feature the density peak near the separatrix seen in Fig-
ure 17 g,i, that becomes more pronounced in those simula-
tions where anomalous transport is reduced further. The un-
derlying reason for the overestimated density profile width re-
mains elusive. Possible candidates are a) an overestimation
of the Eθ ×Bφ -transport, b) an underestimation of the paral-
lel flow or c) an overestimation of the width of the particle
source Spart . Option c) may be discarded as recent measure-
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ment of the volumetric ionisation source with the MANTIS
diagnostic10 show reasonable agreement to the simulated ion-
isation profiles. Option b) may be discarded as the integrated
target particle flux is reasonably well captured by the simula-
tions, Figure 5. Presently, option a) seems most likely and is
supported by the observation that T t

e is lower in the simula-
tions w.r.t to the measurements, thus leading to larger Eθ in
the simulations. We remark that the electrostatic potential in
these simulations and the experiments remains positive (con-
firmed by the RCP plunge), contrary to the baffled discharges
at higher Ip and 〈ne〉l where lower T t

e was obtained and a po-
tential well structure was measured14.

Presently, it is thought that the discrepancies regarding
overestimated target density nt

e, radial Eθ ×Bφ -transport, di-
vertor neutral pressure and the underestimated target temper-
ature T t

e are linked to each other, e.g. a lower divertor neutral
content would imply lower nt

e, higher T t
e and thus smaller Eθ .

At this stage the underlying reason(s) for the discrepancies
remain elusive and it cannot be concluded whether the quan-
tiative disagreement is caused by poor simulations settings or
missing or inaccurately treated mechanisms in the SOLPS-
ITER model itself.

IV. COMPARISON - BAFFLED TCV

We apply the same analysis to nominally identical TCV dis-
charges with installed divertor baffles. The first baffled TCV
campaign immediately demonstrated higher divertor neutral
pressure facilitating access to detachment7,8. Generally, the
comparison between simulations and experiments with in-
stalled baffles yields the same conclusions: the simulated
divertor neutral pressure is higher, and the outer divertor is
colder and denser than experimentally observed for matched
upstream conditions. Here, we focus on a few selected as-
pects: the evolution of upstream parameters, section IV A, the
target particle flux roll-over, section IV B, spectroscopic mea-
surements, section IV C, and the divertor neutral pressure in
section IV D. The considered discharges and simulations are
summarised in Table II a.

A phenomenon, that is only observed in baffled discharges,
is an abrupt increase in 〈ne〉l during the density ramp, with
a simultaneous stagnation in divertor neutral pressure, indi-
cating a loss of plasma plugging, after which pdiv

n is compa-
rable to unbaffled discharges. The phenomenon was named
BURP (aBrupt Unexpected Reduction of Plasma plugging)8.
The BURP does, however, not occur for all baffled discharges
and appears to be a dynamic process. Discharges with BURPs
are therefore excluded from the analysis as only the stationary
plasma solutions are modelled herein.

A. Upstream plasma parameters

In unbaffled discharges, where high divertor neutral pres-
sures are attained pdiv

n (#65903 and #66092) a drop of up-
stream density, temperature and pressure is observed towards
the end of the density ramp, Figure 2, 4. This is also seen in

the high pressure baffled discharges considered here (#63546,
#64623 and #64626), when pdiv

n ≈ 50 mPa is exceeded, but
considerably more pronounced w.r.t. the unbaffled case, Fig-
ure 18. These discharges feature a strong reduction in up-
stream temperature and pressure and are accompanied by
a cold/dense radiating region on the HFS observed by the
MANTIS system10,24. These features are not observed in dis-
charges with lower pdiv

n < 50 mPa. For similar 〈ne〉l evolution
we find at least two plasma class states: those with and with-
out collapsed upstream profiles. Below we show that the up-
stream profile collapse in the present discharges is correlated
with the target particle flux roll-over.
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FIG. 18. Comparison of upstream separatrix ne,Te, pe in baffled PEX
discharges as inferred by Thomson scattering at the lower intersec-
tion with the separatrix. Red dashed lines mark the positions where
profiles are compared in the following.

We find that the separatrix density stagnates at nsep,u
e ≈

2.8 · 1019 m−3 in these baffled discharges, Figure 18a. Fur-
ther gas fuelling only increases 〈ne〉l but not nsep,u

e . This nsep,u
e

saturation does, however, not appear in SOLPS simulations.
Although fuelling rates in baffled and unbaffled discharges are
comparable (not shown), baffled simulations require up to fac-
tor 3 higher fuelling to obtain this nsep,u

e to compensate for an
increased divertor neutral pumping. The saturation of nsep,u

e in
the baffled experiment above 〈ne〉l > 8 ·1019 m−3 is presently
not understood.
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a) PEX experiments - with baffles

#shot BAR BOLO TS CXRS VIR HIR LP RCP RDPA DSS MANTIS
63546
64324
64441
64446
64623
64626

b) SOLPS simulations - with baffle

gas puff ΓD2 [1020 D0/s] 7 10 15 20 25 30 35 40
nsep,omp

e [1019 m−3] 1.24 1.43 1.96 2.36 2.94 3.20 3.80 4.11
MDS number 169206 175209 150140 150141 151651 150142 181756 150143

TABLE II. TCV discharges without baffles and diagnostic availability (red=no data available, green=data acquired), b) SOLPS-ITER density
scan with separatrix density at the outer midplane nsep,omp

e and MDS number.

B. Target particle flux roll-over

The measured target particle flux shows a clear roll-over,
only in those discharges where the upstream pressure drops
and a divertor pressure of 50 mPa is exceeded, Figure 19. In
contrast to discharges without baffles, the inner target also
shows a roll-over. Spectroscopic measurements with DSS in-
dicate that atomic recombination contributions in the divertor
particle balance remain small. The target particle flux roll-
over in these TCV discharges is therefore attributed to a col-
lapse in the upstream profiles rather than volumetric divertor
particle sinks. The simulation supports this notion, as recom-
bination rates remain negligible for the particle balance in the
divertor, despite the likely underestimated target temperatures
that drop below T t

e < 1 eV, saturating the ionisation source
that leads to a stagnating target particle flux at high plasma
density. Even when the modelled density is increased beyond
the experimentally accessible values (20% higher) the simu-
lation does not see any roll-over.

Previous simulation work by Wischmeier25 on TCV sug-
gested a link between the target particle flux roll-over and
increased impurity sputtering from the main chamber. This
was thought to result from a broadening of the density pro-
file in the far-SOL with increasing plasma density. Such a
main chamber source could then contribute to the collapse of
the upstream profiles at high density and reconcile the carbon
densities in the core-edge region with CXRS measurements.
Such a main chamber release would, however, also alter the
radiation profile in the edge, that does agree well with our
simulations with the carbon source in the divertor, cf. Figure
13.

Recent spectroscopic investigations by Verhaegh26 propose
molecular-activated recombination (MAR) as an additional
volumetric particle sink comparable to the reduction in tar-
get particle flux for TCV’s density ramps. MAR describes the
recombination of electrons with D+

2 ions that are created, ei-
ther by molecular ionisation, or molecular charge-exchange.
While these reactions are principally included in our simula-
tions, it is argued that the production of D+

2 may be strongly
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FIG. 19. Comparison of ion target current in the baffled TCV divertor

underestimated.

C. Spectroscopic comparison

In the following, spectroscopic evidence will be presented
that supports a colder/denser divertor w.r.t. the unbaffled TCV
divertor, discussed in section III E. DSS measurements in the
baffled divertor are compared for the D5→2 line, Figure 20 a-
d, D6→2, Figure 20 e-h, D7→2, Figure 20 i-l, CII (426.8 nm),
Figure 20 m-p and CIII (465.0 nm), Figure 20 q-t. This mea-
surement employed the 2019 DSS field of view that excluded
the inner strike point. Four DSS chords were also blocked by
the port structure, indicated by a gray shaded region in Figure
20.

While the D6→2 and D7→2 intensities match reasonably
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FIG. 20. Spectroscopic comparison of Balmer and Carbon lines in baffled TCV discharges between DSS measurements and corresponding
SOLPS-ITER simulations. The gray-shaded DSS chords are shadowed by the diagnostic port and do not see the plasma.

well at low density the D5→2 intensity exceeds the simula-
tion values, 20 a,e,i, that may be attributed to radiative con-
tributions from molecular processes or uncertainties in the
calibration on the DSS as the simulated emission at 〈ne〉l =
4.8 · 1019 m−3 is excitation-dominated. With increasing den-
sity, the recombinative contribution to Balmer line emission
increases in cold regions leading to enhanced Balmer radia-

tion near the outer target. In the simulations, this occurs at
lower 〈ne〉l and is more pronounced than in the experiment
again indicating colder/denser target conditions in the simu-
lation, Figure 20g,k, that is consistent with the conclusions
above in the absence of divertor baffles. Notably, experi-
ments show a large variation at the higher densities indicat-
ing that the line-averaged density 〈ne〉l and the upstream den-
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sity nsep,omp
e are both becoming a poorer ordering parameter

to characterize the divertor state.
The carbon line intensities and corresponding front move-

ments during the density ramps are now addressed. Measure-
ments of the CII (426.8 nm) and the CIII (465.0 nm) lines are
available for a subset of baffled discharges. As for the un-
baffled cases, section III E, higher simulated carbon emission
in the divertor is modelled than experimentally measured by
the DSS. However, from bolometry, the experimental PSOL

rad
exceeds the simulation by up to 30% (not shown) and now
shows reasonable agreement with the divertor channels.

The retraction of the simulated carbon fronts from the target
sets in at lower density than experimentally observed, again
indicating an underestimated simulated divertor temperature.
The measured CII-emission does not detach from the target
with increasing density, although there was some profile de-
formation observed with increasing plasma density, Figure
20o. This suggests that the experimental target temperature
T t

e does not fall below 2 eV in the discharges. The CIII-front
shows clear retraction towards the X-point in the experiments
for the cases at high density, again with large differences be-
tween discharges that reach different pdiv

n , Figure 20s.

D. Divertor neutral pressure

The predicted increase of divertor neutral pressure with
baffles5 is qualitatively confirmed by TCV measurements,
Figure 21. However, simulations yield systematically higher
pdiv

n by factor∼ 4, as discussed for the unbaffled cases, section
III C.
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FIG. 21. Divertor neutral pressure pdiv
n as measured by the divertor

baratron gauge for the baffled and unbaffled TCV divertor.

Attempts to reconcile experimental and simulated diver-
tor pressure by varying the recycling coefficients R = 1− pp
for various species proved unsuccessful. Wall pumping in
our simulations with species-independent recycling coeffi-
cient R= 0.99 (chosen constant for all PFCs) is predominantly
determined by the pumping of molecules on the walls of the
divertor chamber. Modification of the recycling coefficient
alone is insufficient to reduce pdiv

n as R also affects the up-
stream density for a given gas puff. Further adjusting the gas

puff to attain similar upstream profiles then yields nearly iden-
tical target conditions and pdiv

n for different sets of recycling
coefficients (not shown). The effect on the simulated pdiv

n
for a range of recycling coefficients for the particle species is
now discussed. Simulations with disabled molecular pumping
Rmol = 1 or strongly increased neutral pumping Rneutral = 0.95
reduce the neutral pressure only modestly yet still exceed the
measurements by factor ∼ 3 for a given plasma density 〈ne〉l .
The strongest decrease of pdiv

n is achieved by reducing trans-
port coefficients (DAN

⊥ = 0.2→ 0.15 and χAN
⊥ = 1.0→ 0.5),

but still fails to reproduce the experiment, Figure 22. The
baratron divertor neutral pressure is not a direct SOLPS out-
put but requires postprocessing through the synthethic bara-
tron model whose benchmark with Eirene results shows devi-
ations of less than 20%, i.e. far less than that needed to explain
the discrepancy, cf. Appendix in5. Accounting for the finite
baratron reponse time τdelay ≈ 60 ms in these experiments re-
sults in a density shift of measurements δ 〈ne〉l ≈ 4 ·1018 m−3,
i.e. a horizontal shift in Figures 21, 22 (not shown), again
insufficient, by far, to reconcile simulation and measurement.
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FIG. 22. Attempts to reconcile experimental and simulated divertor
pressure for the baffled TCV divertor.

The overestimation of pdiv
n is likely linked to the overes-

timated nt
e and underestimated T t

e as it precludes increased
plasma-neutral interaction. A link to the likely overesti-
mated divertor carbon content is less clear, as simulations with
strongly altered carbon content, change pdiv

n little (not shown).
The reason for the mismatch in divertor neutral pressure

remains elusive. The installation of additional, more sensi-
tive, diagnostics for neutral pressure measurements (ASDEX-
gauges) is underway on TCV and will help probe the discrep-
ancy further.

V. CONCLUSIONS

This work summarizes a first full experimental comparison
of SOLPS-ITER drift simulations for L-mode discharges in
the TCV tokamak. The comparison employs the line-averaged
density 〈ne〉l as ordering parameter. The only parameter var-
ied in the simulations is the gas puff, whereas anomalous
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transport coefficients, carbon chemical sputtering yield, wall
recycling coefficients and heating power are fixed.

These simple assumptions yield simulations that reason-
ably well model the experimental ne and Te upstream profiles
across the density scan. Despite large experimental uncertain-
ties at the edge, CXRS measurements indicate an underesti-
mated ion temperature Ti, suggesting simulations with modi-
fied electron/ion heat sharing on the core Pcore

e /Pcore
i < 1 in

future studies. The total target particle flux, and its in/out
asymmetry, are reasonably well reproduced, whereas the outer
target profile shape is not but indicates overestimated radial
transport in the simulations. A clear roll-over in the target par-
ticle flux is not observed in the unbaffled scenario considered
in this work nor in corresponding simulations. A comparison
of target heat flux profiles showed experimental deviations be-
tween Langmuir probes and infrared cameras that could not be
resolved in this work. The modelled heat flux profile shape at
the target is similar to the experimental profiles, albeit with
different amplitudes, and thus, unsurprisingly with a differ-
ence in the in/out power symmetry. The comparison to Lang-
muir probes indicates overestimated nt

e together with under-
estimated T t

e in the simulations, consistent with overestimated
PSOL

rad (BOLO), larger recombinative contribution to Balmer
line emission at high density (DSS) and the lack of CII-front
movement in the experiment (DSS).

Simultaneous measurements at four poloidally separated
positions in the TCV edge, employing main SOL and divertor
TS, RCP and wall-mounted Langmuir probes, allow a strin-
gent comparison of density and temperature profiles in the
SOL. This indicates a higher simulated density width in the
divertor leg, starting below the X-point region and translating
forward towards to the outer target, whereas the temperature
profile shape is accurately described at all locations but dis-
plays a lower peak temperature w.r.t. wall-mounted Langmuir
probes. This indicates an overestimated radial particle trans-
port caused by the Eθ ×Bφ -drift as consequence of overesti-
mated poloidal temperature gradients from the colder/denser
target. The comparison reveals overestimated poloidal gra-
dients of ne and Te in the volume ∼ 6 cm before the outer
target in the simulation w.r.t. the experiment, which are ar-
gued to be possibly related to plasma-neutral interaction by
charge-exchange and electron-molecular interactions in the
corresponding volume that suggest a link to the overesti-
mated divertor neutral pressure. Overestimated target den-
sity nt

e and underestimated temperature T t
e have also been re-

ported for previous SOLPS simulations for ASDEX-Upgrade
by Chankin27 and Aho-Mantila for reversed Bφ

28.
BOLO and DSS indicate overestimated divertor (carbon)

radiation in the simulation, again resulting in a colder, denser
divertor state. This hints either at an overestimated carbon
content or more favorable conditions for radiative losses (in
line with the overestimated density). Contrary to the ap-
parently overestimated carbon content in the divertor, CXRS
finds up to one order of magnitude higher carbon (C6+) den-
sities in the core edge region. These results may possibly be
reconciled by noting that C6+ production in the core, by ioni-
sation beyond the computational core boundary, is neglected.
Simulations with modified impurity boundary condition on

the core are suggested in future studies. A robust experimen-
tal power balance, following the recent bolometry system up-
grade and ongoing work on the infrared cameras, would help
further to constrain the simulated carbon content.

The mechanism leading to the observed target current roll-
over on TCV remains elusive. A strong roll-over is only ob-
served in these baffled discharges at high pdiv

n and is accom-
panied by a simultaneous collapse in the upstream density,
temperature and pressure profiles. However, simulations only
find a stagnation of the ionisation source and, consequentially,
a stagnation of the target particle flux, despite modelling tar-
get temperatures well below < 1 eV. The underlying reason
for the collapse of the upstream profile is likely linked to a
strongly radiating region on the HFS10.

The comparison with the baffled TCV divertor qualitatively
confirms the previously predicted increase in divertor neutral
pressure pdiv

n whereas the absolute value is overestimated by
factor ∼ 4 in simulations. It was not possible to reconcile
experimental and simulated pdiv

n by simple modification of the
wall recycling coefficients nor by modifying the anomalous
transport. The overestimated neutral pressure thus remains an
open issue. Additional pressure gauges are foreseen for TCV
installation that may clarify this mismatch.

The stringent comparison to TCV diagnostics confirms a
large majority of the qualitative trends seen in simulations
and, thus, the validity of the main underlying physics model in
the SOLPS-ITER code. It also highlights remaining discrep-
ancies that require further attention. While the SOLPS-ITER
results of these TCV discharges seem to be overly optimistic
in terms of divertor cooling and detachment access, a conclu-
sion on the consequences for next-level fusion devices cannot
be drawn as the responsible mechanism(s) for these deviations
remain elusive.
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