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We analyze the stability of time-reversal (T ) and lattice four-fold (C4) symmetry breaking three-
dimensional higher-order topological (HOT) Dirac semimetals (DSMs) and the associated one-
dimensional hinge modes in the presence of random pointlike charge impurities. Complementary
real space numerical and momentum space renormalization group (RG) analyses suggest that a
HOTDSM, while being a stable phase of matter for sufficiently weak disorder, undergoes a contin-
uous quantum phase transition into a trivial metal at finite disorder. However, the corresponding
critical exponents (numerically obtained from the scaling of the density of states) are extremely
close to the ones found in a dirty, but first-order DSM that on the other hand preserves T and
C4 symmetries, and support two Fermi arc surface states. This observation suggests an emergent
superuniversality (insensitive to symmetries) in the entire family of dirty DSMs, as also predicted
by a leading-order RG analysis. As a direct consequence of the bulk-boundary correspondence, the
hinge modes in a system with open boundaries gradually fade away with increasing randomness,
and completely dissolve in the trivial metallic phase at strong disorder.

I. INTRODUCTION

Traditionally, the bulk-boundary correspondence in a
d-dimensional topological system refers to the boundary
modes residing on a (d − 1)-dimensional interface, also
characterized by the codimension dc = d−(d−1) = 1 [1–
5]. This notion has recently been generalized to encom-
pass boundary modes with dc > 1, e.g., pointlike cor-
ner (dc = d) and one-dimensional hinge (dc = d − 1)
modes, which led to the construction of insulating (elec-
tric and thermal) and nodal higher-order topological
(HOT) phases [6–27]. A question regarding the stability
of such exotic phases of matter in the presence of inter-
actions and/or disorder arises naturally. Due to a finite
gap in the quasiparticle spectra, while the HOT insula-
tors are robust against sufficiently weak interactions and
disorder, their influences on gapless HOT phases demand
more careful analyses.

Here we focus on a three-dimensional Higher-order
topological Dirac semimetal (HOTDSM), supporting
one-dimensional hinge modes in open systems, and scru-
tinize its stability when littered with pointlike quenched
random charge impurities. From complementary real
space numerical analyses in periodic systems and field-
theoretic momentum space renormalization group (RG)
calculation, we conclude that HOTDSM is a stable phase
of matter in the presence of sufficiently weak disorder.
But, the system undergoes a continuous quantum phase
transition (QPT) into a trivial diffusive metal at finite
disorder, where the density of states (DOS) at zero energy
is finite, while it vanishes in HOTDSM. We arrive at these
conclusions from the scaling of the average DOS, com-
puted using the kernel polynomial method (KPM) [28].
The phase diagrams obtained from these two complemen-
tary methods are shown in Figs. 1(a) and 1(b), respec-
tively, which are in qualitative agreement. As a direct
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FIG. 1: Phase diagrams of a dirty HOTDSM obtained from
(a) the scaling of DOS at zero energy (numerically) in a lattice
model [Eq. (1)], and (b) a leading-order RG analysis of the
continuum model [Eq. (7)], which are in qualitative agree-
ment. A first-order DSM is realized along the red dashed
lines (a) t1 = 0 or (b) x = 0, where x = bΛ/v, with Λ(v) as
the ultraviolet cutoff (Fermi velocity), and v ∼ ta, b ∼ t1a

2,
Λ ∼ a−1 (a is the lattice spacing). When disorder W or g (di-
mensionless disorder coupling in the continuum limit) is weak
HOT and first-order DSMs are stable. But, at stronger dis-
order they undergo a QPT into a metallic phase, where DOS
at zero energy is finite. The blue dots in (a) are numerically
obtained transition points between DSM and metal, across
which we find single-parameter scaling of DOS [Fig. 3].

consequence of the bulk-boundary correspondence, the
associated topological hinge modes in open systems grad-
ually fade away with increasing randomness and com-
pletely melt into a trivial metallic bulk for sufficiently
strong disorder, as shown in Fig. 2. Therefore, sharp
hinge localized topological modes can be observed at least
in weakly disordered HOTDSMs, via angle-resolved pho-
toemission spectroscopy (ARPES) and scanning tunnel-
ing microscope (STM).

Moreover, numerically extracted values for the dynam-
ical scaling exponent (DSE) and correlation length ex-
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FIG. 2: (a) Melting of topological hinge states of a HOTDSM with increasing disorder (W ) in an open cubic system with
L = 18, obtained by averaging the local DOS over 300 independent disorder realizations. To recover the particle-hole symmetry
(on average), we switch off the Γ5 term in the lattice model [see Eq. (1)], which is not responsible for the hinge states when the
crystal is cleaved such that its four corners are at (±L

2
,±L

2
) for any z. The critical disorder Wc = 3.7 ± 0.1 is obtained from

the scaling of average DOS in a periodic system of L = 200. The dissolution of the hinges into the bulk sets in for W < Wc

due to the finite size effects. (b) Scaling of the hinge localization (Wh) of the topological hinge modes with increasing disorder
(W ), confirming its gradual melting.

ponent (CLE) across a broad range of parameters (that
also includes first-order DSMs) appear to be almost the
same (within the numerical accuracy) [see Table I], and
yield satisfactory single-parameter data collapses across
the (HOT)DSM-metal continuous QPT [see Fig. 3]. To
this end we note that while a HOTDSM breaks time-
reversal (T ) and lattice four-fold (C4) rotational symme-
tries, a first-order DSM preserves them. Therefore, this
observation in turn strongly promotes the notion of an
emergent superuniversality near a diffusive quantum crit-
ical point (QCP) in the entire family of dirty DSMs, ir-
respective of their symmetries and the topological order.
We also substantiate these findings from a leading-order
momentum space RG analysis.

The rest of the paper is organized as follows. In
the next section, we introduce the lattice model for an
HOTDSM and discuss its symmetries. In Sec. III, we nu-
merically analyze the scaling of DOS. Sec. IV is devoted
to the RG analysis of disordered HOTDSM. In Sec. V,
we summarize the results and discuss related problems.
Additional technical details are relegated to the appen-
dices, and additional numerical data are shown in the
Supplementary Materials [29].

II. LATTICE MODEL AND SYMMETRIES

We set out by considering a tight-binding model for
a three-dimensional HOTDSM that in the momentum

space reads ĥk = ĥk0 + ĥk1 , where [16, 17, 24, 26]

ĥk0 = t

2∑
j=1

SjΓj +
[
tzC3 −mz + t0

2∑
j=1

(1− Cj)
]
Γ3,

ĥk1 = t1
[
(C1 − C2)Γ4 + S1S2Γ5

]
, (1)

Cj ≡ cos(kja), Sj ≡ sin(kja), kj being the compo-
nents of momenta and a is the lattice spacing that we
set to unity. Here, i = 1, 2, 3 correspond to x, y, z
respectively. The four-component Hermitian Γ matri-
ces, Γ1 = σ3τ1, Γ2 = σ0τ2, Γ3 = σ0τ3, Γ4 = σ1τ1,
Γ5 = σ2τ1, satisfy the anticommuting Clifford algebra
{Γi,Γj} = 2δij , for i, j = 1, · · · , 5. Pauli matrices σµ (τµ)
operate on the spin (orbital) degrees of freedom, where
µ = 0, · · · , 3. For the rest of this paper we set mz = 0
and t = t0 = tz = 1. Then for t1 = 0, the above model
can be viewed as stacked two-dimensional quantum spin
Hall insulators (QSHIs) along the kz axis, and each layer
accommodates two counter-propagating one-dimensional
edge states for opposite spin projections. The resulting
three-dimensional system supports two Dirac-points at
k = (0, 0,±π2 ) ≡ ±K, and ribbon like edge modes lo-
calized on the xz and yz planes, yielding two copies of
Fermi arcs connecting the Dirac points on the kxkz or
kykz plane. This system describes a first-order DSM,
leading to a ρ(E) ∼ |E|2 scaling of DOS at low energies.
A first-order DSM preserves the time-reversal symmetry:
T = σ2τ0K, where K is the complex conjugation. The
first-order DSM also preserves the parity (P) symmetry,
under which r→ −r and P = σ0τ3.

On the other hand, ĥk1 breaks the time-reversal sym-
metry and acts as a lattice C4 symmetry breaking,
momentum-dependent or Wilson mass in each layer of
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FIG. 3: Top: Data collapses for ρ(E) in a system of L = 200. For clarity, we shift the data sets for different values of t according

to log10[ρ(E)|δ|−ν(d−z)] + ∆y (quoted in each panel). All data sets collapse on three branches. The semimetallic (lower) and
metallic (upper-left) branches meet inside the quantum critical regime (upper-right). Bottom: Finite size data collapses for
ρ(0)(≡ ρ0) inside the metallic phase. We vertically shift the data sets for different values of t according to ρ0L

d−z + ∆y.

QSHI. It changes sign under the C4 rotations and thus
acts as a domain wall mass; resulting in four corner-
localized zero-energy states (with dc = 2) in each two-
dimensional insulating layer, according to a generalized
Jackiw-Rebbi index theorem [30]. Stacking such layers of
two-dimensional HOT insulators in the momentum space
along the kz axis gives rise to the one-dimensional hinge
modes along the z direction [26] [Fig. 2]. We then real-

ize a second-order DSM, as ĥk1 does not affect the Dirac
nodes at ±K, where it vanishes.

The HOTDSM also breaks the parity (P) symme-
try. We then define a pseudo time-reversal symmetry
T ′ = PT , such that (T ′)2 = −1. The HOTDSM pre-
serves such pseudo time-reversal symmetry, which in turn
assures the Kramers degeneracy of the valence and con-
duction bands [23].

As ĥk1 vanishes quadratically with momentum around
the Dirac points, it only reduces the DOS at sufficiently
low energies without altering its overall ρ(E) ∼ |E|2 scal-
ing [Fig. 4(a)]. The subdominant influence of the Wil-
son mass on DOS suggests that the HOTDSM is stable
for sufficiently weak disorder, and enters into a metallic
phase via a QPT at finite disorder, qualitatively similar
to the situation in first-order Dirac and Weyl semimet-
als [31–53], up to exponentially small, but debated rare
region effect [54–56]. Next we anchor these anticipations
by implementing the tight-binding model from Eq. (1) on
a cubic lattice with periodic boundary in each direction
and numerically computing the DOS using the KPM, and
investigate the critical properties of the HOTDSM-metal
QPT. We consider pointlike charge impurities, which is
the dominant source of elastic scattering in any real ma-
terial, distributed uniformly and independently within
the range [−W/2,W/2] at each site of the cubic lattice.
Numerically obtained critical exponents are summarized

in Table I, which we use to perform a finite energy (size)
data collapse, shown in Fig. 3 top (bottom).

III. NUMERICAL ANALYSIS OF DENSITY OF
STATES

To formulate the scaling theory for DOS, we concen-
trate around the dirty QCP at W = Wc, and parametrize
the distance from it by δ = (W −Wc)/Wc. The number
of states N(E,L) in a d-dimensional system of linear size
L below some energy E is in general a function of two
dimensionless parameters, L/ξ and E/E0. Here ξ is the
correlation length, which diverges at the QCP as ξ ∼ δ−ν ,
and E0 ∼ ξ−z is the corresponding energy scale. Since
the number of states is proportional to Ld, the functional
form of N(E,L) ought to be [34, 41, 43]

N(E,L) = (L/ξ)d F (Eξz, L/ξ), (2)

where F (x, y) is an unknown, but universal function of
its arguments. The DOS is then given by

ρ(E) =
1

Ld
dN(E,L)

dE
= δ(d−z)ν G(|E|δ−zν , L1/νδ). (3)

To investigate the scaling behavior of the universal func-
tion G, we consider the scaling of ρ(E) at low energies
inside the HOTDSM and metallic phases, as well as in-
side the critical regime around the QCP at W = Wc. For
now we assume L to be sufficiently large, such that the
L-dependence of G can be neglected.

For linearly dispersing HOT Dirac fermions the DOS
at low energies scales as ρ(E) ∼ |E|d−1 [see Figs. 4(a)
and 4(b)] when δ < 0 or W < Wc, thus

ρ(E) ∼ δ(d−z)ν(|E||δ|−zν)d−1 = |E|d−1|δ|−(z−1)dν . (4)
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By contrast, inside the metallic phase the DOS at zero
energy is finite, leading to

ρ(E ≈ 0) ∼ δ(d−z)ν(|E|δ−zν)0 = δ(d−z)ν , (5)

for δ > 0 or W > Wc. Lastly, at the critical point (δ = 0)
ξ diverges, and therefore the ξ independence of G implies

ρ(E) ∼ δ(d−z)ν(|E|δ−zν)(d−z)/z = |E|(d−z)/z. (6)

Since DOS at zero energy vanishes for W ≤ Wc and
becomes finite in a metal, one can treat ρ(0) as a bonafide
order-parameter in dirty HOTDSM.

Numerically we reconstruct the average DOS by using
the KPM in a cubic system of linear dimension L = 200
for various choices of t and t1. First, we identify the
critical disorder strength Wc, where ρ(0) deviates from
zero. Subsequently, we compute (a) the DSE z from the
scaling of ρ(E) around W = Wc [Eq. (6)], and (b) the
order-parameter exponent β ≡ (d− z)ν from the scaling
of ρ(0) inside the metallic phase [Eq. (5)]. Finally, from
the known values of z and β, we compute the CLE ν.
The results are summarized in Table I and details of the
numerical analysis are shown in the Appendix B. Across
a wide range of hopping parameters (t and t1) we find
that z ≈ 1.5 and ν ≈ 1.0 in a periodic system with linear
dimension L = 200 in each direction, which are fairly
close (within the numerical accuracy) to the ones found
for first-order Dirac and Weyl semimetals.

With the numerically extracted values of the critical
exponents, we obtain convincing data collapses by com-
paring ρ(E)|E|−ν(d−z) vs Eδ−νz in a periodic system
with L = 200, see Fig. 3 (top row). All data points col-
lapse onto three curves, corresponding to the DSM (lower
ones), a metal (upper left ones) and the quantum critical
regime (upper right ones). Finally, from the same set of
exponents (computed in a L = 200 periodic cubic system)
we obtain excellent finite size data collapses by compar-
ing ρ(0)Ld−z with L1/νδ inside the metallic phase for
100 ≤ L ≤ 200 [Fig. 3 (bottom row)]. Therefore, within
a sufficiently wide range of system size 100 ≤ L ≤ 200
the critical exponents (ν and z) do not change within our
numerical accuracy. All together our extensive numeri-
cal analyses strongly suggest an emergent superuniver-
sality across the DSM-metal QPT irrespective of their
symmetries and the topological order (first or second),
which now we substantiate from a leading-order momen-
tum space RG analysis.

IV. RENORMALIZATION GROUP ANALYSIS

To perform the momentum space RG analysis in a
dirty HOTDSM, we consider the following low-energy
model

ĥ±(p) = v⊥

2∑
j=1

Γjpj ± v3p3Γ3 + b

5∑
j=4

dj(p)Γj , (7)

- 0.8 - 0.4 0 0.4 0.8
0
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4

- 0.8 - 0.4 0 0.4 0.8
0
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FIG. 4: Scaling of DOS ρ(E) with (a) the C4 symmetry break-
ing Wilson mass (t1), yielding a HOTDSM, for fixed t or Fermi
velocity and (b) t for fixed t1 in a cubic system of L = 200
with periodic boundaries for W = 0.05. With increasing t1 or
t the DOS decreases, without altering the ρ(E) ∼ |E|2 scal-
ing, leading to the enhancement of critical disorder strength
(Wc) for metallicity [Fig. 1 and Table I]. Feynman diagrams
contributing to the leading-order RG analysis are shown in
(c) and (d). Solid (dashed) lines represent fermion (disorder)
fields.

obtained by expanding ĥk around one of the Dirac points
at ±K with p = −K + k. Here v⊥ = ta, v3 = tza,
b = t1a

2/2, and (d4, d5)(p) = (p2
2− p2

1, 2p1p2). We retain
the relevant higher-order momentum terms (proportional

to b), such that ĥ±(p) is symmetry identical to the lattice

models ĥk, and represents the correct low-energy model
for HOTDSM. The purpose of the following momentum
space RG analysis is to provide a supportive argument
in favor of the numerically observed superuniversality,
resulting in (almost) identical values of the critical expo-
nents ν and z near the diffusive QCP in the entire family
of DSMs that includes both first-order (for b = 0) and
higher-order (for |b| > 0) DSMs.

Even though in the bare theory v3 = v⊥ ≡ v (for
t = tz in the lattice model), in general their RG flows
are different when |b| > 0, as it breaks the rotational
symmetry between p⊥ = (p1, p2) and p3. To incorporate
the effects of disorder we consider the following imaginary
time (τ) Eucledian action in d dimensions [46, 49]

S =

∫
dτ

∫
ddx Ψ†

[
∂τ +

∑
α=±

ĥα(p→ −i∇)− Φ
]
Ψ

+
1

2∆

∫
ddx Φ |∇|m Φ, (8)

where Φ is the disorder field that minimally couples to
the four-component fermionic fields (Ψ) like a gauge field.
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The two-point correlator for the disorder fields in the real
and momentum space are respectively

〈Φ(x)Φ(y)〉 =
∆

|x− y|d−m
, 〈Φ(q)Φ(0)〉 =

∆

|q|m
. (9)

As m→ 0, we recover Gaussian white noise distribution.
The scaling dimensions of momentum and frequency

are [q] = 1 and [ω] = z, respectively. The scale invari-
ance of S implies [Ψ] = d/2, [v] = z − 1, [b] = z − 2,
and [Φ] = z + ηΦ, where ηΦ is the anomalous dimension
of the disorder field, yielding [∆] = 2(z + ηΦ)− (d−m).
At the clean HOTDSM fixed point z = 1 due to lin-
early dispersing excitations at sufficiently low energies,
and ηΦ = 0 due to the gauge invariance of S. Therefore
[∆] = m−1 in d = 3, showing that (a) for Gaussian white
noise distribution (m = 0) disorder is an irrelevant per-
turbation at the HOTDSM fixed point (since [∆] = −1),
and (b) the QPT to a metal at strong disorder can be ad-
dressed by performing a controlled RG analysis in terms
of a small parameter ε = 1 −m, about ε = 0 for which
disorder is marginal, although ultimately we set ε = 1.

To derive the RG flow equations, we integrate out a
thin momentum shell

[
Λe−`,Λ

]
, where `(> 0) is the log-

arithm of the RG scale and Λ is the ultraviolet cutoff.
The relevant Feynman diagrams are shown in Fig. 4(c)
and (d). After accounting for the quantum corrections
up to the leading-order, the RG flow equations read (see
Appendix A for details)

dv3

d`
= gv3 [2f1(x)− f3(x)] ≡ (z − 1)v3,

dg

d`
= g [−ε+ 2(z − 1)] ,

dx

d`
= −x+O(xg),

d

d`

(
v⊥
v3

)
= g

(
v⊥
v3

)
[f3(x)− f⊥(x)] , (10)

where g = ∆Λε/(2π2v2) is the dimensionless disorder
coupling, x = bΛ/v is also dimensionless, and

f1(x) =
1

2

∫ π

0

dθ
Sθ

1 + x2S4
θ

, f3(x) =

∫ π

0

dθ
SθC

2
θ

(1 + x2S4
θ )2

,

f⊥(x) =
1

2

∫ π

0

dθ
S3
θ (1 + 2x2S2

θ )

(1 + x2S4
θ )2

, (11)

with Sθ ≡ sin θ, Cθ ≡ cos θ. Since we are interested in the
leading-order RG analysis, (1) quantum corrections are
computed by setting v⊥ = v3 = v, and (2) only the engi-
neering dimension of x has been taken into account. The
flow equation of v3 is fixed by its scaling dimension, yield-
ing dynamic scaling exponent z = 1 + g [2f1(x)− f3(x)].
The flow equation for g then supports two fixed points:
(1) an infrared stable one at g = 0, describing a clean
HOTDSM, and (2) an infrared unstable QCP at g = g∗ =
ε/[2(2f1(x) − f3(x))]. The latter one controls the QPT
into a metal at finite disorder, where z = 1 + ε/2 = 3/2
for Gaussian white noise distribution (ε = 1) for any x.
The CLE, defined as ν−1 = d(dg/d`)/dg|g=g∗ = ε at

t1 t Wc ∆Wc β ∆β z ∆z ν ∆ν

0.0

0.50 2.8 0.1 1.47 0.03 1.50 0.059 0.98 0.05

0.75 3.4 0.1 1.48 0.02 1.52 0.053 1.00 0.05

1.00 3.9 0.1 1.47 0.02 1.49 0.05 0.98 0.04

1.25 4.4 0.1 1.43 0.02 1.50 0.044 0.95 0.04

1.50 4.8 0.1 1.41 0.03 1.50 0.027 0.94 0.03

0.5

0.50 3.0 0.1 1.49 0.02 1.55 0.025 1.03 0.03

0.75 3.6 0.1 1.35 0.02 1.50 0.057 0.90 0.05

1.00 4.1 0.1 1.37 0.02 1.50 0.048 0.91 0.04

1.25 4.5 0.1 1.36 0.02 1.51 0.048 0.91 0.04

1.50 5.0 0.1 1.40 0.02 1.51 0.061 0.94 0.05

1.0

0.50 3.3 0.1 1.63 0.03 1.50 0.008 1.08 0.02

0.75 3.9 0.1 1.48 0.02 1.51 0.046 0.99 0.04

1.00 4.4 0.1 1.58 0.02 1.45 0.026 1.02 0.03

1.25 4.7 0.1 1.53 0.03 1.48 0.022 1.00 0.03

1.50 5.2 0.1 1.55 0.04 1.48 0.008 1.02 0.03

1.5

0.50 3.6 0.1 1.63 0.03 1.51 0.004 1.09 0.02

0.75 4.1 0.1 1.62 0.03 1.50 0.002 1.08 0.02

1.00 4.6 0.1 1.51 0.02 1.50 0.025 1.01 0.03

1.25 5.1 0.1 1.46 0.02 1.51 0.021 0.98 0.03

1.50 5.5 0.1 1.55 0.04 1.50 0.017 1.03 0.04

2.0

0.50 3.9 0.1 1.66 0.04 1.50 0.021 1.11 0.04

0.75 4.4 0.1 1.58 0.02 1.51 0.013 1.06 0.03

1.00 4.9 0.1 1.47 0.03 1.51 0.016 0.99 0.03

1.25 5.4 0.1 1.42 0.02 1.50 0.014 0.95 0.02

1.50 5.8 0.1 1.48 0.04 1.50 0.035 0.99 0.05

Average 1.496 0.026 1.500 0.030 0.997 0.036

TABLE I: Summary of the scaling analysis for the DOS ρ(E)
in a cubic system of L = 200. Here t1 = 0 (finite) corresponds
to first- (second-)order DSM. While the critical disorder (Wc)
for metallicity (a nonuniversal quantity) depends on the hop-
ping parameters, t and t1 [Eq. (1)], the critical exponents z
and ν are centered around 1.5 and 1.0, respectively. This
observation suggests that the universality class of the DSM-
metal QPT does not depend on the symmetry or topological
order (first or second), thereby yielding a superuniversality in
the entire family of disordered DSM, in qualitative agreement
with the findings from the momentum space RG analysis.
Here ∆X is the fitting error of X, for X = z, β, ν. For de-
tails and further data see Appendix B and the supplementary
material [29].

the dirty QCP. Note that (g∗, x) determines the phase
boundary between the DSMs and a metal [solid blue line
in Fig. 1(b)], which is symmetric about x = 0, as all the
functions in Eq. (11) are symmetric under x→ −x. One
also obtains identical DSE z from the flow equation of
v⊥ (see Appendix A).

Finally we note that the four-fold symmetry break-
ing Wilson mass (x) is always an irrelevant parameter.
Thus in the deep infrared regime (` → ∞) x → 0,
where f⊥(0) = f3(0) = 2/3, and the velocity anisotropy
becomes marginal. Consequently, the ratio v⊥/v3 ulti-
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mately flows to its bare value, set by the hopping pa-
rameters t and tz. Therefore, the Wilson mass (x) de-
spite breaking the time-reversal and C4 symmetries only
changes the location of the dirty QCP (g∗) without al-
tering the universality class of the semimetal-metal QPT
(determined by ν and z, see Table I), giving rise to a su-
peruniversality in the entire family of dirty DSMs, that
includes its first- and second-order cousins. Although not
guaranteed a priori, the irrelevance of x does not change
even after we account for its entire one-loop quantum
correction (see Appendix A), which is in agreement with
the exact numerical findings that the universality class
the HOTDSM-metal QPT remains unchanged even when
t1 � t [see Table I].

V. SUMMARY AND DISCUSSION

Here we investigate the stability of a HOTDSM in the
presence of quenched charge impurities, and identify a
semimetal-metal QPT at finite disorder. While the topo-

logical hinge modes gradually melt across this transition
in open boundary systems [Fig. 2], similar to the Fermi
arcs in dirty Weyl semimetals [57], we come to the con-
clusion that the symmetry and topological order (first
or second) does not affect its universality class [Table I],
thus yielding a superuniversality in the entire family of
dirty DSMs. Since real materials are inherently dirty,
the stability of HOTDSM is critical for its experimental
realization and observation of the hinge modes (via STM
and ARPES, for example) in sufficiently clean systems.
We also note that HOTDSM in general is more stable
than its first-order counterpart due to the suppression of
DOS by the Wilson mass [Fig. 1]. In the future, it will be
worthwhile to investigate the nature of the critical wave-
functions in dirty HOTDSM, and search for measurable
signatures of the discrete C4 symmetry breaking.
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Appendix A: Renormalization group analysis

In this appendix we present the RG analysis of disordered HOTDSM in details. In what follows we focus on one of

the Dirac points located at −K and take ĥ+(p)→ ĥ(p) in Eq. (7) for notational compactness. Such a simplification
does not alter any outcome as disorder does not couple two valleys and therefore they can be treated as independent
flavors. Moreover, the flavor number does not affect the RG flow equations as the perturbative RG analysis does not
involve any Feynman diagram that contains fermion bubble or the flavor number [35]. The low energy Hamiltonian
around the Dirac point at −K reads [see the lattice model in Eq. (1)]

ĥ(p) = v⊥

2∑
j=1

Γjpj + v3p3Γ3 + b(p2
2 − p2

1)Γ4 + b(2p1p2)Γ5, (A1)

where K = [0, 0, π/2] and p = −K+k. Even though in the lattice model we set the bare Fermi velocities to be equal,
i.e. vbare

⊥ = vbare
3 (by setting t = tz), due to the C4 symmetry breaking terms (proportional to b) they receive different

quantum corrections, as the rotational symmetry between p⊥ = (p1, p2) and p3 is broken when b 6= 0. The Euclidean
action in the presence of disorder reads as

S =

∫
dτd3xΨ†

[
∂τ + ĥ(p→ −i∇)− Φ

]
Ψ +

1

2∆

∫
d3xΦ|∇|mΦ, (A2)

where Ψ is the fermion field and Φ represents the (bosonic) disorder field. The fermionic and disorder Green’s functions
are respectively given by

G(iω,p) = − iω + ĥ(p)

ω2 + v2p2 + b2p4
⊥

and 〈Φ(p)Φ(0)〉 =
∆

|p|m
. (A3)

While computing the leading order quantum corrections due to disorder, see Fig. 4 bottom row, we set v⊥ = v3 = v
in the fermionic Green’s function.

In the Wilsonian RG procedure, we integrate out a thin momentum shell
[
Λe−`,Λ

]
, with 0 < `� 1, where Λ is the

ultraviolet cutoff. Subsequently, we recast the action (S) in its original form, but in terms of the renormalized or scale
(`) dependent quantities, leading to their RG flow equations. We begin with determining the engineering dimensions
of various quantities in Eq. (A2). Since momentum and frequency respectively scale as [q] = 1 and [ω] = z, where z
is the dynamic scaling exponent, the scaling dimensions for their conjugate variables are [x] = −1 and [τ ] = −z. The
scale invariance of the Euclidean action then implies [Ψ] = d/2, [v] = z − 1 and [b] = z − 2.
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Note that the Φ field appears in Eq. (A2) exactly as iω, consequently at the clean fixed point it bears the same
scaling dimension as 1/τ , so [Φ] = z + ηΦ, where we introduced an anomalous dimension of the disorder field ηΦ, to
allow for possible quantum corrections arising at the disorder controlled fixed point. Imposing the above relations on
the second term of Eq. (A2) we obtain

[∆] = 2(z + ηΦ)− (d−m). (A4)

At the clean fixed point (describing a HOTDSM) z = 1 for linearly dispersing fermions at sufficiently low energies,
yielding ηΦ = 0. Notice that the disorder field couples with the fermionic field like a gauge field. Consequently, ηΦ=0
always, due to the Ward identity, as we demonstrate below for the leading-order RG analysis. In three dimensions
[∆] = m − 1. As seen in Eq. (9), m = 0 corresponds to Gaussian white noise distribution, for which disorder is
irrelevant in the language of RG. On the other hand, for m = 1 disorder becomes marginal, which motivates our ε
expansion in terms of a small parameter ε = 1−m. Accordingly we define a dimensionless disorder coupling

g =
∆Λε

2π2v2
, (A5)

which to leading order scales identically as ∆. Having established the scaling of various quantities appearing in the
action S, we proceed with evaluating the two relevant one-loop Feynman diagrams in Fig. 4(c) and (d), namely the
fermionic self energy (c) and the correction to the fermion-disorder vertex (d).

1. Fermionic self energy

First we compute the contribution from the self energy diagram, given by

Σ(iω,k) = ∆

∫
d3q

(2π)3
G(iω,k− q)

1

|q|m
. (A6)

Since to the leading-order the divergences in the spatial and temporal part of the self energy are separated (no
overlapping divergences), we evaluate Σ(iω, 0) and Σ(0,k) separately, and Σ(iω,k) = Σ(iω, 0) + Σ(0,k). Let us write
down the time-like component

Σ(iω, 0) = −∆(iω)

∫
d3q

(2π)3

|q|−m

ω2 + v2q2 + b2q4 sin4 θ
. (A7)

Since we compute this contribution within the Wilsonian momentum shell [Λe−`,Λ], we set ω = 0 in the integrand,
leading to

Σ(iω, 0) = −∆(iω)

4π2

∫ Λ

Λe−`

dq

∫ π

0

dθ
q2−m sin θ

v2q2 + b2q4 sin4 θ
= −(iω)glf1(x), (A8)

where x = Λb/v and f1(x) has been defined in Eq. (11).
Next we set ω = 0 and evaluate Σ(0,k), that to the k-linear order renormalizes the Fermi velocities v⊥ and v3, and

to the quadratic order in momentum gives corrections to b. By setting k = [kx, 0, 0], we collect the renormalization
for both v⊥ and b, while for k = [0, 0, kz] only v3 gets renormalized. Hence, we evaluate Σ(0,k) for these two choices
of k separately. Let us begin by taking k = [kx, 0, 0] for which

Σ(0,k) = −∆

∫
d3q

(2π)3

v [(kx − qx)Γ1 − qyΓ2 − qzΓ3] + b
[
(kx − qx)2 − q2

y

]
Γ4 − 2b(kx − qx)qyΓ5

v2(k2
x + q2 − 2kxqx) + b2

[
(kx − qx)2 − q2

y

]2
+ 4b2(kx − qx)2q2

y

1

|q|m
, (A9)

and expand the denominator up to (for now) the linear order in kx as

denom(kx) =
1

v2q2 + b2q4
⊥

+
2qx

[
2b2q2

⊥ + v2
]
kx

[v2q2 + b2q4
⊥]

2 +O(k2
x). (A10)

Substituting the above expansion into Eq. (A9) and performing the φ integral yields

Σ(0,k) = −v⊥kxΓ1
∆

4π2

∫ Λ

Λe−`

dqq2

∫ π

0

dθ sin θ

(
1

v2q2 + b2q4
⊥
− vq2

⊥(v2 + 2b2q2
⊥)

(v2q2 + b2q4
⊥)2

)
= −v⊥gl [f1(x)− f⊥(x)] Γ1kx,

(A11)
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where f⊥(x) is introduced in Eq. (11).
Because of the b(k2

x− k2
y) term in Eq. (A1), we continue the above expansion to k2

x order, which will yield quantum

corrections to b. For brevity we do not write out the O(k2
x) term in the Taylor expansion, rather quote the (significantly

simpler) result after the φ integration

−bk2
x Γ4

∆

4π2

∫ Λ

Λe−`

dqq2

∫ π

0

dθ sin θ

(
1

v2q2 + b2q4
⊥
− 2

q2
⊥(v2 + 2b2q2

⊥)

(v2q2 + b2q4
⊥)2

+
q4
⊥
[
v4 + 3b4q4

⊥ − v2b2(q2 − 4q2
⊥)
]

(v2q2 + b2q4
⊥)3

)
1

|q|m

= −bgl [f1(x)− 2f⊥(x) + fb(x)] Γ4k
2
x, (A12)

where we introduce yet another function

fb(x) =
1

2

∫ π

0

dθ
1 + 3x4 sin4 θ − x2(1− 4 sin2 θ)

(1 + x2 sin4 θ)3
sin5 θ. (A13)

If we now take k = [0, ky, 0], we obtain the above correction with an overall negative sign, corresponding to b(k2
x−k2

y).
As the next step let us take k = [0, 0, kz], after which Eq. (A6) becomes

Σ(0,k) =

∫
d3q

(2π)3

v [−qxΓ1 − qyΓ2 + (kz − qz)Γ3] + b(q2
x − q2

y)Γ4 + 2bqxqyΓ5

v2(k2
z + q2 − 2kzqz) + b2(q2

x − q2
y)2 + 4b2q2

xq
2
y

∆

|q|m
, (A14)

and expand the denominator in kz to linear order as

denom(kz) =
1

v2q2 + b2q4
⊥

+
2v2qzkz

[v2q2 + b2q4
⊥]

2 +O(k2
z), (A15)

and like before, substitute it into Σ(0,k), which leads to

Σ(0,k) = −v3kzΓ3
∆

4π2

∫ Λ

Λe−`

dqq2

∫ π

0

dθ sin θ

(
1

v2q2 + b2q4
⊥
− 2v3q2

z

(v2q2 + b2q4
⊥)2

)
1

|q|m
= −v3gl [f1(x)− f3(x)] Γ3kz.

(A16)
Since k2

z does not appear in the action we have no reason to proceed to this order in the Taylor expansion.

2. Vertex correction

Next we evaluate the vertex diagram, see Fig. 4(d). The leading divergence of this diagram can be extracted by
setting the external frequency to zero. Then the contribution reads

V (k) =

∫
d3q

(2π)3

Γ0ĥ(k− q)Γ0ĥ(k− q)Γ0

[v2(k− q)2 + b2(k⊥ − q⊥)2]
2

∆

|q|m
. (A17)

We now evaluate the integral for k = 0, and obtain

V (0) =
∆

4π2

∫
dqdθq2 sin θ

v2q2 + b2q4
⊥
|q|−m = gf1(x)lΓ0 ≡ −Σ(iω, 0). (A18)

Therefore, the disorder field (Φ) does not receive any anomalous dimension (ηΦ) from quantum corrections, according
to the Ward identity.

3. Flow equations

Let us write the dressed fermion propagator as

G−1(iω,k) = G−1
0 (iω,k) + Σ(iω,k) = ZΨ

[
iω − Zv⊥v⊥

2∑
j=1

Γjkj − Zv3v3Γ3k3 − Zbb
(

(k2
x − k2

y)Γ4 + 2kxkyΓ5

)]
,(A19)
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from where we read off the following renormalization conditions

ZΨ = 1− gf1(x)`+O(`2), (A20)

Zv3 = Z−1
Ψ

[
1 + g

(
f1(x)− f3(x)

)
`
]
≈ 1 + g

(
2f1(x)− f3(x)

)
`+O(`2), (A21)

Zv⊥ = Z−1
Ψ

[
1 + g

(
f1(x)− f⊥(x)

)
`
]
≈ 1 + g

(
2f1(x)− f⊥(x)

)
`+O(`2), (A22)

Zb = Z−1
Ψ

[
1 + g

(
f1(x)− 2f⊥(x) + fb(x)

)
`
]
≈ 1 + g

(
2f1(x)− 2f⊥(x) + fb(x)

)
`+O(`2). (A23)

Since Φ appears in Eq. (A1) exactly the same way as iω, we can write analogously

ZΦ = Z−1
Ψ

[
1− gf1(x)`

]
= 1. (A24)

In other words, to the leading order g cancels in the renormalization of the disorder field, and ηΦ = 0. From Zb we
can write down the renormalization condition for the corresponding dimensionless quantity x = bΛ/v as

Zx = Zb ZΛ = 1− `+ g
(

2f1(x)− 2f⊥(x) + fb(x)
)
`+O(`2), (A25)

since ZΛ = (1− `), as Λ→ Λe−` under rescaling.
The RG flow equations are then given by

dv⊥
d`

= gv⊥

(
2f1(x)− f⊥(x)

)
, (A26)

dv3

d`
= gv3

(
2f1(x)− f3(x)

)
, (A27)

d

d`

v⊥
v3

=
1

v3

dv⊥
d`
− v⊥
v2

3

dv3

d`
= g

v⊥
v3

(
f3(x)− f⊥(x)

)
, (A28)

dg

d`
= g [−ε+ 2(z − 1)] (A29)

dx

d`
= −x

[
1 + g

(
2f1(x)− 2f⊥(x) + fb(x)

)]
. (A30)

Since we are interested in the leading-order corrections to all variables, we only consider the contribution of the first
term in the flow equations of x, and neglect the quantum corrections arising from disorder in Sec. IV.

In Section IV we anayzed the above flow equations by setting dv3/d` = (z − 1)v3. Alternatively, we can choose
dv⊥/d` = (z− 1)v⊥. Then z = 1 + g[2f1(x)− f⊥(x)] and the dirty QCP is located at g = g∗ = ε/[2(2f1(x)− f⊥(x))],
where z = 1 + ε/2 and ν−1 = ε. Therefore, only the location of the dirty QCP g∗ changes (however, without altering
its variation with x, qualitatively), which is a nonuniversal quantity. But the universal critical exponents, z and ν,
are insensitive to these details.

Appendix B: Details of Numerical analysis

We extract the critical exponents, namely z and ν, across the (HOT)DSM-metal QPT by analyzing the scaling of
DOS (computed using the KPM) in the following way.

Density of states: We reconstruct the DOS from the lattice model [see Eq. (1)] on a cubic lattice of linear
dimension L = 200 and with periodic boundaries in each direction, see first column of Fig. 5 and Figs. S1-S4 of
the Supplementary Materials [29]. For each (t1, t) point in parameter space, where t1 ∈ {0, 0.5, 1.0, 1.5, 2.0} and
t ∈ {0.5, 0.75, 1.0, 1.25, 1.5}, we sample the disorder axis with a resolution ∆W = 0.1. For convenience, we choose the
disorder values such that W = n∆W + 0.05, where n ∈ Z.
Critical disorder: The first step in the analysis is to extract the critical disorder strength Wc, where the

order parameter ρ0 ≡ ρ(0) deviates from zero, see second column of Fig. 5 and Figs. S1-S4 of the Supplementary
Material [29]. In practice we find the closest value that satisfies Wc = n∆W , n ∈ Z. The shift between sampling W
and determining Wc ensures (without the loss of objectivity) that no data set is exactly at δ = 0, which would lead
to divergences in the finite energy data collapse.
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FIG. 5: Scaling analysis of DOS in a first-order DSM (t1 = 0). With increasing t, the Fermi velocity increases and DOS
decreases, without altering ρ(E) ∼ |E|2 scaling. So, Wc increases with increasing t (see second column). Details of the
numerical analysis are discussed in Appendix B. For additional numerical results see Ref. [29].

Dynamic critical exponent: The dynamical critical exponent z is obtained by directly fitting the low-energy DOS
with the function ρ(E) ∼ Ed/z−1 with d = 3. Again, in practice we fit the two adjacent data sets for W = Wc± 0.05,
then take the average of the obtained values z− and z+, which also serve as fitting error bars in the computation of
z, see third column of Fig. 5 and Figs. S1-S4 of the Supplementary Materials [29].

Correlation length exponent: As the next step we extract the order parameter critical exponent β, by fitting
the function ρ0(δ) ∼ δβ for 0 < δ � 1, where δ = (W −Wc)/Wc is the reduced distance from the critical point and
β = (d− z)ν. Finite size effects lead to ρ0(W ) > 0 already for W = Wc, resulting in ρ0(δ) not going to exactly zero
for δ = 0, hence we introduce a non-zero intercept that is subject to fitting, but bounded from above by the first ρ(δ)
data point, see fourth column of Fig. 5 and Figs. S1-S4 of the Supplementary Materials [29]. Also, we compute β±
for which the resulting curves envelope all data points that were used for fitting. The correlation length exponent
and its error bars are then computed using the scaling relation ν(±) = β/(d− z(±)), where the final error is taken to
be ∆ν = max(ν−, ν+).

The results of the numerical analysis are summarized in Table I.
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