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Trust and Learning
Neurocomputational Signatures of Learning to Trust

Gabriele Bellucci and Jean-Claude Dreher

. Introduction

Learning whom to trust or distrust is an important skill in building social
relationships. This chapter focuses on learning dynamics underlying deci-
sions whether to trust or distrust other partners in social interactions. Two
main experimental paradigms have been employed to investigate how
people learn whom to trust. One experimental setting refers to advice-
taking paradigms (Yaniv & Kleinberger, ). In this type of paradigm,
two partners interact with each other as adviser and advisee, respectively.
Participants take in general the role of advisee and need to decide whether
to trust the information provided by the advisers. Advice utilization
operationalizes trusting and reciprocal behaviors in these paradigms. In
general, two estimates are required from participants, before and after
seeing the advice of an adviser, and the degree to which participants revise
their opinion after receiving advice measures their willingness to trust the
received information and hence, by proxy, its source. Participants’ trust
and reciprocity are further modulated in these paradigms by manipulating
social characteristics of the advisers, such as their competence, confidence,
and kindness (Biele et al., , ; Hertz et al., ; Mahmoodi
et al., ; Meshi et al., ; Toelch et al., ).
Another experimental setting is the economic game known as the

investment (or trust) game (Berg et al., ) (see also Chapter ). In a
standard investment game, a player in the role of investor receives an initial
endowment and needs to decide whether to share some of it with a partner
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in the role of trustee. If any money is shared, the amount is multiplied
(usually tripled) and passed on to the trustee. The trustee needs now to
decide whether to share any portion of the multiplied amount back to the
investor or keep the entire amount. The investor’s decision is regarded as a
trust decision, while the trustee’s decision is regarded as reciprocity
(Chaudhuri & Gangadharan, ; Csukás et al., ). Such a version
of the investment game has mainly been used to study trust in
reciprocity and cooperation, but lends itself to also investigate more
strategic forms of behaviors (Camerer, ; Chaudhuri et al., ;
Krueger et al., , ).

In Section ., we review evidence about the type of social information
about others (i.e., their social characteristics and psychological traits) that
functions as central determinant and predictor of trustworthiness impres-
sions and trusting behaviors. In Section ., we turn to examine the
learning dynamics and computational mechanisms that unravel how peo-
ple integrate these different pieces of social information about others to
update their trustworthiness beliefs and revise their trusting behaviors. In
Section ., we review neuroimaging evidence on the neural underpin-
nings of these learning processes. Finally, in Section ., we draw conclu-
sions on the neurocomputational processes underlying learning to trust,
draft possible insights for clinical research, and propose future directions
for forthcoming investigations.

. Shades of Trust

.. The Traits One Can Trust

Across disciplines, trust is defined as the willingness to be vulnerable to
another on the basis of positive expectations of the other’s intentions and
behaviors (Rousseau et al., ). A similar multidisciplinary definition of
trust underlines that trust occurs when no control over the other’s behavior
is possible (Mayer et al., ). The absence of control refers to cases in
which an agent’s decision outcomes depend on someone else’s decisions
that the agent cannot (or does not want to) monitor or regulate.
Interactions where rules and monitoring activities are in place, such as
contracts that regulate the expected behavior of another person and define
deterrents for deviant behaviors, do not require trust. Importantly, when
an agent eschews the imposition of regulatory frames, the ultimate decision
to trust lies in the positive expectations of the other person’s intentions.
Information that drives an individual to focus on the possible bad
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intentions of another, for instance, by simply calling the other person an
“opponent,” evokes negative expectations that corrupt trust (Burnham
et al., ). Similarly, showing distrustful behavior toward another
person elicits the expectation that the target of such distrustful behavior
is herself untrustworthy and need to be avoided, or ostracized (Hillebrandt
et al., ). However, how do people form such expectations?
Expectations might arise from indirect or direct knowledge (Figure .).

Individuals might form trustworthiness judgments based on a person’s
reputation, which mainly originates in indirect information received from

Figure . Schematic formation of trustworthiness impressions guiding trust behavior.
Information leading to the formation of trustworthiness judgments is based on either direct
or indirect information about the partner’s character and behaviors. Indirect information
refers mostly to the other’s reputation. On the contrary, direct knowledge might vary in
nature depending on how well the other person is known. Literature on trust can be
roughly divided into studies on first impressions about others and repeated interactions
(establishing a history of experiences with the other person). This information helps build
beliefs about three main characteristics of the other person: her ability, benevolence, and
integrity. Judgments about others’ trustworthiness are formed on the basis of these beliefs

and ultimately guide trust decisions in social interactions.
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other people (see also Chapter ). On the contrary, direct knowledge refers
to information gathered from a more or less shallow, personal interaction
with the other person. The literature on trust has mainly studied two forms
of direct knowledge. First, individuals might rely on subjective (implicit)
impressions about the other person’s trustworthiness that are formed
rapidly and effortlessly (Siegel et al., ; Todorov et al., ).
Implicit trustworthiness impressions have reliably been shown to play a
pivotal role in the decision to trust unknown others or strangers in single
and anonymous interactions, where individuals do not know anything
about the partner except for her physical appearance (e.g., facial trustwor-
thiness) and/or some prior knowledge about her reputation (e.g., indirect
reputation of being trustworthy) (Bellucci et al., ).

Second, positive expectations can emerge dynamically from experience
with the partner during repeated social interactions that give individuals
the opportunity to update their beliefs about the partner’s character and
behaviors (Hula et al., ). For instance, an individual can learn the
benevolence of her partner over the course of multiple interactions
from the partner’s kind behavior (Ho & Weigelt, ), and be more
likely to reciprocate if she learns that the partner has previously trusted
(McCabe et al., ). Importantly, also in repeated interactions, implicit
trustworthiness impressions formed at the beginning of the interaction
with the partner are not completely discarded but slowly integrated into
the learning dynamics underlying trusting interactions, influencing the
final trustworthiness judgments resulting from the social interaction
(Chang et al., ).

Now, the question arises as to what kind of information individuals
seek, gather, and integrate in these different contexts to make inferences
about the other person’s trustworthiness. A classic model posits that at least
three characteristics (or traits) are central to the formation of trustworthi-
ness impressions and the final trust decision (Figure .). These charac-
teristics hence constitute factors of perceived trustworthiness or
antecedents of trust, and include the following: ability, benevolence, and
integrity (Mayer et al., ).

Ability refers to skills and competencies of the trustee that are taken into
consideration before a trust decision is made. The trustee might want to
use her skills to help the trustor reach his goals. In general, the trustor
might be more or less dependent on the trustee’s skills for his actions. This
interdependency creates the conditions for trust, as the trustor needs to
believe that the trustee’s skills can ultimately benefit him and that he
cannot easily and inexpensively do well without them. These skills and
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abilities might be domain- or situation-specific, as individuals would rely
on a doctor for a medical problem and ask a lawyer for a legal counseling
and not vice versa. However, this restriction does not need to be valid in
general, as competent individuals are perceived as domain-general author-
ities and might be asked for advice in other domains than the one they are
known to be expert in. One reason for this is that individuals turn to
experts not only because of their technical expertise in a specific field but
also for their general, analytic skills that made them the experts they are in
the first place. Hence, individuals might reach out to other-field experts to
sample a different type of information from them, for instance, a meth-
odological approach to make a specific decision, instead of requiring a
specific solution to the problem at hand. Finally, individuals might also
turn to experts just to receive a boost in their confidence.
Benevolence refers to the positive intentions and attitudes of the trustee.

A trustee is benevolent to the extent to which she is willing to engage in
actions that benefit the trustor despite their cognitive, physical, or mone-
tary costs and beyond a strictly egocentric motivation for self-profit. With
this respect, being altruistic and inclusive induces trustworthiness impres-
sions in others that make the altruistic individual more likely to be trusted
in social interactions, whereas excluding others for no ostensive reasons
evokes impressions of a malevolent character that promote distrustful
behaviors (Delgado et al., ; Frost et al., ). Benevolence is central
to one’s decision to trust (King-Casas et al., ). Signs that the other
might have bad intentions or might not be well minded decrease one’s
willingness to trust, even when other information is available that would
otherwise evoke trustworthiness impressions. For instance, individuals are
more likely to be influenced by the advice of nonexperts with good
intentions than by the advice of experts with likely bad intentions
(McGinnies & Ward, ), suggesting that benevolence outweighs
expertise when these types of information compete. Furthermore, uncon-
ditional kindness, but neither positive nor negative reciprocity, has
strongly been associated with trusting behaviors (Thielmann & Hilbig,
). However, further studies are needed to better understand how
individuals weight different trustworthiness sources for a decision to trust,
as an expert is likely to be trusted despite a reputation of being untrust-
worthy if one’s personal experience is inconsistent with the expert’s
reputation.
Finally, integrity refers to the extent to which the trustee adheres to a set

of principles that the trustor finds acceptable. This factor closely relates to
the moral dimension or the moral character of the trustee, and highlights
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the trustee’s behavioral consistency that reflects the trustee’s congruence to
a determined set of values. For example, individuals with strong moral
characteristics are perceived as more trustworthy, trusted more, preferred
as social partner, and are believed to be more likely to reciprocate trust
(Everett et al., ). However, simple behavioral consistency is not
sufficient, as a trustee might consistently act in a self-serving manner (see
also the relationship between trust and behavioral predictability). Recently,
it has been proposed that integrity is not only an important characteristic
of the trustee but also a relevant characteristic of the trustor, although
for different reasons. While in the trustee integrity signals trustworthiness,
in the trustor it impels to trust. Previous studies found, for example,
that the sense of compliance with a trust norm and the sense of respect
for the other person predict individual trust (Dunning et al., ),
suggesting a normative (moral) component inherent to trust decisions
(Dunning et al., ).

It has been shown that these factors of trust and trustworthiness are
partly captured by three personality traits. In particular, a model of
personality, namely the HEXACO Personality Inventory, has been oper-
ationalized in a self- and observer-report instrument consisting of six
dimensions – Honesty-Humility (H), Emotionality (E), Extraversion
(X), Agreeableness (A), Conscientiousness (C), and Openness to
Experience (O) (Ashton & Lee, ; Ashton et al., ; Lee &
Ashton, ). Studies using this inventory show that propensity to trust
relies on positive expectations of social partners held by individuals who do
not perceive others as exploitative (i.e., higher agreeableness), who
feel optimistic in general (i.e., higher extraversion), and who are not
themselves inclined to exploit others (i.e., higher honesty-humility)
(Ashton et al., ).

.. The Distrusting Side of Control

In Section .., we described factors that play a role in an individual’s
willingness to trust others. However, we have not yet touched on a related
topic. In fact, it is not enough to identify which information is important
for a trust decision. Most of the time, information is noisy or comes from
individuals who are themselves untrustworthy or might have reasons to
hide relevant information. To decrease decisional uncertainty originating
from noisy sources, individuals might engage in different control strategies
to check the other person’s trustworthiness and boost one’s confidence
before trusting. But how much information is necessary to trust someone?
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Is not seeking out more information to prove a source’s reliability as such
already a sign of distrust? The trade-off between exerting control (increas-
ing one’s confidence about the other person’s trustworthiness) and giving
up on control (blind trust) is extremely fragile.
Previous evidence has consistently shown that attempts to exert control

signal untrustworthiness impressions and decrease others’ trust. For exam-
ple, requiring a partner to give up on control decreases the partner’s
willingness to trust, likely because it signals to the partner that she is not
trusted (Das & Teng, , ; Malhotra, ). That control behavior
reflects untrustworthiness impressions was first investigated in a seminal
work by Strickland (), where participants as supervisors needed to
decide whether to monitor other participants playing the role of workers.
Supervisors were incentivized to keep the workers’ performance high over
the course of the task but, at first, could only monitor in predetermined
trials (monitored trials). However, after having received feedback about the
history of the workers’ performance in both monitored and nonmonitored
trials at the end of the first part of the experiment, supervisors were allowed
to freely choose whom to monitor in the second part. Results showed that
workers who performed poorly in nonmonitored trials were judged as less
trustworthy and monitored more often by supervisors.
Complementarily, individuals refrain from control behaviors to avoid

inducing untrustworthiness impressions that might have a negative impact
on a partner’s decisions. For instance, in a recent study, participants had
the opportunity to sample information about the history of their partners’
reciprocal behavior before a decision to trust (Ma et al., ). In one
condition, participants were told that the partner would be informed about
how much they sampled (overt sampling condition), while in the other
condition they were told that the partner would not know about their
information-sampling behavior (covert sampling condition). Behavioral
results showed that participants sampled less when sampling was overt
and reported that they believed overt sampling information would make
the partner’s reciprocation less likely, suggesting that participants refrained
from sampling to avoid inducing negative impressions.
Attempts to impose binding contracts have similar effects on trustwor-

thiness impressions and trusting behaviors. Malhotra and Murnighan
() propose that trust and binding contrasts represent two mutually
exclusive mechanisms of social behavior control and regulation. Trust is an
informal mechanism of risk management for uncertainty reduction in
social interactions, whereas binding contracts represent more a formal
mechanism thereof. Importantly, while binding contracts facilitate
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exchanges and allow for successful negotiations, their enforcement erodes
the development of interpersonal bonds and the establishment of inter-
personal trust, which emerges only in situations where the partner’s good
intentions can be put at test (e.g., when there are incentives not to
cooperate). Importantly, enforcing binding contracts are detrimental to
trust, while trust increases in situations regulated by nonbinding contracts.
This is because nonbinding contracts allow for attributions of positive,
dispositional attitudes, as the partner’s behavior is not dictated by exoge-
nous, contextual factors (like in binding contracts) but by her personal
choices and personality. As nonbinding contracts enable inferences on
personal attributions for cooperation, they provide a better basis for
building interpersonal trust and control uncertainty in several social inter-
actions (Malhotra, ; Pillutla et al., ).

This raises the question as to whether efforts to detect trustworthiness
can be seen as attempts to predict a partner’s behavior for uncertainty
reduction, given that trustworthiness hints at an individual’s behavioral
consistency (Lewis & Weigert, ). For instance, if I know that my
decisions’ outcomes hinge on your well-minded behavior, information
about your trustworthiness will decrease the outcome uncertainty associ-
ated with my decisions. All things being equal, if you are trustworthy, the
outcome I expect is the one that will realize. Similarly, if I have reasons to
believe that you are not to be trusted, I will probably gauge the chances to
be pretty low that a particular outcome contingent on our joint decisions
will realize. Hence, trust might be compared to a probability distribution
over outcome occurrences, giving the idea that trust is a form of risk
(Coleman, ; Deutsch, ; Luhmann, ). However, recent
empirical results refute this equation between trust and risk.

For example, previous studies have found no relationships between risk
preferences and trust (Ashraf et al., ; Berg et al., ) (see also
Chapter ). Moreover, risk-averse behaviors in trusting interactions are
very different from risk-averse behaviors in gambling contexts, as they yield
different individual aversion parameters that do not map onto each other
(Fairley et al., ). Several studies have provided evidence on the
differences between trust and risk decisions. For example, individuals have
been shown to be more reluctant to take a chance on another individual
than on a lottery that randomly determines decision outcomes (Bohnet &
Zeckhauser, ). Other studies have suggested a similar difference but in
the opposite direction. In particular, a reduced willingness to trust a
partner in Bohnet and Zeckhauser () might be due to the fact that
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the partners had incentives to be untrustworthy (Snijders & Keren, )
and participants might have underestimated the proportion of those who
would reciprocate (Dunning et al., ; Fetchenhauer & Dunning,
). In a recent study, individuals were found to be more likely to play
a gamble when its outcomes depended on a partner with no incentives to
be malevolent as opposed to chance (Bellucci et al., in press). These results
accord with previous evidence that individuals are more likely to trust a
partner who reciprocates frequently than playing with a slot machine that
rewards with the same probability (Chang et al., ). Interestingly, the
opposite effect was observed for untrustworthy partners. Specifically, par-
ticipants are less willing to trust a partner who reciprocates infrequently
than playing with a slot machine that rewards with the same probability
(Chang et al., ). Overall, these results suggest that a partner’s inten-
tions are central to trust decisions in social interactions, which do not
simply reduce to risk behaviors in nonsocial interactions.
A recent study extended these results. By eliminating incentives to be

untrustworthy, participants were observed to have similar trust levels
toward partners whose reputation was unknown and partners with a
reputation of being trustworthy (Bellucci & Park, ). On the contrary,
all untrustworthy partners were distrusted to a similar extent despite
different degrees of untrustworthiness. These results suggest that people
discriminate degrees of trustworthiness in a coarser way than risk proba-
bilities – being more extreme in their trustworthiness perceptions. In this
sense, trustworthiness impressions might be more discrete or even cate-
gorical, likely because another agent’s behavior is traced back to a stable
personality that is believed to bear a higher degree of consistency and
coherence than agency-independent events. These behavioral observations
have important implications for learning dynamics in social contexts.
These studies suggest that behavioral consistency, as a feature of an

individual’s trustworthiness, is pivotal for trust. Yet, trust cannot be
reduced to a form of control behavior nor trustworthiness to predictability.
This is because trust signals giving up on exerting control over other
individuals. Indeed, people with low need to control others are perceived
as more trustworthy, while attempts of control signal distrust (Frost et al.,
). And finally, predictable peers are not necessarily trusted and the
learning processes underlying the formation of trustworthiness beliefs
about social partners manifest themselves as fundamentally different from
learning patterns linked to the learning of outcome probabilities and event
contingencies in nonsocial contexts (such as the risk domain).
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. Learning to Trust

.. Computational Models of Learning

The studies discussed so far provide evidence on behavioral differences
across social and nonsocial contexts that hint at different underlying
learning dynamics. Now, we turn to studies that analyze and formalize
these learning dynamics (Cheong et al., ; Park et al., ). As
previously mentioned, trustworthiness beliefs rely on indirect knowledge
originating from another person’s reputation, and from direct knowledge
based on subjective first impressions or dynamic learning of the other’s
behavior through repeated experiences (Figure .). This dynamic learning
has been linked to reinforcement learning processes. Reinforcement learn-
ing describes how organisms learn by trial and error to predict and acquire
rewards (Gershman & Daw, ). Reinforcement learning relies on
prediction error (PE, or surprise), which signals the discrepancy between
actual and expected rewards (Rudebeck et al., ; Tsuchida et al., ).
The Rescorla–Wagner model formalizes learning as trial-by-trial updates of
expectations according to the current prediction error (Rescorla &
Wagner, ). Expectations (or predictions) of the obtainable reward

Figure . Brain regions involved in trust learning.
The STR underlies action–outcome associative learning allowing the identification of

discrepancies in another person’s behavior. Activity in the ventromedial prefrontal cortex/
orbitofrontal cortex (vmPFC/OFC) encodes character trait information about the other.
The temporoparietal junction (TPJ) represents current beliefs about the other’s likely
behavior. The inferior parietal lobule (IPL), dorsolateral prefrontal cortex (dlPFC), and

dorsal posterior cingulate cortex (dPCC) integrate current feedback about others’
trustworthiness with knowledge about their reputation to guide present and

future decisions.
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associated with a stimulus s are encapsulated by V t stð Þ, that is, the value
associated with a particular stimulus at trial t . Given that Rt describes the
received reward at trial t, updates of reward expectations are formalized as
follows:

PEt ¼ Rt � V t stð Þ, ð1Þ
where PEt is the prediction error at trial t. PEs are smaller when the
received reward is close to what is expected and larger when the received
reward is far from what is expected. The PE can be thought of as the
quantity that determines how much update is needed. The more we learn
about the associative strength between a particular stimulus and its reward,
the less learning occurs, as the expected reward approximates the actual
reward. This implies that our expectation (prediction) of a reward R given
a stimulus s will increase in accuracy over time with a concomitant
reduction of discrepancy (error). Importantly, this learning process is not
linear but hinges on individual learning parameters that determine the size
of the update step and so affect the magnitude of the changes involved.
Hence, the predicted value of a stimulus s on the next trial t is updated as
follows:

V t þ 1 stð Þ ¼ V t stð Þ þ α∗ PEt , ð2Þ
where α is the individual learning rate (usually between  and ) updating
the reward expectation. The value of a stimulus updated with large
learning rates reflects the more recent history of received rewards, as reward
expectations are updated by more heavily weighting the current reward.
On the contrary, the value of a stimulus updated with small learning rates
reflects the more remote history of rewards, as reward expectations are
updated by more strongly weighting the expectations.
On the neural level, PEs are carried by dopaminergic neurons

(Montague et al., ; Schultz et al., ). In particular, phasic dopa-
minergic responses in the midbrain, striatum (STR), and orbitofrontal
cortex (OFC) show properties similar to reward PEs as described by the
Rescorla–Wagner model (Hollerman & Schultz, ; Schultz, ;
Schultz et al., ). Combining reinforcement learning models with
neuroimaging, correlations between neural signals and model-based PEs
have been observed in humans as well, such as in the ventral striatum
(vSTR) (Dreher et al., ; O’Doherty et al., ), anterior insula
(Preuschoff et al., ), hippocampus (Vanni-Mercier et al., ),
OFC (Li et al., ; Metereau & Dreher, ), and midbrain
(Howard & Kahnt, ). While reinforcement learning models were
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initially employed to describe instrumental learning (i.e., Pavlovian con-
ditioning), they have recently been used to characterize other forms of
learning (Joiner et al., ), like learning another person’s character traits
(Biele et al., ; Chang et al., ; Delgado et al., ; Fouragnan
et al., ).

In social interactions, learning is complicated by the intentional stance
of the interacting partner. Hence, an agent does not only need to learn the
associations between events to identify actions for reward maximization
and loss avoidance, but it also needs to consider the intentions of the
interacting partner to correctly weight the outcomes of the social interac-
tion. Indeed, positive outcomes can hide bad intentions and negative
outcomes can be the by-product of a well-minded action. Hence, in social
contexts, events bear information about the partners’ action utilities, which
allow estimations of their interests, inferences on their intentions, and
predictions of their future behavior. A well-known formalization of action
utilities for social behaviors in simple two-person interactions is provided
by the Fehr–Schmidt model (Fehr & Schmidt, ).

Within the Fehr–Schmidt framework, kind and unkind intentions are
reflected by fair and unfair behaviors, which can be described as self- and
other-centered inequity aversion. Individuals are inequity averse if they
dislike outcomes that are perceived as inequitable (Fehr & Schmidt, ).
Inequity aversion is self-centered when individuals care about their own
material payoff relative to the payoff of others and increases with increasing
disadvantageous inequity (the less the individual has relative to others).
Inequity aversion is other-centered when individuals care about the payoff
of others relative to their own material payoff and increases with increasing
advantageous inequity (the more the individual has relative to others).
Given this definition of fairness, which is exclusively based on the impor-
tance (or weighting) people ascribe to outcomes of joint behaviors in social
interactions, fair and unfair behaviors can be formalized with a utility
function. Let x ¼ x1, . . . , xn denote the vector of outcomes (e.g., mone-
tary payoffs) for specific actions of a set of n players indexed by
i 2 1; . . . ; nf g. The utility function of player i 2 1; . . . ; nf g is given by:

Ui xð Þ ¼ xi � αi max xj � xi; 0
� �� βi max xi � xj; 0

� �
, i 6¼ j: ð3Þ

As can be seen in Equation (), the utility Ui of player i is a weighted
sum of the utility gain from player i’s outcome (i.e., xi) and the utility
losses from disadvantageous (i.e., αi max xj � xi; 0

� �
) and advantageous

(i.e., βi max xi � xj; 0
� �

) inequities. That is, when player i has much less
than player j (i.e., xj > xi), the utility of player i’s outcome is reduced by
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disadvantageous inequity aversion (or envy), as individuals dislike having
less than others. Similarly, when player i has much more than player j (i.e.,
xj < xi), the utility of player i’s outcome is reduced by advantageous
inequity aversion (or guilt), as individuals feel guilty for having more than
others. In Equation (), αi and βi are subject-specific parameters that
capture individual differences in how much people value the disutilities
from disadvantageous and advantageous inequities.
Despite this model neatly capturing mentalizing processes (e.g., how

people think about others’ fairness) in trusting interactions (Hula et al.,
, ; Khalvati et al., ; Xiang et al., ), it still has important
limitations. For instance, it does not take into consideration that the costs
of mentalizing are cognitively nonnegligible (e.g., limited working mem-
ory), especially when mentalizing involves prospection (Na et al., ).
To reduce such costs, individuals use trustworthiness as a safety signal that
allows them to engage in costly inferences on a partner’s behavior only
when the partner’s trustworthiness is low or unknown (Sperber et al.,
; Wu et al., ). Hence, computational models attempting to
formalize social learning and mentalizing dynamics need to reliably address
such a trade-off.

.. The Endurance of a Good Reputation

In social interactions, individuals are mainly tasked with the challenge of
learning another person’s character. The character of another points to
generally stable traits that allow reliable inferences on the other person’s
intentions and actions, and on the quality of the information she has and
communicates (e.g., her credibility). Reliable group members are believed
to be a source of accurate information (Gordon & Spears, ) and
information sharing is associated with trust (Burt & Knez, ). In
contrast, a bad reputation has a deleterious effect on beliefs about others’
trustworthiness and credibility (McGinnies & Ward, ; Reichelt,
Sievert, & Jacob, ; Weiner & Mowen, ). Similarly, lying, both
in the forms of concealment of information and sharing of inaccurate
information, calls for norm-enforcing behaviors such as punishment (Fehr
& Fischbacher, ; Sánchez-Pagés & Vorsatz, ).
Because reliable, trustworthy, and credible individuals are likely to

benefit the group as a whole by sharing accurate information, engaging
in prosocial behaviors, or holding their word in task assignments and
promises (Becker et al., ; Galton, ; Mellers et al., ;
Sjöberg, ), societies have a strong interest of promoting and
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reinforcing good, prosocial qualities. Reputation functions as a proxy for
credit assignment based on a person’s past behavior in a social group and
represents an important mechanism for cooperation in heterogeneous,
large-scale societies (Fehr & Fischbacher, ). Reputation works like a
social tag to easily distinguish good cooperators from bad ones, especially
when no prior information about the partners is provided. In this sense, it
can be used as a prior for first interactions with other people that is
subsequently updated based on new incoming information about the
partner’s behavior. Hence, with new information about a partner’s char-
acter traits, individuals should be able to successfully update their trust-
worthiness beliefs about the partner. However, we will see that reputation
strongly biases people’s initial impressions and learning, even impacting
neural responses to rewards.

In particular, individuals believe that positive traits are more frequent
than negative traits and that positive traits are more easily lost than
negative ones (Rothbart & Park, ). Consequently, the theory of trust
asymmetry posits that a good reputation is more easily lost than gained and
hence individuals are faster at adapting their behavior after feedback about
another person’s untrustworthiness than after feedback about another
person’s trustworthiness. This prediction is based on early evidence that
trust is decreased more by negative events than increased by positive ones
(Slovic, ). These results chime well with a general pattern of evalua-
tions of good and positive feedbacks in humans, which suggests that
negative information (e.g., negative events and monetary losses) loom
greater than positive ones (e.g., positive events and monetary gains)
(Kahneman & Tversky, ; Platt & Huettel, ; Tversky &
Kahneman, ).

The theory of trust asymmetry relies on evidence that impressions about
favorable traits (such as one’s ability and integrity) require more instances
to form than impressions about unfavorable traits and unfavorable traits
are harder to lose. For example, a previous study has found that individuals
more strongly distrust nonexpert advisers with a reputation of being expert
than trust expert advisers with a reputation of being nonexpert (Yaniv &
Kleinberger, ). Hence, individuals seem to more readily distrust those
with a good reputation when current disconfirming information is pro-
vided. On the contrary, a bad reputation hampers attempts to regain trust,
confirming that negative experiences with a social partner have greater
influence than positive ones (Yaniv, ). Despite this apparently con-
firming evidence, another important phenomenon that generally goes
overlooked is that impressions about others’ traits that are more easily
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formed are also harder to lose irrespective of the favorability of the trait
(Rothbart & Park, ). Consequently, if it is easier to form a positive
impression (maybe because of some prior beliefs or the particular situation
and context), that impression will be also more enduring and harder to lose.
In the previous study by Yaniv and Kleinberger (), participants had

to learn advisers’ expertise from feedback about complicated factual knowl-
edge and the advisers were deprived of intentionality, as participants
believed the advisers were always communicating their best guess.
A recent study tried to overcome this limitation by allowing advisers to
deliberately decide whether to be honest or dishonest in advice giving
(Bellucci & Park, ). Being honest was a reasonable behavioral strategy
for advisers to build a good reputation that could have paid off in a
subsequent interaction, where participants could repay the advisers for
their advice-giving behavior. This established a social context that facili-
tated the formation of positive trustworthiness impressions. However,
being dishonest was not disincentivized and represented a cognitively, less
costly strategy. Results show that initial levels of trust were very high for all
advisers, confirming that the experimental situation induced positive priors
about the interacting partners. However, after a couple of trials (during the
reputation-building phase) participants realized that some advisers were
not honest and quickly adjusted their behavioral strategy accordingly. At
the end of the reputation-building phase, participants could clearly distin-
guish advisers with a reputation of being dishonest from advisers with a
reputation of being honest.
Now, later on in the experiment, advisers with a bad reputation began

to show signs of honesty, while advisers with a good reputation turned
dishonest. Notably, participants successfully revised their first impressions
of the advisers with a bad reputation and trusted them increasingly more,
but did not change their behavior toward the advisers with a good
reputation, suggesting a learning impairment for the latter.
A reinforcement learning model indicated a reputation-dependent asym-
metry in the valuation of the advisers’ honesty and dishonesty. Contrary to
the theory of trust asymmetry, participants did not weight dishonesty more
than honesty, and the dishonesty of the advisers with a good reputation
was not weighted more than the dishonesty of the advisers with a bad
reputation. On the contrary, a good reputation strengthened the valuation
of honest behavior, whereas a bad reputation corroborated valuation of
dishonest behavior (Bellucci & Park, ).
Virtually the same results were found by Siegel et al. () in a moral

decision-making task, where participants observed the moral decisions of
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other co-players and rated their moral impressions of them. Participants
learnt the reputation of the co-players who initially were either bad or good
but then began to make decisions that were more or less moral than
previously. Results showed that participants updated their moral impres-
sions more for bad than for good co-players, suggesting that good impres-
sions of a moral co-player did not optimally change when that co-player
was less moral than previously, while bad impressions of an immoral co-
player did not impair the accurate tracking of the co-player’s morality
(Siegel et al., ). Comparable results were found in a study by Fareri
et al. (), where participants learnt the moral (first interaction) and
trustworthy character (second interaction) of their partners in two conse-
quential interactions. Despite similar trustworthy behaviors of the partners
in the second interaction, participants were more likely to trust those
partners who established a reputation of being moral in the first interac-
tion. A reinforcement learning model indicated a reputation-dependent
asymmetry in belief updating with trustworthiness beliefs being more
likely updated after positive feedbacks for the partner with a good reputa-
tion but after negative feedbacks for the partner with a bad reputation.
Finally, a recent study extended these results showing that such reputa-
tional bias can be observed only in social interactions with trustworthy
partners but not in nonsocial contexts when playing with rewarding slot
machines (Lamba et al., ).

These results suggest that the three antecedents of trust discussed in the
previous paragraph contribute to trustworthiness impressions differently
depending on the context. Moreover, traits closely related to the inten-
tionality dimension are learnt faster and impact learning and trusting
behavior more profoundly than traits associated with individual ability
and expertise. However, to our knowledge, no study has directly compared
how different antecedents of trust impact people’s trustworthiness impres-
sions in the same experiment. Future studies are thus necessary to under-
stand whether and how different sources of information about others’ traits
are sampled and integrated for a decision to trust. In particular, computa-
tional research on how intentions of others are inferred and integrated into
outcome valuations is still at an embryonic stage. Recent investigations
implementing the Fehr–Schmidt model have revealed different levels of
mentalizing sophistication. For example, a study by Xiang et al. ()
estimated individual depth-of-thoughts (cognitive levels of sophistication
of one’s model of a partner’s intentions) from trusting behavior in response
to a partner’s reciprocity. Results indicated at least three levels of depth-of-
thought and showed that participants with the least sophisticated model of
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the partner’s intentions were less successful at learning the partner’s
reciprocity for efficient cooperation. By highlighting the importance of
mentalizing processes for accurate learning and adequate behavior revision
in social interactions, these findings call for more investigations on the
intentionality aspect inherent to social learning dynamics and the interac-
tions with the types of situations where they occur.

. Brain Trust

.. Identifying Signs of Distrust

Different neuroimaging studies have addressed the question as to which
brain areas are involved in learning a partner’s trustworthiness during
social interactions (see also Chapter ). An early study by Delgado et al.
() investigated neural responses to feedback about behaviors of part-
ners of different moral character traits. Results demonstrated striatal
responses underlying both a decision to trust a partner and learning that
the partner reciprocated. Further, higher activations in the vSTR
(Figure .) were observed for trust in the partner with a bad reputation
and in the caudate for reciprocal behavior of the same partner. On the
contrary, no differences in neural responses in these regions were observed
for the partner with a good reputation. These differences in neural
responses in the STR might underlie the behavioral patterns discussed in
the previous paragraph. In particular, as individuals seem to optimally
revise their impressions of partners with a bad but not a good reputation,
recruitment of the STR might support such behavioral updating for more
efficient learning by integrating the relevant information. The caudate
nucleus might specifically underlie updating of behaviorally relevant infor-
mation about others, as this region is recruited particularly during inter-
actions with individuals with a bad reputation (Wardle et al., ), and is
consistently engaged in information processing about another person’s
behavior in trusting interactions (Bellucci et al., ).
Similarly, a study by King-Casas et al. () found the caudate to be

involved in learning from a partner’s reciprocal behavior. In particular,
activations in the caudate peaked during the feedback phase at the begin-
ning of the trusting interaction but shifted over time from the period of the
revelation of the other person’s behavior to the period prior to it. These
findings seem to suggest that striatal activity tracks the partner’s reciprocity
over time and its temporal shift might represent a signature of learning
dynamics, according to which the STR integrates information about the
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other’s reputation for belief updating in early states but signals predictions
or inferences on the other’s likely reciprocal behavior in later stages.
Another study has provided first evidence for the selective role of the
STR in learning others’ reciprocity. In particular, neural responses to
cooperative partners with a reputation for reciprocity were observed both
in the STR and OFC, another important region for learning (Gottfried &
Dolan, ; Phan et al., ; Rudebeck & Murray, ). However,
greater striatal activations for the cooperative than the uncooperative or
neutral partners were observed only in the STR. Moreover, these striatal
activations were specifically driven by stronger neural responses to feed-
backs on the reciprocity of the cooperative partner (Phan et al., ),
suggesting that striatal neural responses were selective to information
received about the behavior of partners with a reputation for reciprocity.

If striatal activity plays a role in belief updating about others’ trustwor-
thiness for behavioral adaptation, activity in the STR should specifically
track value updating over time. In particular, within the framework of
reinforcement learning models, striatal activity should reflect PE trustwor-
thiness signals in response to the partner’s trustworthy behavior. The
temporal shift of striatal activity in King-Casas et al. () points to a
role for the STR in PEs about others’ traits (e.g., social PEs). Another
neuroimaging study provided first model-based evidence to this hypothesis
(Fareri et al., ). Model-based PEs correlated with neural signal in the
STR during the revelation of the other person’s behavior, suggesting that
the STR was integrating information about the partner’s trustworthiness
based on feedback about the partner’s reciprocal behavior. Importantly,
however, no differences in neural signals were observed for partners with
different reputations. Hence, despite this evidence on the involvement of
striatal activity in trustworthiness belief updating for behavior adaptation
to others’ reputation, it is unclear whether the STR specifically reflects an
individual’s expectations of the partner (e.g., her reputation) or rather
more general computational processes, such as information integration
processes related to action–outcome associative learning.

.. Tracking Trustworthiness

The evidence discussed so far suggests a role of striatal regions in learning
dynamics during trusting interactions, which are also involved in learning
of other characteristics of social partners such as their prosocial tendencies
(Lockwood et al., ). Further, recent pharmacological evidence has
provided converging evidence for a role of the dopaminergic system in

     - 



Comp. by: KARTHIGA G Stage: Proof Chapter No.: 8 Title Name: Krueger
Date:19/7/21 Time:16:22:05 Page Number: 203

trusting behaviors (Bellucci et al., ). Given the high shared variance
between trustworthiness and attractiveness – a primary reward (Bellucci
et al., ; Stirrat & Perrett, ; Wilson & Eckel, ), it is not
surprising that trustworthiness recruits brain areas known to encode several
rewards (Aharon et al., ; O’Doherty et al., ; Pegors et al., ;
Winston et al., ). Further, given the role of the STR in learning, the
involvement of striatal structures during social learning seems to confirm
investigations in the nonsocial domain. However, at least two limitations
can be highlighted. First, most of this evidence comes from experimental
paradigms, such as economic games, where “trust decisions” are inextrica-
bly intertwined with monetary rewards. Thus, paradigms and computa-
tional models that investigate belief updating in these experiments need to
control for neural signatures associated with reward PEs, especially because
those striatal activations were consistently observed during feedback phases
where participants not only learn about the partner’s behavior but also get
to know how much they earned in the trial. Second, neural patterns in
these brain structures are mostly associated with associative learning but
not with other forms of learning such as language learning (Ekerdt et al.,
; Finkl et al., ; Price, ; Zatorre, ) and might hence only
represent forms of associative learning involved in social learning. Hence, it
is unclear whether they are specific to social learning or rather reflect other
processes woven into the social behaviors in those experimental paradigms,
such as associative learning to track changes in the environment that might
be caused by the other person’s behavior.
If striatal neural patterns reflect learning dynamics related to under-

standing whether the partner is trustworthy, those same neural patterns
should generalize to other experimental paradigms. Neuroimaging studies
investigating trustworthiness learning in advice-taking paradigms, how-
ever, seem to provide a negative answer. For example, a recent neuroim-
aging study was able to isolate social evaluation signals related to another
person’s trustworthiness (learnt through the other’s honesty and dishon-
esty) from nonsocial value signals related to rewards (i.e., winnings and
losses) received during the feedback phase (Bellucci, Molter, & Park,
). Disentangling these two signals further allowed the investigation
of neural signatures specifically related to trustworthiness representations
and their modulatory effects on reward processing. Results showed that the
STR and anterior cingulate cortex specifically encoded reward informa-
tion, while feedbacks about the other person’s trustworthiness were repre-
sented in the dlPFC, dorsal posterior cingulate cortex, and parietal cortex
(e.g., inferior parietal lobule, IPL) (Figure .). Importantly, neural signal
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from these regions was able to predict reputation-dependent trust in the
partner during a subsequent interaction, whereas neural signal from the
STR was not informative of an individual’s future trust (Bellucci, Molter,
& Park, ). These findings represent the first evidence that other brain
regions than striatal structures represent social information relevant to
reputation-dependent trustworthiness beliefs.

Another work using a reinforcement learning model further indicates
that social PEs about a partner’s trustworthiness correlates with activity in
the medial prefrontal cortex, TPJ, and posterior superior temporal cortex
(Behrens et al., ) – important mentalizing brain regions (Grèzes et al.,
; Koster-Hale et al., ; Saxe & Kanwisher, ). On the con-
trary, reward PEs correlated with neural activity in the STR and anterior
cingulate cortex, suggesting a dissociation between trustworthiness updat-
ing signals and reward PE signals. Similar results were found in a similar
paradigm by Diaconescu et al. (), despite the use of a different
reinforcement learning model. A recent neuroimaging study extends these
findings showing that social PEs correlate with neural activity in the medial
prefrontal cortex (i.e., OFC) and TPJ (Figure .). Importantly, OFC
activity preferentially encoded information about another person’s trust-
worthiness but not subjective trustworthiness impressions of the other
person (Bellucci & Park, in press). On the contrary, stronger functional
connectivity between the OFC and TPJ was associated with more favor-
able trustworthiness impressions, suggesting that the OFC entails positive
character trait information that supports belief updating about another
person’s behavior in the TPJ for trustworthiness impressions formation.

Further evidence on these dissociable signals comes from results
observed in a different paradigm investigating the neural correlates of
strategic behavior in an inspection game (Hampton et al., ). In this
study, pairs of participants played in a two-player strategic game in which
opponents have competing goals. One participant played as employer and
could either inspect (distrust) or not inspect (trust), while the other played
as employee and could either work (be trustworthy) or shirk (be untrust-
worthy). Computational modeling results showed that participants were
not only using representations of the opponents’ future choices to guide
their own choice, but were also incorporating knowledge of how one’s own
actions influenced the partner’s strategy, that is, how much the partner was
showing reciprocal cooperation, which is a central feature of trustworthi-
ness signals (Mahmoodi et al., ). Moreover, at the time of outcome
revelation, influence updates of the partner’s inferred trustworthiness and
reward PEs were correlated with different neural signatures. In particular,
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trustworthiness update signals were found in the posterior superior tem-
poral sulcus, while reward PEs were found in the vSTR. Importantly, also
in this study, parameter values for trustworthiness updating and reward
PEs were estimated from the same model, suggesting that they reliably
captured independent and dissociable signals.
Finally, evidence on the role of mentalizing brain regions in trusting

behaviors comes from brain network analyses of resting-state functional
brain connectivity. Those brain regions that have been found to be
consistently engaged by mentalizing tasks also cluster into an intercon-
nected network at rest, known as the default-mode network (DMN; Alves
et al., ; Ingvar, ; Raichle et al., ). Previous evidence has
shown that resting-state functional connectivity bears predictive informa-
tion about individuals’ behavior (Rosenberg et al., ), personality traits
(Adelstein et al., ; Kunisato et al., ), and social preferences
(Hahn, Notebaert, Anderl, Reicherts, et al., ) (see also Chapter ).
Two studies provided evidence that whole-brain resting-state connectivity
also predicts propensity to trust (Hahn, Notebaert, Anderl, Teckentrup,
et al., ; Lu et al., ) but left open the question whether there is any
specificity in the brain networks that preferentially represent information
underlying trusting behavior. A recent study filled this gap by testing five
classic resting-state networks, namely the default-mode, frontoparietal,
sensorimotor, cinguloopercular, and occipital networks (Bellucci, Hahn,
et al., ; Dosenbach et al., , ). These networks have been
associated with different functions, such as central-executive functions for
the frontoparietal network, saliency for the cinguloopercular network, and
mentalizing for the DMN. The study by Bellucci, Hahn, et al. ()
provides evidence that the DMN was the only brain network able to
predict individual decisions to trust an anonymous person. Given the need
to build mental models of the other person during trust decisions (espe-
cially in anonymous settings that abound in occasions for betrayal)
(Aimone & Houser, ; Van Overwalle & Baetens, ) and the role
of the DMN in simulating an alternative perspective (Buckner et al.,
), these results suggest that mentalizing brain regions are pivotal to
an individual’s propensity to trust, likely because they support simulations
of the other person’s mind for estimations of her likely future behavior
(Fletcher et al., ; Van Overwalle, ).
In conclusion, these studies indicate specific roles for several brain

regions (Figure .). In particular, the STR might be responsible for
action–outcome associative learning to identify discrepancies in the other
person’s behavior. Mentalizing brain regions support the decision-making
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process in social contexts via simulations of thoughts and behaviors of
others. The interplay between the TPJ and OFC underlies the formation
of beliefs about others from character trait impressions, with the OFC
encoding character trait information and the TPJ representing current
beliefs about the other person’s likely behavior. Finally, brain regions in
the parietal (e.g., IPL), posterior cingulate, and prefrontal cortices (e.g.,
dlPFC) integrate current feedback about others’ actions with other sources
of information, such as previous beliefs and reputational knowledge, to
guide decisions and prompt behavior change.

. Conclusions

The results discussed in this chapter provide a first overview of the
neurocomputational processes underlying trust learning as a form of social
learning. Leveraging mathematical formulations of behavior, the core
processes of social learning might be uniquely identified and described.
Combining these mathematical parameterizations with neuroimaging
techniques allows the investigation of the neural instantiations of those
cognitive processes underlying social learning. These attempts not only
contribute to a better understanding of social cognition in the healthy
population but also help tackle the dysfunctioning processes in clinical
disorders (Gromann et al., , ; King-Casas et al., ; Lis et al.,
; Maurer et al., ; Sripada et al., ; Xiang et al., ) (see also
Chapters  and ).

Despite the important advances achieved until now, a unifying neuro-
computational theory of social learning is still lacking. To date, many
studies investigating social learning have borrowed reinforcement learning
and Bayesian models developed in other fields to study other forms of
learning (e.g., associative learning). This concerns not only trust learning
but also, for example, social dominance learning (Ligneul et al., ).
Despite their ability to capture some cognitive processes in play in social
interactions, their suitability to satisfactorily describe the complexities of
social dynamics is yet to be proven. Processes such as strategic thinking,
planning, and social comparisons are not formally captured by reinforce-
ment learning and Bayesian models. On the contrary, other models like
the Fehr–Schmidt model provide a neat formulation of social comparison
computations but lack a framework for belief updating about the interact-
ing agent in repeated interactions that could account for strategy change
and behavior revision. A solution might be to use a Bayesian framework
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based on partially observable Markov decision processes, as recently
attempted (Hula et al., ; Khalvati et al., ; Park et al., ). In
conclusion, while much progress has been achieved in the last few years, a
lot of interesting and fascinating work still awaits future, investigative
efforts in the field of computational social neuroscience.
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