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Abstract

Erosion, oxidation and sputtering of materials are of high interest in industry and
research. In general it is known that the crystal lattice has an impact on many
material properties, but the investigations are often performed on single crystals
and only for a few crystal orientations. Knowledge about the impact of the crystal
lattice in ’every’ crystal orientation can be employed to an advantage and, further-
more, simulations could be used as a benchmark to predict the material behavior in
applications like fusion. Therefore, a systematic study is highly desirable for char-
acterizing properties such as sputtering for many different crystal orientations. This
can be done with single crystals or with polycrystalline samples.

Investigating single crystals is time and effort consuming, expensive, and the extra-
polation of the behavior to a textured sample can hardly be achieved. Conversely,
the main advantage for using flat polycrystalline samples is that many different
crystal orientations are present on one sample and all orientations undergo the same
conditions in the experiment, i.e., variations between different experimental runs
are excluded. For analyzing properties on polycrystalline samples, a measuring and
evaluation strategy is needed to study the influence of the crystal surface orientation
on the material properties of tungsten. Different analytical devices characterize
polycrystalline samples with millions of data points, which should be combined.
Therefore, a python tool was programmed to correlate these data sets and evaluate
them. Similar experimental strategies were applied to investigate several tungsten
properties. This enables to study surface effects, like oxidation, sputtering and
etching.

The used polycrystalline tungsten samples had grains of around 10 pm, where each
grain corresponds to one crystal orientation. With electron backscatter diffrac-
tion (EBSD), it was possible to determine the orientation of thousands of grains,
which were the key data to describe crystal-dependent properties. The second main
analytical device was the confocal laser scanning microscope (CLSM), which was
used to measure height differences with a resolution of around 50 nm. The merged
data sets of these two devices enabled studies on oxidation, sputtering and etching
on single crystal grain surfaces. For even more detailed investigations, a python
tool was continuously developed and extended to correlate additional data sets, like
secondary electron emission, contrast data of the CLSM or energy dispersive X-ray

spectroscopy (EDX]) data maps.

In general, the measurements for different properties show that the crystal depen-
dency is non-linear. This means without a physical understanding, it is not possible
to interpolate the crystal dependency with a few crystal-dependent measurements.
The crystals dependency is complex and measurements in all crystal orientations
are essential to generate a detailed data set to investigate correlations and develop
models.
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One correlation was observed for etching. In this work, the crystal-dependent etching
of tungsten was performed with Muramkami solution. The etching rates differed
by several orders of magnitudes and showed a strong correlation with the Schmid
factor. For a deeper understanding, future investigations are necessary to verify this
correlation.

Compared to etching, oxidation is a process with different phases and to separate
them is tricky. In the temperature range from 450 — 600 °C, tungsten grains with
(100) surface orientation had the highest oxidation rate. In comparison to the
tungsten grains with (111) orientation, which showed the lowest oxidation rate, the
oxidation rate of tungsten grains with (100) orientation was twice as high. On
one hand, it was shown that surface effects dominate the oxidation of each crystal
orientation at the starting point of the oxidation. On the other hand, the tungsten
oxide layer on different grains was different and could influence the diffusion of
oxygen to tungsten in the second phase of the oxidation. This would explain the
change of the oxidation rate for the (111) crystal orientation. For nm thick oxide
layers, the <111> orientation exhibited the highest oxidation rate compared to the
other crystal orientations, while it had the lowest oxidation rate for a pm thick oxide
layer.

Sputtering is a process which is far more understood than oxidation or etching,
but still detailed research is required. Crystal-dependent sputter yields were deter-
mined by measuring the erosion depth of each grain for a 2keV, 8keV and 30 keV
gallium (Gal) ion beam and a 2keV deuterium (D)) beam on tungsten targets. Angle
dependent sputter yield studies were performed with a 30 keV beam. In general,
the low index surfaces had the lowest sputter yields, and the high index surfaces
had the highest sputter yields. The differences of the sputter yields were around one
order of magnitudes for a 30 keV ion beam and a 2keV [Dl beam. Sophisticated
sputter simulations were in very good agreement with the experimental data. In ad-
dition, the secondary electron emission and the implantation were investigated
in relation to the crystal orientation. The secondary electron emissions behaved
similarly to the crystal orientation as the sputter yields did. The implantation
had a different behavior in view of the crystal orientation. The concentration
was high for the low index surfaces, around 20 at%, and for the low index surfaces,
the [Gal concentration was below the detection limit of the used [EDX}detector. With
the collected data the impact angle of the ions was measured, and the data sets were
optimized.

The developed measuring and evaluation strategy to investigate material properties
dependent on the crystal surface orientation can be applied now to many materials
and to other research or industrial fields, for example battery research. In general,
the crystal surface orientation has a big impact on properties and therefore, could
have a significant influence on applications.
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1 Introduction

For manufacturing components, the choice of materials is fundamental. Already
the time epochs, e.g. Stone Age, Bronze Age, are named after the materials, which
were used to manufacture tools. The continuous development of the materials and
therefore new tools are one key aspect of the development of the human society. An
example is the plough, which changed the whole human society from the hunter-
gatherer to the beginning of a settled lifel.

During the time a lot of materials were discovered, developed and had a significant
influence in different epochs. As an overview, the relative importance of the material
versus the time is visualized in figure from 10.000 BC until now .
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Figure 1.1: "The importance of the four classes of materials (ceramics, composites, polymers, and
metals) in engineering as a function of time. The timescale is nonlinear.” Bl

Nowadays, there are more than 50.000 materials available® to engineer, design or
manufacture components. Already the amount of different materials is a challenge
to choose the suitable materials for the desired applications. After the selection
of the suitable material, the engineer has boundary conditions to construct, e.g. a
turbine.

Density, stress, strain, and temperature resistance are just a few examples of these
boundaries. The optimization of the material properties is important to widen
the limits and thereby, enhancing the properties of the produced component. For
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Figure 1.2: "Evolution of gas turbine hot gas temperatures, materials, and cooling technology.” ©!

example, a gas turbine will have a higher efficiency if the operating temperature as
well as the mechanical properties of the materials are enhanced. Figure [1.2] shows
the operating temperature increase of a turbine over the years Bl

On the one hand, the temperature resistance of the materials increases by using
single crystal Ni-based alloys, on the other hand, an engineering design increases
the temperature resistance by using a thermal barrier coating. Such developments
result from detailed studies of material properties and are important for high-tech
research and technology development projects.

The development of a future fusion power plant is such a technology project, where
the components, respectively the materials, are at their limits or even beyond their
limits. Therefore, detailed investigations are necessary that the material can tolerate
the impact of a fusion plasma at the first wall.

The center of a fusion plasma is over 100 million degree hot and magnetically con-
fined inside a vacuum vessel. Nevertheless, inside a fusion reactor components must
tolerate power loads of around 10 MW /m? for years. Tungsten is one of the most
promising materials to face this challenge. It is the metal with the highest melting
point, has a low sputter rate, low hydrogen retention, and other promising proper-
ties, which are investigated and optimized . Tt is already known from literature
that the crystal lattice has an impact on properties such as sputtering, however,
often only the low index surfaces were investigated B#OILI23] - Therefore, detailed
analyses are required and it is just consistent to build up methods to investigate
tungsten properties in relation to its crystal surface orientation.

Detailed studies are nowadays far easier to perform due to the development of data
acquisition systems. One of the first data acquisition systems was the IBM 7700
in 1963. Mid-1980s, the company National Instruments Corporation established



a data acquisition solution with the software LabVIEW and an interface, first for
Macintosh computers, later for Windows computers. Meanwhile, computational
data acquisition has captured all scientific and engineering areas. Furthermore,
the computational speed increased exponentially over the years 15 as well as the
stored data amount, which contributes to the computational progress. In addition,
analytical systems were greatly improved.

The [EBSDI technique is an useful and fast analytical tool in detecting crystal orienta-
tions down to sub-pm length scale. For measuring the crystal orientation, electrons
are scattered at the crystal lattice and a phosphor screen visualizes the diffraction
pattern. The phosphor screen is digitized by taking an image. "Photo sensor chips”,
so called complementary metal oxide semiconductor ([CMOS])-chips, which nowadays
are used in every cellphone or camera, had a significant development over the last
decade. The [CMOSlchips are applied in the newest generation of [EBSDldetectors
to speed up the measurements by several orders of magnitudesf® allowing the
detection of millions of crystal orientations within a reasonable time.

Also, other analytical systems got fast. The CLSM measures millions of height data
and the [EDX] system can characterize the elemental composition of a sample area
of around 1 mm?. By correlating, e.g. the height measurement to the crystal orien-
tations, properties such as sputtering can be investigated very detailed. Therefore,
systematic studies are now possible for characterizing properties in every crystal
orientation. For these studies, polycrystalline samples are used, which have many
single crystal grains and easily thousands of different crystal orientations on one
sample.

The new technical opportunities were utilized in this work and properties were de-
scribed in ’every’ crystal orientation. There are still several open questions on tung-
sten oxidation or as E. Lassner stated: "The crystal chemistry of tungsten oxides
can be regarded as one of the most complex and richest fields in the structural chem-
istry of the elements.” M7 A fast evaluation tool can analyze the oxidation behavior
of tungsten for all crystal orientations, which can be interesting for applications like
solar cells, where oxidation should be avoided.

Sputtering is another property where the crystal orientation has an impact. Sput-
tering is already well described and its surface grain orientation dependence is of-
ten mentioned. Many experiments were performed on single crystals, but often
the high index surfaces are missing. Describing sputtering for thousands of crys-
tal orientations can benchmark simulations to experimental data. Also a detailed
crystal-dependent knowledge about sputtering can predict the sputter behavior of a
textured material, e.g., in a fusion reactor. In addition, predicting the roughness of
polycrystalline samples due to ion polishing will be possible. There are many fields
where a detailed knowledge can help to predict and describe the behavior of the
material or enhance applications to the crystal orientation.

In general, metals are often polycrystalline and the effect of the crystal orientation



is not negligible for applications. The turbine blades are such examples which use
already now single crystals, see figure In addition, there are different kinds of
known textures to optimize properties for applications, e.g. the Goss texture which
optimizes the magnetic properties of iron. Describing properties in every crystal
orientation will give input for such optimizations and is highly desirable.



2 Background

This chapter introduces a basic knowledge on tungsten (W), its crystal structure as
well as on projections for illustrating crystallographic data. Meanwhile, the crystal-
orientation dependent properties of W] including oxidation, sputtering and etching,
will be briefly described as well. An in-depth description of the concepts and meth-

ods described here can be found in Refs, FTASI91201211

2.1 Tungsten

[W]is a transition metal, has the highest melting point of all metals, which is 3694 K
and a density of 19.3g/cm31. The [W] amorphous phase as well as 3 and 7 crys-
talline phases are metastable. Only the crystalline a{W] phase is stable.

[Wlhas a body-centered cubic (bed) lattice, as shown in figure 2.1] (b). In comparison
to the simple cubic lattice, there is an additional atom in the center of the unit cell.
A unit cell is the smallest group of atoms in the material with a repeating pattern,
which means a group of eight é atoms for a simple cubic and two for a [bcd The
side lengths (a) are equal of these unit cells and the angles between the side lengths
are perpendicular. 8.

a a
(a) (b)

Figure 2.1: Unit cell of simple cubic (a) and bee (b) crystals.

Typically, the crystal orientation is described by Miller indices {hkl} for planes and
(uvw) for directions. The different brackets have a specific meaning. The brackets
{} and () includes all symmetric equivalent crystal orientations. This means, the
symmetric equivalent directions are [100], [010], [001], [T00], [0T0], [001] for the (100)
crystal direction and the symmetric equivalent planes are (100), (010), (001), (100),
(010), (001) for the {100} crystal orientation. The interplanar spacing (d) is the
distance between two crystal planes and for a[bcd d can be expressed as
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where a is the lattice constant. For[[W]the lattice constant (a) is 3.16 A at room tem-
perature 8 Based on the arrangement of unit cells, shown in figure , materials
can be single crystalline, polycrystalline and amorphous.

Crystalline Polycrystalline ~ Amorphous

Figure 2.2: Tllustration of the arrangement of atoms. Three different examples are shown: (a)
single-crystals, (b) polycrystals, (¢) amorphous solids 22

In this work, [W] with a polycrystalline structure was used for studying the crystal
orientation dependent properties, as it contains many “small scale” single crystals
with various orientations. A perfect arrangement of atoms can be disturbed by
so-called defects, such as point-, line-, planar- or volume-defects. To minimize the
amount of defects, the as-received polycrystalline [W] samples were recrystallized at
elevated temperatures.

2.2 Representation of crystallographic data

Crystal orientation data are often defined in three Euler angles, ¢1, ¢, w2, which
describe the rotation of crystal axis2%21 The rotations follow a specific sequence:

o First, ¢ represents a rotation around the Z axis and transforms X into X" and
Y into Y’

e Second, ¢ represents a rotation around the X’ axis and transforms Y’ into Y”
and Z into 7’

o Third, (, represents a rotation around the 7’ axis and transforms Y” into Y
and X’ into X"

The rotations are illustrated in figure 2.3 The three rotations can be separately
expressed in three matrices or all together as shown in the rotation matrix R.



Figure 2.3: Schematic illustration showing the geometrical definition of Euler angles.
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The elements of the rotation matrix R are:

r11 = cos(p1) cos(py) — sin(y) sin(ps) cos(¢)
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ro1 = — cos(p1) sin(ipg) — sin(y1) cos(ia) cos(¢)
oo = sin(y1) ) + cos(p1) cos(pa) cos(@) (2.3)
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The rotation matrix expresses the Miller indices as {hkl} for planes and (uvw) for
directions. The directions are described in the first column of the rotation matrix



and the planes are described in the third column in the rotation matrix, which
means:

13 T'23 733 (2.4>

M =u 91 =0 s = w

The Miller indices reduce the dimension and represent the data in one direction,
often the normal direction of the surface. For a full description of a crystal orienta-
tion, the crystal plane and the crystal direction must be presented in two different
directions in planes, e.g. in normal direction to the surface and in transversal direc-
tion.

The Miller indices can be evaluated to any direction and not only to the surface
normal. For a sputter experiment, the crystal lattices of the grains can be evaluated
in direction of the impacting ions. For this purpose, all crystal orientation data is
calculated to the new evaluation direction, e.g. the impacting ions. The following
rotation matrix multiplication was used and the Miller indices were calculated from
ngi

Ry = R Ry (2.5)

where R is defined in 2.2] and 2.3] The Euler angles of R; are defined from the
crystal orientation measurement and the Euler angles of Ry define the rotation. If
the Euler angles of Ry are ¢; = 0 and ¢y = 0, ¢ will describe a rotation around the
X axis (figure[2.3). If ¢ = 90 and 2 = 0, ¢ will describe a rotation around the Y
axis (figure . The rotation matrix multiplication is relevant specially for sputter
experiments.

In this work, the sputter yields were evaluated to the direction of the impacting
ions. Since for a cubic crystal system the planes (’{ }”) and the directions (”(
)”) perpendicular to the planes are equal, the bracket ”( )” is used to describe the
crystal-dependent properties.

The Miller indices are often visualized in a stereographic projection, which is a vi-
sualization of a sphere surface in a 2D plane. A Wulff23 net, shown in figure [2.4]
is such a projection which is angle-preserving. Another projection is the Lambert
azimuthal equal-area projection ¥ which is especially used for statistical purposes.
Crystallographic data often uses a Wulff net, as it enables to evaluate angle rela-
tionships between different crystal orientations, e.g. the misalignment angle.

In figure 2.4] the low index directions in a [bed crystal structure are marked by the
black dots in the pole figure. Since a stereographic projection plots only the half
sphere, orientations on the other half of the sphere (e.g. [00-1]) are not visible.

8
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Figure 2.4: Wulff net and the low index surfaces are marked. The triangle represents an inverse pole
figure ([PE), which is used in this work for describing the crystal orientation dependent properties.

In this work, all presented data is shown angle-preserving in an inverse pole figure
(IPE) form, which will be explained below. The Lambert azimuthal equal-area
projection is used for statistical issues, e.g. calculating the mean sputter yield or
mean oxidation rate.



2.3 Inverse pole figure

A pole figure is a stereographic projection and includes all 24 symmetric elements
for cubic crystal structures™8. For a cubic crystal lattice, an [PF is 1/24"" of a pole
figure, shown in figure 2.4] as a red triangle. The [[PF is a reduced representation
of all 24 symmetric elements of a pole figure into a triangle. The [PE] represents
all possible crystal orientations and is therefore suitable to present properties such
as sputter yields as a function of crystal orientation. Often, the color code of an
orientation map is presented in such an inverse pole figure for visualizing crystal
orientations of a polycrystalline sample. An example of a color coded [PE] triangle
and a measured [Wl sample for a cubic lattice can be seen in figure [2.5]

Figure 2.5: Crystal orientation map with cubes as illustration for the crystal orientation. The
color coded [[PH on the left side shows the crystal orientation for the orientation map derived by
EBSD. The [PH is only valid for a cubic lattice.

10



2.4 Sputtering

The sputter process was discovered over 150 years agoP%26271 At that time the
process was called "cathode sputtering”, because the cathodes erode during an elec-
tric gas discharge. The sputter process describes the removal of surface atoms of
the target by energetic particles¥. Accompanied with sputtering, other surface
processes appear P¥0BI gych as jon implantation and secondary electron emission,
which are illustrated in figure 2.6

Physical sputtering is very different from chemical sputtering. Chemical sputtering is
a procces where high energetic ions react with the target material, e.g. hydrogen and
carbon react to a hydrocarbon compound. This increases significantly the sputter
yield. In this work, the focus is on physical sputtering.

primary ion \3-@
secondary electrons

e« .8, / sputtered particle

vacuum (ion or neutral)

e'
7 7 Z Z 7.

5"”( R

¥ v

implanted ion

solid

Figure 2.6: Schematic diagram of ion-solid surface interactions happening during a physical sput-
tering process B2, R, represents the implantation depth.

During physical sputtering, the primary ion is elastically scattered and can backscat-
ter to the surface. If the backscattered ion hits a target atom, the target atom will
be sputtered only when the energy transfer by the backscattered ion to the target
atom is larger than the surface binding energy of the target atom. This energy
transfer is called nuclear stopping. Beside nuclear stopping, also electron stopping
appears, specially for higher energies it becomes dominant due to the kinetic energy.
Figure shows the nuclear and electron stopping as a function of the primary ion
velocity. Nuclear stopping depends also on the atomic mass and for the condition

11
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Figure 2.7: "Qualitative picture of stopping power as a function of projectile velocity. At high
velocities, when the projectile travels at speeds comparable to those of the electrons, the electronic
stopping power dominates. At low velocity nuclear stopping becomes relatively more important
depending on the type of projectile.” 53!

Ey/A < 1keV/u, where Ej is the energy of the incident ions and A is the atomic
weight, nuclear stopping is dominant.

In this work, sputter experiments were performed with a 2keV, 8keV, 30 keV gallium
ion beam and a 2keV [Dlion beam. For both ion beams, the energy of ions is low
enough and they fulfill the requirement of Ey/A < 1keV /u. It means that the energy
loss of the projectile in the target is dominated by nuclear stopping B4,

Nuclear stopping describes the energy transfer of the primary ion to the target ion,
which occurs with and without electron shielding. When the electrons do not shield
the charge of the nucleons, the distance r between the charged ions is far smaller
than the Bohr radius ag. Under this circumstance, i.e. r << ag, the Coulomb
potential is dominant:

Zi . Zt€2
Ameg -1’

V(r) (2.6)
where Z; and Z; are the atomic numbers of the target atom and the charged ion
respectively, e is the elementary charge and ¢, is the dielectric permittivity of the
vacuum. For larger distance (r > ag) the electrons shield the charge of the nucleons.
Therefore, a screening function based on the Thomas-Fermi model is multiplied to
the Coulomb potential ¥, Lindhard made a good approximation for the screening
function 6

r

o(ryap) =1 — ——— (2.7)

12



where ay, is the Lindhard screening length which is defined as:

0.885 - ag
= o d (2.8)

ar = [ 2 2
ZZE_l_ZE

For simulation programs the screening function is more complex as the screening
function from Lindhard and an universal screening function is often multiplied to
the Coulomb potential which isB7:

o(r,ar) = 0.1818¢>%ar + 0.5099¢ "****ar 4 0.2802¢ e + 0.02817¢ **0"%ar
(2.9)

The energy transfer of a 30 keV ion beam to the electronic system is below 10 %.
Specially for channeling conditions or for higher energies, the electronic energy loss
becomes dominant #4383 One popular theory published by P. Sigmund B¥ is based on
the Boltzmann transport equation. It is assumed that energetic ions or recoil atoms
result in cascades of atomic collisions. The majority of sputtered atoms originated
from a thin surface layer of around 5 A. The ratio of released /sputtered target atoms
to high energetic impacting ions is called sputter yield.

For the sputter experiments in this work, the sputter yields (SY) were calculated as
a function of the focused ion beam (FIB|) current I, the sputter time ¢, the erosion
height h and the sputtered area A:

Py A, (2.10)

where p is the atomic density of Wl For crystalline targets, the sputter yield can
change over one order of magnitudes due to the crystal orientations B0 - The
main reason for such a big difference is channeling: If the incident ion channels into
the crystal lattice, it will not deposit energy at the surface, because it does not
collide with a target atom near the surface.

Channeling is a phenomenon known over decadesB8#04I42 Ty contrast to an amor-
phous target, a crystalline target, especially a single crystal, has a structure with
well ordered atoms. In some crystal directions, often the low index surfaces, the
lattice atoms are in a row as shown in figure (a). After a rotation of the crystal
lattice, as shown in figure (d), the channels are not "visible” and a high energetic
ion will collide with atoms near the surface. There are two types of channeling, axial
and planar channeling B#364344 - The planar and axial channels are often at the low
index directions.
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Figure 2.8: Crystal lattice of a diamond 5 (a-d) show four different rotation states of the crystal
lattice. A channeling direction is clearly shown in (a), while the channels are invisible in (d).

A high energetic ion can enter such a channel and does not deposit the energy
through atom collisions close to the surface. Because of the positive charges, the
ions repel each other. As shown in figure 2.9] the ions oscillate in such a channel. A
high energetic ion can dechannel if the impact angle ® is too big. Lattice defects or
implanted ions can induce dechanneling as well.

Koooooooo\o‘

Figure 2.9: Schematic diagram showing the channeling process of a charged particle in a crystalline
solid. The black and red dots represent lattice atoms and an energetic ion, respectively. The red
line shows the traveling path of the energetic ion.

Lindhard made a classical approximation for the critical angle of axial channeling 26

3a2 Z,7;e?
dp,, = ’4/4;TtEd3 (rad) (2.11)

where ay, is the Lindhard screening length (equation , Z; and Z; are the proton
numbers of the target atom and the charged ion, e is the elementary charge and ¢
is the dielectric permittivity of the vacuum, d is the lattice constant in A and E is
the energy of the ion.

The critical angle for planar channeling is !9

a2Z 2262
o, = VNd m (rad) (2.12)

where N is the number density of the target, and d is the interplanar spacing
(equation . Lindhard B9 described two parts of an ion beam, which are in the
direction of crystal lattice channels. One part is called the aligned part of the beam
and the other is called the random part of the beam. Onderdelinden®8 called the
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random part of the beam nonaligned beam and assumed that only the nonaligned
part of the ion beam contributes to the sputter yield. The aligned beam channels
into the crystal lattice and does not contribute to the sputter yield, as the incident
ions loose their energy in a depth far below the surface. This assumption is still
valid nowadays and many researchers simulate sputter yields in accordance with
experimental results under these assumptions #7849

Beside channeling, linear collision sequence occurs in crystalline targets. A linear
collision sequence is a phenomenon where each atom collides with its neighbor along
a closely-packed row of atoms®¥. There are replacement collision sequences and
focusing collision sequences. The last one is also called focuson. A fucoson gives
the energy through collision to the neighbor atom but remains at its position in
the lattice. By a replacement sequence, the atom collides with its neighbor and
replaces it. The contribution of the linear collision sequence to the sputter yield
is highly discussed ™52 As Robinson saidB3: "The quantitative interpretation
of experiments in this area contains many uncertainties, but there is convincing
evidence 555 that linear collision sequences do occur and that they are an important
factor in the development of displacement cascades. There is equally convincing
evidence from recent low energy transmission sputtering experiments in gold 2657
that such sequences are not extremely long ones as has sometimes been suggested.
Further experimental and theoretical investigations of these points are needed to
resolve the many uncertainties remaining.”

In this work, the sputter yields of thousands crystal orientations were evaluated to
give a solid experimental data set for this kind of questions.
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2.5 Oxidation

In nature, pure metallic W] does not exist, but it is available in the form of W] oxide
like ferberite (Fe?*WO,). To produce W] powder, [W] oxide was reduced at around
1000 K in a hydrogen atmosphere 17,

Oxidation is a chemical reaction process. Atoms, ions or molecules, e.g. [W] re-
lease electrons to elements like oxygen. [W]is oxidized and the oxidation number is
increased. Oxygen collects the electrons and is therefore reduced. Both reactions
together are called redox reaction®?. In this work, W] was oxidized mainly to WOj

with the following reaction:
W+ 30 — WO;4 (2.13)

Besides, there are several different sub-types of [W] oxide and the major ones are
W20058 (WOQ.Q), W18049 (WOQ,72) and W02 The sub-types of m oxides have
different colors at room temperature, which is shown in figure [2.10}

WO, Wi18049

- Wzoosa

Figure 2.10: Colors of four different W] oxides appearing in a dry atmosphere and at room tem-
peraturem.
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Figure 2.11: Parabolic oxidation rates (K,) of [¥]B%.

The oxidation rate depends strongly on the temperature. From room temperature
to 200 °C the oxidation rate increases slowly. Above 200°C the oxidation process
increases rapidly and a humid atmosphere accelerates additionally the oxidation
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rate. Figure shows the increase of the parabolic oxidation rate as an Arrhenius
plot. Above 750 °C [W] oxides start to sublimate.

The sublimation rate increases faster than the oxidation rate and at 1300°C the
sublimation rate corresponds to the oxidation rate™. Above 1300 °C, oxidation of
a [W] sample remains in a nearly oxide free surface because the W] oxides sublimate
directly.

The temporal oxidation kinetics of W] can be separated into the following sub-steps:

» Adsorption of oxygen on the surface (start of the oxidation —> fast oxidation)

» Diffusive transport of oxygen through the oxide layer to the metal interface
(parabolic mass gain due to oxygen)

» Cracks in the oxide layer (linear mass gain due to oxygen)

For the experiments in this thesis, sublimation was avoided. Therefore, the oxida-
tion experiments were performed in a temperature range of 400 °C to 600°C. For
resolving the starting phase and the parabolic phase of the oxidation, thin (nm
range) and thick (um range) oxide layers were investigated. The main goal of this
work was to investigate the oxidation of "every” W] crystal-orientation. Therefore,
influences of cracks or oxygen partial pressure, which make the interpretation of the
data difficult, were tried to be avoided. This means for this work, the thickness
of the oxide layer was kept below 10pm avoiding cracks, and the oxygen partial
pressure was high enough that oxygen is not the limiting factor.
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2.6 Tungsten etching with Murakami solution

Etching is a chemical process. In industry, etching chemicals are used to remove
material or create an object with a desired shape. In principle, there are two different
etching methods to create objects, deep etching and high etching. By deep etching
the target object is not masked, while the target object is masked by high etching.

In this work a wet etching technique was used on a microscopic level. For this
purpose a sample was dipped into Murakami solution. This etching agent has
two components, potassium ferricyanide K3[Fe(CN)g] acting as oxidizing agent and
sodium hydroxide (NaOH) acting as base agent. Different reaction cascades are pos-
sible, resulting in different kinds of tungstate, such as potassium tungstate (Ko WOy),
iron tungstate (FeWOQy), sodium tungstate (NasWQO,), sodium paratungstate (Nayq
Wi1204;) and ammonium paratungstate ((NHy);0W12041). These tungstates are
dissolvable in the etching solutions, thus W] atoms are removed from the sample
surface. Removing crystalline [W] grains through etching is an anisotropic process.
Here, the expression "anisotropic process” is used as a synonym of crystal-dependent
etching 8061l The difference in etching rates of various crystal orientations can reach
up to several orders of magnitudes.
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3 Sample preparation and instruments

This section gives a detailed introduction to the experimental procedures and the
used instruments. The samples for experiments were all supplied by Plansee SE
(Austria). The standard sample was 12x15mm? hot rolled [W] with a purity of
99.97 wt% (hereinafter named as as-received [W]). The samples were recrystallized,
polished and pre-characterized before the oxidation, etching or sputter experiments
were performed.

3.1 Recrystallization and grain growth

The recrystallization process provides a "defect-free” crystal lattice. Together with
the formation of almost defect free crystal lattice, grains could grow over several
pm length depending on the annealing temperatures and time. For this study, a
suitable (W] grain size has a length of around 10 pm.

Recrystallization and grain growth of the as-received [Wlwere completed by annealing
in a vacuum furnace named "HADES” at Max Planck Institut for Plasma Physics
(IPP). HADES has two chambers with a lock in between. The main chamber of
HADES was usually kept at a temperature of around 400 K and a pressure below
10 x 107 mbar. This operation reduced absorption of residual gases and ensured
clean surfaces inside the furnace. During each annealing process, [W]samples (about
20 pieces) were firstly placed on a round [W] plate and then put on a sample holder
made of Wl The sample holder is located in the pre-chamber.

100

(a) (b)

Figure 3.1: Crystal orientation maps of (a) as-received and (b) a recrystallized [W] sample. Please
note the different scale bar.

The initial temperature measured at the sample holder was 295 K. The lock between
pre-chamber and main chamber automatically opens when the air pressure in the
pre-chamber decreases to a similar level to that in the main chamber. A heating
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ramp was set to a target temperature of 2000 K. After holding the target at this
temperature for 35min, a cooling ramp was performed. During the whole ramp-
hold-ramp procedure, the pressure in the main chambers was below 2 x 10" mbar.
At the end, the samples were transferred to the pre-chamber and kept there over
night under a pressure below 10 x 107! mbar.

The texture of the samples can change after the recrystallization!®, which was
also observed in this work . The crystal orientation maps of the as-received and
recrystallized W] samples derived by EBSD are shown in figure[3.1} The blue regions
represent [W] grains with (111) crystal orientation in respect to the surface, which
were obviously reduced by recrystallization.

3.2 Grinding and polishing procedure

The samples were first ground using the machine "Phoenix 4000”, which is shown
in figure (a), to achieve a flat surface over the whole sample surface.

Figure 3.2: (a) Grinding machine Phoenix 4000; (b) Electron polishing machine Struers LectroPol-
5.

During the grinding procedure, the W] samples were fixed with a double-sided ad-
hesive tape on six metal cylinders. All six metal cylinders together with the [W]
samples were mounted into the grinding machine. The samples were cooled with
water during the grinding process. As shown in table [I, several variables were ad-
justed to achieve a good grinding quality. Note that the grinding time was not the
same for every sample, depending whether the surface was scratch-free.

After the grinding procedure, the samples were electro-polished using the machine
"Struers LectroPol-5”, which is shown in figure (b), to produce surfaces with less
defects through the mechanical polishing process. The electropolishing procedure
was conducted in a 1.5% NaOH electrolyte at a voltage of 19 Volt for 60 seconds
per sample.
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Table 1: Parameters of the mechanical grinding procedure for preparing mirror-like [W] surfaces.

Time /s | Force/ N | Rotation / RPM | Granular / P
30 - 60 45 150 400
30 - 60 45 150 800
30 - 60 45 150 1200
60 - 120 45 150 2500
60 - 120 45 150 4000

3.3 Confocal laser scanning microscope

The confocal laser scanning microscope (CLSM) is an optical imaging technique
which enables to reconstruct a three-dimensional surface topology of a sample. The
microscope resolves height differences in the nm range and is able to scan an area
of several mm? in a few minutes. Therefore, reflected light from the sample surface
is detected by the detector located behind a pinhole. The pinhole was for the
elimination of the out-of-focus signal. The location of maximum reflection along the
beam axis is defined as the point of the surface.
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(a) (b)

Figure 3.3: Pre-characterization of the polished [W] sample by CLSM: (a) intensity image, (b)
height profile image. Four L markers and the sample name were engraved by [FIB for locating the
area-of-interest in different analysis systems. The maximal height difference shown in (b) is about
200 nm, which is acceptable for the experiments.

The intensity image provides a high contrast image scanned with a laser as a light
source. The height resolution of the Olympus LEXT OLS4000 system can reach up
to 10nm. However, the stitching function of images was used in our experiments,
which increased the lateral length to around 1 mm and finally led to a reduction of
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the height resolution of 50 nm.

An example for the 3D surface profile of the samples after electropolishing as ob-
tained with the CLSM is shown in figure [3.3] To locate the same area-of-interest in
different microscope systems, four L markers and the sample name were engraved by
using the [FTB] (see next subsection). Small scratches are still visible at the sample
surface in figure but they will not have a big influence on the results, since the
area of a scratch is far smaller compared to the [W] grains (around 10 pumx 10 pm).
The height differences induced by the experiments, such as oxidation and sputtering,
were designed to be around 1 pm. Therefore, the height difference of below 200 nm
(see figure , which originally existed on the polished samples, is acceptable for
our experiments.

3.4 SEM, FIB and the analytics

The used HELIOS NanoLab 600 dual-beam is a scanning electron microscope (SEM))
manufactured by the company FEI. It has an electron gun and a ion gun. The
electron beam was used to characterize the sample microstructures by forming secon-
dary electron images, making compositional analysis by measuring the characteristic
x-ray of the element (EDX), or making crystal orientation analysis by evaluating
patterns. The ion beam was used to prepare sample markers or to per-
form sputter experiments. Beside these functions, the provides an extensive
depth of sharpness, which is an important advantage in comparison to an optical
microscope. Detailed descriptions about and focused ion beam (EIB]) can be
found in [63%64165]

3.4.1 Scanning electron microscope

The HELIOS NanoLab 600 has a Schottky field emission electron gun. After emis-
sion of electrons, the electrons are accelerated and manipulated by electromagnetic
fields. This happens in the electron column where the electromagnetic lenses are lo-
cated. Before the electron beam hits the sample, the electrons are focused to a spot.
The spot size defines in principle the resolution of a[SEM| The highest achieved res-
olution of a SEM is below 1nm. At and below the sample surface, incident electrons
interact with the sample atoms. Some primary electrons scatter, others generate
secondary electrons or x-rays at the sample surface. Since the primary electron spot
is in the nm range, the beam scans step by step and row by row. The standard
secondary electron detector, an Everhard-Thornley-Detector, detects the secondary
electrons within a few ps for one spot. For example, if the dwell time of the electron
beam is 10 ps on each spot, an image with 1000x 1000 pixels will take 10s. This
scanning principle applies not only to imaging but also to [EDX| measurements or to
measurements.
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3.4.2 Focused Ion Beam

The focused ion beam (FIBl) was used in this study for the following four different
tasks:

Marking the sample with name and markers

Inducing secondary electrons for image taking

Preparing cross-sections to investigate the thickness of an oxide layer

Sputtering larger areas, e.g. 700 pm x 700 pm

A works in a similar way to an electron beam. The main difference is that
the ions are typically generated from a liquid metal source. The HELIOS NanoLab
600 system generates Ga™ ions in the source. The ions are accelerated and focused
by electromagnetic fields. As illustrated in figure the column is mounted
under a 52° to the electron column in the HELIOS NanoLab 600 system. Therefore,
the sample stage is often tilted to a 52° angle so that the ions hit the sample
surface perpendicularly. Back-scattered ions or secondary electrons generated from
the sample can be detected for imaging. Since the HELIOS NanoLab 600 at [PPI
does not have an ion detector, the imaging was done by detecting the secondary
electrons with the Everhard-Thornley-Detector. The focus of a is not as good
as an electron beam, but structures smaller than 10 nm can still be resolved in this

way.
v electron gun

sample

ion gun

52°
/

Figure 3.4: Schematic sketch showing a combined [SEMI - [FIBl working system.

Another typical application of is the preparation of cross-sections, enabling to
investigate the thickness of an oxide layer, or the microstructure below the surface.
Prior to the preparation of cross-sections, a protective layer was deposited. There-
fore, the gas trimethyl-(methylcyclopentadienyl)-platinum was injected and cracked
with the electron or the ion beam. The thin protective layer contained carbon, plat-
inum and hydrogen. Often it also contains as long as the cracking of the gas was
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done with the ion beam. The protective layer ensured that the rounding of the cross-
section edge did not extent to the interesting part of the cross-section, thus ensuring
a precise measurement of the layer thickness. Since the FIB and the electron beam
can simultaneously focus the same area at the eucentric point, it is possible to take
an electron image under —38° to the cross-section surface normal. Taking images
and cutting a cross-section, without moving the sample, is an important advantage
of a dual beam device.

A part of the sputter experiments in this work was performed by using the [FIBL
The technique of sputtering an area as small as 20 pmx 20 pm and with various
geometries is usually used to make markers on the sample. The sputtering of large
areas is beneficial to investigate crystal-orientation dependent sputtering behavior
of (W] see section [6.1]

3.4.3 Precharacterization with EBSD

Nowadays, electron backscatter diffraction (EBSD)) is a standard technique for de-
tecting crystal orientations on microscope level length scale. The detector
has been greatly improved over the recent years. Nowadays, the detection speed
is around 1000 times faster than in the last decadel. Therefore, in this work,
the Oxford/HKI Nordley II detector was updated to a CMOS-based EBSD detector
(Oxford Instruments Symmetry). This update allows identifying millions of crystal
orientations in hours.

phosphor /

Kikuchi pattern

electron gun

Figure 3.5: Schematic sketch showing an [EBSD| measurement system.

The principle of crystal orientation identification by is visualized in figure[3.5]
To detect the crystal orientation, the sample was tilted in our system to a maximal
tilt angle of 57°. For a better measurement performance and quality, a pre-tilt
sample holder should be used to reach a total tilt angle of 70°. Under such an
angle, a larger fraction of electrons forward-scatters in the lattice planes as under
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a tilt angle of 57°. The electrons, which fulfill the Braggs’s law, contribute to a
constructive interference. The Braggs’s law is defined as

An=2-d-sin(Pp) (3.1)

where A is the wavelength of the electrons, n is the order of reflection, d is the
distance between two planes and ® g is the Bragg angle. One crystal plane gives two
diffraction cones, resulting in two lines on a phosphor screen. The lines are known
as Kikuchi lines. Several crystal planes result in several line pairs in space and the
arrangement is characteristic for a specific crystal orientation. This arrangement is
visualized in figure and known as a Kikuchi pattern.

The Kikuchi patterns were resolved by the Oxford software AZtec. After scanning
the sample surface using the electron beam of a SEM] an orientation map
was generated and exported as a ".ctf”-File. The file contained the Euler angles, the
coordinates of the position and the phase. These were the needed information for
the evaluations.

3.4.4 Energy dispersive X-ray spectroscopy

is used to make compositional analysis of the sample surface or the pre-
pared cross-section. As shown in figure the primary electron beam hits and
kicks out an electron from an inner shell, e.g K shell, leaving behind an exited atom
with a vacancy. This "hole” will be filled by an electon from an outer shell and the
released energy is emitted by a X-ray photon, which is characteristic for the involved
shells and elements. In another possible elementary process the relaxed energy is
transferred to an outer shell electron, so called Auger electron, which leaves the
atom.

electron beam (SEM)

characteristi:. x-ray

Figure 3.6: Schematic sketch showing the generating mechanism of a characteristic X-ray in a SEM
for elemental analysis.
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4 Python tool: Merging and evaluation of the
data

As already mentioned, the measurement technology was improved over the
last decade. The measuring speed increased of a factor of 100009, Thus, a huge
amount of data can be acquired much faster. To correlate the data generated
from different measurement systems (e.g. EBSD data and CLSM data), a python
tool was written to improve the work efficiency.

The huge amount of EBSD data gave an opportunity to enhance the results of
crystal-dependent data evaluation, e.g. by filtering. With continuous development
of data acquisition and evaluation, it turned out that different investigated proper-
ties could be optimized in different ways. In this section the basic python tool is
introduced, which includes merging of the data, automated data selection and fil-

tering, and data visualization. The description of the python tool can also be found
in 166
in %,

4.1 Difference microscopy

Difference microscopy is an optional step and must be applied before the merging
procedure. It is essential for resolving small height differences or for surfaces which
are rough before starting the experiment. The height data of the CLSM of the
polished surface as well as the height data after the experiment are needed. Both
CLSM data sets are visualized as images and at least 4 reference points have to be
selected, which define an area in the image. The data of the selected areas will be
subtracted. Afterwards a plane of the subtracted data is fitted to level the data sets.
The leveling was applied, because very often a small misalignment angle was found
in the data due to mounting of the sample into the microscope. After performing
the evaluation of difference microscopy, the resulting data is used for the following
merging procedure. In this work, this technique was relevant for [D] sputtering on
tungsten heavy alloys, because the sample polishing results in a rough surface before
the sputter experiment is performed.

4.2 Merging of the data

Merging image data obtained from different measuring systems has not only to deal
with a displacement between the two coordinate systems. 3D rotations, differences
in magnification, and image distortions are just a few examples of problems that
must be taken into account during the merging process. In4 the data was merged
by a manual procedure. In we propose an automated procedure executed by a
python tool developed to combine the data from two different microscopes. The
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algorithm of the procedure is visualized in the chart presented in figure [4.1}

CLSM-data EBSD-data

| Optional: difference microscopyl INoise filter I

|
[ Select reference points |

Bi-li int lati | I - -
o]lc tlﬁ:%rélighetrsptooatr:gn Calculate EBSD coordinates in
EBSD points <———{the CLSM coordinate system

v (affine transformation)

Merge process |

Save the two data sets as one ﬁlel

: . ¢ Misalignment correction :
: |Rotation matrix multiplication, e.g. 1°, of ¢., ® of EBSD data

Y

Averrage: sort thickness data to the position in the IPFz and
calculate the average

Minimizing the error of the| |PCA analysis by maximizing
average value due to ¢., ®| |variation of the IPF due to ¢., ®

scan ¢., ® in a choosen range

| Select the optimal ¢., ® for the misalignment correction |

V ¢ Filtering and visualizing the data :
| Median filter: sort thickness data to the position in the IPF and calculate the median |

Y

Smoothing filter: taking the median between the data point
in the IPF and its 8 neighbors

Y

Cut-off filter: data points in the IPF with less than

e.g. 10 measurements will be excluded <

Plot the data as an IPF

| Evaluation process |

Figure 4.1: Chart of the python tool illustrating the merging and evaluation process.

Figure [4.2] illustrates a typical example of data merging (figure [4.2(c)) of the height
information (figure [4.2(a)) and the crystal orientation data (figure £.2(b)). The
EBSD data was plotted by color-coding the three Euler angles, while the height
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information obtained by CLSM was visualized by using a gray scale and a shadow
effect for a better grain visualization.

In figure [4.2] several markers prepared by [FIB] are visible too, which were initially
used as reference to find the approximate alignment between the two images. White
arrows point to those markers. The markers are 2 pm wide and 20 pm long, but
are not the best reference points for the merging procedure. The intersections of
three grain boundaries are far better and lead to better merging quality. Thus, the
markers were used as a first approach to roughly merge the images, subsequently
the same grain intersections on both images were used in a second iteration for
optimizing the merging process.

After the selection of these reference points on both images, the tool calculates
the new coordinates in the CLSM reference frame by using the python
class scikit-image for the affine image transformation®l. Still, the space
coordinates are slightly different to the CLSM coordinates, e.g. the CLSM data
has the coordinate X=10.000/Y=10.000 and the corresponding coordinate
is X=10.001/Y=10.015. Therefore, the heights were assigned to each pixel in the
map. The exact space coordinates of the were calculated by a bi-linear
interpolation of the CLSM data. As the pixel step size in the CLSM data is smaller
(the amount of measurements is higher) than in the data, the data amount
is reduced. An overlay of the two microscope pictures indicates the final result on
the merging quality as shown in figure [£.2c).

If the final result on the merging quality is still not satisfactory, additional points
may be selected to refine the reference frame transformation. The scikit-image
class supports an unlimited number of distinctive points selected in both pictures
to improve the affine transformation by correcting deformations. By experience,
between 5 to 12 points were typically necessary for a measurement area of around

1 mm?.

After merging the new coordinates for the data, the three Euler angles and
the height information were combined and saved in one single output file for the
evaluation process. The merging with the python tool showed to be more accurate
and much more efficient than the methodology used in the previous work®?. This
is because the manual merging only used the four markers at the corners for
the alignment of the images, and only a few points of selected orientations were
analyzed. Since the new merging tool typically uses more than 4 points (see above)
to perform the alignment of the images, a better merging quality is achieved, and
more importantly the whole image could be used to extract information on the
influence of ”all” crystal orientations.
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Figure 4.2: (a) CLSM height map coded in gray scale with shadow effect. (b) EBSD orientation
map showing the 3 color coded Euler angles. (c¢) visualization of the merged data sets from (a) and
(b) illustrating the merging quality of the data sets from the CLSM and EBSD microscopes. Four
L-shaped markers, indicated by white arrows, are used for aligning the CLSM and EBSD data on
a tungsten sample. The sample name labeled by [FIB] is shown clearly on the top left side of (a)
and (c). The noisy EBSD areas, indicated by a black ellipse in (b), were eliminated during the
data evaluation. The four corners and the center, which are indicated by the yellow points in (c),
are the selected positions for the data merging procedure. The color coded height profile map of a
representative region (highlighted by a white square) is shown on the left side of (c) with a higher
magnification. A grain boundary with pronounced height profile, indicated by the black arrow, is
clearly visible.
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4.3 Automated data selection and filtering

The goal was to correlate properties like oxidation rates with the surface crystal
orientation of tungsten grains. A standard graph to visualize crystal orientation is
an [PEL The [[PF is a representation of all possible orientations in respect to one
direction, here the surface normal “z” ([PEL), i.e., each combination of the 3 Euler
angles is assigned to one point in the [PFl. This is described in section [2.2] equation
2.2

(a) (b)

Figure 4.3: Kikuchi lines of the same crystal lattice, showing different solutions by automatic
Oxford [EBSD solving algorithms: (a) correct Kikuchi and (b) incorrect Kikuchi lines solved by
automatic Oxford EBSD solving algorithms. Differences of (a) and (b) are highlighted by the red
arTows.

Often thousands of measurements lay very close to each other, which means
that single crystal grains has a similar surface orientation. Therefore, the measure-
ments are sorted in clusters. The orientation range in one cluster is around 0.2°.
The scatter of the Euler angle determination and therefore the crystal orientation
is assessed to a few degrees, because several measurements are combined and the
different samples have a misalignment error through sample mounting. This mis-
alignment can be corrected in the evaluation, which will be described later. Several
areas on different samples were measured and these data were combined to one
data set, i.e., [PEL plot. All [PFL plots contain millions of measured data points.
Therefore, it is reasonable to apply filters to enhance the data quality.

The first quality enhancement was performed on the EBSD data itself. A typical
error is the miss-indexing by the automated pattern solving algorithms leading to
wrong Euler angles. This leads mostly to isolated indexed data points in the ori-
entation map (spikes), but for some specially orientated grains, the patterns of two
orientations were very similar and the solution tends to oscillate between both. In
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figure [1.2b), a grain, which led to different solutions, is marked by a black circle.
The oscillation is visible by two different colors (patchwork grains).

Obviously in this case, the Kikuchi lines are wrongly indexed, which is shown in
figure [£.3] To remove such data, a noise filter was applied on the EBSD data, which
bins 2x 2 pixels and calculates the variance of the position in the [PEE plot. If the
variance is bigger than 30 pixel in the IPFz, which corresponds to a misorientation
angle of around 6°, all 4 points will be removed from the data set. In a second
step, the binning and removing of the data points were once repeated, but the
starting position of the binning process was shifted by one pixel to the right and
one pixel down. So, if one EBSD data point is a spike, the incorrect data point
and the 6 data points next to it will be removed. In addition to the spikes and the
patchwork grains, the data points at the grain boundaries, which are not reliable,
will be partially erased, too. Overall, this noise filter removes correctly and wrongly
indexed data points, but due to the large number of available data points the slight
reduction of statistic is negligible.
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Figure 4.4: Evaluation results of oxidation experiments performed at 600°C for 0.5h: (a) oxide
layer thickness versus crystal orientation after applying all three types of filters introduced in
figure (b) measurement numbers versus crystal orientation. For each pixel, the median was
calculated of up to thousands of thickness measurements. The texture of the sample is visible in
(b), because a lot of measurements were evaluated at the (100) corner.

For data sets evaluated in this work, typically one pixel in the [PEk plot results
from several thousand of measurements as visualized in figure .4[b). Therefore,
the standard deviation of the height values for all these measurements was chosen
as a statistical indicator for the amount of variation between the measurements.
The standard deviation is shown without and with the above described noise filter
in figure 4.5, The reduction of the standard deviation due to the noise filter is 20%
(100nm), which is mainly caused by the wrongly indexed EBSD patterns and the
partially removed data points along the grain boundaries.

The oxide layer thickness variation at the grain boundaries is shown in figure [1.2)(c).
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Figure 4.5: Standard deviation of the height measurements in figure a): (a) without a noise
filter for the EBSD data, (b) with a noise filter for the EBSD data. For each pixel, the median
was calculated of up to thousands of thickness measurements. The average of standard deviation
over all crystal orientations is 0.5 pm in (a) and 0.4 pm in (b), respectively.

The grain boundaries were only partially removed by the noise filter of the EBSD
data, i.e. the influence of the boundary extents more than only some pixel in the
orientation map into the grains. Therefore, the median instead of the mean of the
height values was taken for each cluster (median filter), which was used for [PFk
plot as shown in figure [4.4

Since the cluster size of around 0.2° is an oversampling of the data, the neighboring
pixels in the [PEL plot should be similar. Consequently, the median of thickness
values from each pixel in the [PF: plot with its direct eight neighboring pixels was
taken as a smoothing filter. This erases spikes in the [PER plot.

Some crystal orientations were not present in the analyzed area of the polycrys-
talline W samples used in this study, which resulted in white areas in IPFz figures.
Isolated pixels often existed in this white areas, which resulted from less than 10
measurements. These pixels exhibited an unusual oxidation rate and were assessed
as unreliable. As over 20 million measurements were evaluated for figure [4.4] and a
grain resulted in at least several 100 measurements of the crystal orientation and of
the heights, an additional filter was applied to remove these pixels. Each pixel in
figure resulting from less than 10 measurements was excluded in the [PEz plot
(cut-off filter). In general, the cut-off filter is flexible and depends on the total data
amount. Figure a) shows the final result after applying the noise filter to the
EBSD data, taking the median of all measurements assigned to each pixel in the
[PEY plot (median filter) and applying the smoothing filter and the cut-off filter (see

figure .
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4.4 Misalignment correction

The misalignment correction was developed after the first sputter experiments with
deuterium, because of a misalignment error of 5° of the surface to the ion beam
became obvious in some cases. This correction is an optional step, but for misalign-
ment error bigger than 2° it increases the data quality significantly. For correcting
the misalignment angle, a rotation matrix multiplications was applied on the merged
data sets with equation [2.5
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Figure 4.6: Thickness of oxidation layers measured with a misalignment angle of 5°. The average
of standard deviation over all crystal orientations is 0.1 pm higher by a misalignment of 5°, which
is a significant increase of the error. The black rectangle shows an area with a strong variation of
the oxidation rates. Specially there the error is high.

To illustrate this, the data were reevaluated with a slightly misalignment angle.
Figure (a) shows the reevaluated data of figure with a misorientation angle
of 5°. After the reevaluation, the average standard deviation, shown in b), is
0.5pm and 20% higher than for the data in figure [4.5{(b).

This concludes that the experimental setup and workflow, like mounting the sample
in different devices, should be better than at least 5° to get a correlation between
crystal orientation and a property, e.g. oxidation. Specially, if the investigated
property is sensitive to the angle, e.g. impact angle during sputtering, an exact
known angle is important. The correction of the impact angle and the optimization

procedure will be discussed in detail in sections [6.3] and [6.4.3]
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4.5 Summary of the Python tool

A Python tool was developed to correlate data obtained from two different measuring
systems. An affine transformation was used to correlate different data sets. With
this method, millions of data points were merged, making it reasonable to apply
filters to enhance the quality.

After demonstrating the reliability of this Python tool in combining different data
sets, it was applied to investigate different kinds of properties, including crystal ori-
entation dependent sputtering, etching and oxidation. Results to them are presented
in the next sections.
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5 Oxidation of tungsten

A lot of research focuses on the application of W oxides® while some other re-
search aims at the avoidance of the oxidation of W at elevated temperatures ™,
In the field of semiconductors, such as solar cells™ B photocatalysis™ | water
splitting ™ sensors™! and electrochromic devices™, W oxidation has attracted a
great attention from scientists and engineers. On the other hand W is a promising
plasma-facing material in nuclear fusion reactors. However, in the case of a loss of
coolant and a simultaneous ingress of air, activated tungsten oxide could be formed
and sublimated, ultimately leading to a potential safety issue if the volatile tungsten
oxide is released into the environment!™!. Recent research indicates that the pro-

duction of volatile W oxides can be strongly suppressed when using self-passivating
tungsten alloys [T#8081I82]

Figure 5.1: 3D CLSM image of a tungsten sample oxidized at 600°C for 30min in a 20 % oxy-
gen/argon atmosphere, showing clearly the height differences among the tungsten grains.

Oxidation is a very complex process, as it is correlated with the absorption of oxygen
onto the sample surface and further diffusion of oxygen into the bulk material 27,
It is known that oxidation is crystal orientation dependent®3EHE]  Figure is
a 3D CLSM image of a tungsten sample oxidized at 600°C for 30 min in a 20 %
oxygen/argon atmosphere. Height differences among the different grains, induced
by the fact that tungsten oxide has a lower density than tungsten and that different
tungsten grains have different oxidation rates, are clearly visible. It illustrates that
the CLSM is a powerful and efficient tool in providing oxidizing information of a
large amount of grains at a time, thus opening up a possibility to determine the
oxidation rates of many individual grains with various crystal orientations.

Parts of the presented results are already published and can be found in 6667
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5.1 Experiment

The sample material for oxidation experiments is polycrstalline tungsten, which
was prepared by recrystallizing the as-received tungsten purchased from Plansee SE
(Austria) at 2000 K for 30 minutes at a pressure below 1 x 107" mbar (see section
B.1). Prior to the oxidation experiments, the polycrystalline tungsten was ground
and electro-polished to obtain flat surfaces with a height difference among the grains
of less than 50 nm 89, Crystal orientation maps of the polished polycrystalline W
samples were then obtained by with an electron scanning microscope (FEI,
HELIOS Nanolab 600) for some predefined areas. The samples were oxidized in
a thermobalance (Netzsch, Jupiter, STA449 F1) at different temperatures and for
different time durations.
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Figure 5.2: Schematic illustration of the oxidation process. Growth of oxide layer happens both
above and below the original surface layer. Different thicknesses of the oxide layer are results of
distinct oxidation rates.

After oxidation, the microstructure was characterized using: (i) CLSM to determine
the 3D surface profile and (ii) preparation of cross-sections by cutting to unveil
the absolute thickness of the oxide layers. The surface profile data obtained from
CLSM was ultimately converted to the thickness of the oxide layers. In the data
conversion, the growth of oxides below the original surface level (as illustrated in
figure must be taken into account. The ratio of hapove 10 Apelow gives a correction
factor of 0.42 for the data converting!®?. With these three information the thickness
of the oxide layer was determined with following equation

habs = habs(lOO) - hdiff.above : (1 + 042)a (51)
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where haps(100y is the thickness of the oxide of the (100) crystal orientation obtained
by [FIBl cuts and hgig.apove is the difference measurement with the CLSM.

The Python tool used this equation during the data evaluation. For a detailed
introduction to the correction factor, please refer to the bachelor thesis of Melissa
WillE7,

5.2 Temperature dependent oxidation

The developed Python tool was applied to investigate crystal orientation dependent
oxidation at different temperatures. To test the tool, the data reported in
Ref. 67 and obtained with the old Oxford system (Oxford/HKI, Nordley II detector,
Channel 5 acquisition software) was reevaluated. Note that the resolution of the
[PH is reduced by a factor of 2 because of the low amount of data generated by
the old system. To facilitate a direct comparison of oxidation experiments at
different temperatures, the oxidation durations were adjusted by taking into account
the oxidation rates reported in Ref. ¥ so that a comparable thickness of oxide layers
can be achieved for different oxidation conditions.
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Figure 5.3: Oxidation layer thicknesses versus crystal orientations at various oxidizing conditions:
(a) 450°C for 96 h, (b) 550 °C for 2.5h, (c) 600 °C for 0.5h.

The resulting crystal orientation dependent oxidation at different temperatures is
shown in figure [5.3] The absolute thickness of oxide layers was plotted against
the crystal orientation. At the (100), (110) and (111) orientation, the oxide layer
has a thickness of around 3.5pm, 2.5 um and 1.5 pm, respectively, which fits very
well to the results of the manual evaluation reported in Ref.l7. Within the error
range, the oxidation experiments at 450 °C, 550 °C and 600 °C show a similar crystal
orientation dependent behavior, i.e. the oxidation rates vary with surface crystal
orientation in the same way at all 3 temperatures. The slight differences observed
in figure may be correlated with the influence of neighbor grains with different
crystal orientations, which will be specially discussed in the next section.
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5.3 Oxidation of textured samples at 600 °C

As shown in figure the samples oxidized at 3 different conditions showed a not
equal distribution of the data points. Probably, different textured samples could
influence the oxidation rate in respect of the crystal orientation. For this reason some
of the initial measurements were repeated with the new (faster) system. As shown
in figure[5.4] 9 areas with a larger size were measured by the new [EBSDI detector. In
comparison to the old detector used for figure[5.3] the new one increases the detected
data amount by more than a factor of 10, thus promoting the chance to find crystal
orientations which are less frequent in a textured sample. The faster detector allows
to perform more experiments, i.e. to vary parameters, and to compare different
textured sample directly to each other.

(a) (b)

Figure 5.4: (a) Overview of an oxidized tungsten sample, showing the positions of areas where the
crystal orientation is measured (highlighted by red ellipses). Surface contamination is indicated
by the red arrow. This area was excluded during the evaluation. (b) Enlarged image showing the
microstructure details in the red rectangular marked region of (a).

To examine whether the orientation of neighboring grains influences the oxidation
via laterally increased oxygen diffusion, W samples with two different textures (A
and B) were utilized 2. While the (100) orientation was dominant in the sample
with texture A, the sample with texture B was mainly composed of grains with
(110) and (100) orientations. The two samples with the different textures were from
the same processing batch and obtained from top and back side the same wrought
material 62
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Figure 5.5: (a)-(c): oxidation layer thicknesses versus crystal orientations after applying all three
types of filters. (d)-(f): measurement numbers versus crystal orientations. Tungsten samples with
texture A and B were oxidized at 600 °C for 30 min. Data shown in (c) and (f) is a combined result
of texture A and texture B.

As shown in Figure [5.5] over 10 million measurements were made for each sample
with texture A or B. Both textures A and B exhibit similar oxidation dependencies
on crystal orientations (see figure[5.5(a) and (b)). A second cross-check was made on
the standard deviation. The standard deviation for textures A and B (not shown)
was visualized separately and compared to that for all measurements (figure [4.5(b)).
All three data sets show the same pattern of the standard deviation.

This agreement indicates that the automated methodology is robust and that the
data of both samples can be combined to produce a more complete IPFz plot,
as presented in figure (c) This figure includes above 25.7 million measuring
points and shows the oxidation dependency for almost ’every’ crystal orientation.
The amount of measurements, actually the sum of texture A and B, is shown in
figure [5.5(f). The thickness of the oxide layer shown in figure [5.5(c) is up to 5pm,
which is slightly larger than the thickness reported in figure [5.3|c).
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Figure 5.6: Secondary electron image showing the region where an [EBSDI measurement was per-
formed. The L markers were made using FIB. Due to electron beam scanning induced carbon
coating, the EBSD measured region appears to be darker than the rest regions.

The reason for thicker oxidation layer in the new oxidation experiment at 600 °C
could be mainly caused by the used thermogravimetric analysis (TGAI) system. The
heating filament inside the [TGAl had hair cracks, which resulted in a different tem-
perature field and a slower regulation of the temperature. The target temperature
was overshot and oscillated for a few minutes during the oxidation experiments. An-
other explanation could be related to the carbon coating induced by two different
detectors. When using the new detector, the exposure time of electron
beam was reduced by more than a factor of 100, resulting in an obvious reduction
of coated carbon layer on the sample surface. The residuum gas at a pressure of
10 x 10~%mbar contains carbon, which is cracked by the electron beam. The carbon
coating phenomenon, induced by the old EBSD detector, was strongly visible in the
secondary electron image as shown in figure [5.6, The coated carbon layer is less
than 1 nm thick, which is negligible in terms of its contribution to the measured
thickness of oxidation layers. However, it cannot be excluded that such a thin car-
bon layer may have a non-negligible influence on the oxidation behavior of various
grain orientations.
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5.4 Different thickness of the oxide layer

Oxidation is a process which consists of several sub-processes like absorption and
diffusion. Figure is a mass gain plot of an oxidation experiment at 600 °C for
120 min. Different oxidation phases are marked with red fonts. Initially the W
surface was electro-polished which cleaned and removed the tungsten oxides. After
a short exposure, the first oxide layer is built up, the oxygen continues to diffuse
through the first oxide layer and thus, W oxides are formed at the W oxide-W
interface®¥. During this phase, the mass gain due to the diffusion of oxygen follows
a parabolic behavior. With the influence of cracks, the parabolic mass gain behavior
changes to a linear behavior. The formation of cracks relies on the Pilling-Bedworth
ratio (PBRI), which is defined in Ref.FY as:

V;inde _ Mom’de * Pmetal (5 2)

PBR =
Vmetal n- Mmetal * Pozide

where V is the volume, M is the molecular mass, n is the number of atoms of metal
per molecule of the oxide and p is the density. Cracks will be formed when [PBR] is
bigger than 2. Note, the PBR is 3.39 for tungsten/tungsten oxides.
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Figure 5.7: [TGAl measurement of an oxidizing experiment conducted on a tungsten sample at
600 °C for 120 min. Different oxidation stages are separated by red perpendicular lines and labeled.

The oxidation temperature was reduced to 400 °C for a controlled oxidation of an
oxide layer of several nanometer thickness. To measure the height differences at
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nanometer scale, the CLSM microscope is no longer suitable. An atomic force
microscopy ([AEM)) is adequate for making nanoscale measurements, but it is very
challenging to perform the measurement of a square millimeter area 1! 92,

After oxidation at 400 °C for 10 min, it is observed that different grains have dif-
ferent gray scales in an intensity microscope image with a laser as a light source.
Thin tungsten oxide layers are transparent, making it possible to generate differ-
ent contrasts through interference®!. However, the differences were slight and not
suitable for an evaluation. Therefore, the oxidation experiment was repeated twice,
i.e. at the end the sample was oxidized at 400 °C for 30 min in total, to achieve a
condition that is suitable enough to analyze the oxide layer. The goal of the next
step was to correlate different shades of gray to the thicknesses of the oxide layers.
As shown in figure the areas with a bright contrast in the CLSM image contain
a higher concentration of oxygen than the areas with a dark contrast. Such a good
correlation between gray tone and oxygen concentration is observed in an area with
a size of over 1 mm?. Since the modified CLSM and [EDX] analysis techniques do not
give details on the thickness of oxidation layers, three cross-sections were prepared
using for a direct thickness measurement of the oxide layer.

Figure 5.8: Oxygen concentration information revealed by (a) a CLSM image and (b) an EDX
analysis image in the same surface region. The bright contrast in (a) and strong intensity of red
color in (b) indicate a high tungsten oxide level. As indicated by the blue circles, some tungsten
grains are clearly visible in both (a) and (b).

The areas for the cross-section were selected to contain a bright and a dark gray
tone in the CLSM image to analyze the differences between the gray tones. Figure
.9 shows a representative image of a cross-section. A tungsten oxide layer with a
thickness of between 30nm to 45nm was found on the surface. In figure the
oxide layer on the left hand side was a tungsten grain with the bright gray tone in
the CLSM image. This tungsten grain had a thicker oxide layer than the grain on
the right hand side, where the tungsten grain had a dark gray tone in the CLSM.
Observations of the other two cross-sections further demonstrated such a correlation
of gray scales with a similar thicknesses of oxide layers.
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Figure 5.9: Secondary electron image of the cross-section of a tungsten sample oxidized at 400 °C
for 30 min. In the corresponding CLSM image, the tungsten grain on the left side appears with
white while the right side grain is black, corresponding to an oxide layer on the left tungsten grain,
which is thicker than that on the right tungsten grain. To protect the oxidation layer for precise
measurements, two deposition layers were made first by electron beam and second by ion beam.

The gray scales of the oxidized tungsten sample were evaluated versus the crystal
orientation and compared to oxide layers with different thicknesses.

Figure m (a) shows the shades of gray of various crystal orientations in a 8 bit
scale, which correspond to the starting phase of the oxidation and has an oxide layer
thickness between 30nm and 50nm. To unveil the crystal orientation dependency
of oxide layer thicknesses, oxidation of polycrystalline tungsten was performed at
600°C for different time duration (including 10min and 60min), as shown in fig-
ure
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Figure 5.10: Crystal orientation dependent oxidation behavior of tungsten samples at various ex-
perimental conditions: (a) shades of gray versus crystal orientations for a tungsten sample oxidized
at 400 °C for 30 min. The maximum and minimum oxide thicknesses are ~47 nm corresponding to
white (0) and ~32nm corresponding to black (255). Note that some crystal orientations were not
found on the sample, which result in white areas. Therefore, the gray scale data of the image was
visualized in a color scale; (b) oxide thicknesses versus crystal orientations for a tungsten sample
oxidized at 600 °C for 10 min; (c) oxide thicknesses versus crystal orientations for a tungsten sample
oxidized at 600 °C for 60 min (Figure[5.5]c) shows a tungsten sample oxidized at 600 °C for 30 min).
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Oxidation at 600 °C for 30 min was already shown in figure [5.5] acting as a com-
parison to figure 5.10, Whereas the experiments with pm W-oxide layers showed
the same distribution of oxidation rates versus crystal orientation (see figures [5.5|c)
and (b),(c)) the crystal-dependent oxidation looks quite different in the initial
phase (nm thick oxide layer).

For a nm thick oxide layer, the (111) crystal orientation had the highest oxidation
rate, and for an oxide layer several nm thick, the (111) crystal orientation had the
lowest oxidation rate. It is unlikely that this is due to different oxidation tempera-
tures, because for a temperature range between 450 °C to 600 °C the distribution of
oxidation rates to crystal orientation was the same, which can be found in section

figure [5.3

Surface effects are dominant during the initial oxidation process forming thin oxi-
dation layers. As shown in figure [5.11] the (111) orientation of bee tungsten has
the lowest atomic surface density and the (111) orientation exhibited the highest
oxidation rate for a nm thin oxide layer. The atomic surface density of the (110)
orientation is higher than that of the (100) orientation. Obviously, the surface
density of the crystal orientation correlates very well to the oxidation rates, which
was discussed in Ref. B,

The oxidation process forming thick oxide layers should be different from the process
forming thin oxide layers. At first, oxidation starts rapidly at the (111) crystal
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Figure 5.11: Comparison of the low index surface orientation 4.
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orientation through surface effects. The (111) crystal orientation showed the fastest
oxidation rate compared to the other crystal orientations. After the formation of
the oxide layer of dozens of nm, diffusion of oxygen through the oxide layer becomes
the dominant process. The (111) crystal orientation showed the lowest oxidation
rate compared to the other crystal orientations in experiments with a pm thick
oxide layer. Such a change with the thickness of the oxidation layer in the crystal
orientation dependent oxidation behavior can also be seen in Ref. .
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5.5 Discussion of crystal-dependent oxidation

The investigations show that the crystal orientation dependent oxidation behavior is
insusceptible to the temperatures in the range between 450 °C to 600 °C, the crystal
textures, and the neighboring grains. On the contrary, the thickness of oxide layers
has an impact on the crystal orientation dependent oxidation behavior. This is due
to the fact that different mechanisms control the oxidation process when forming
an oxide layer with different thicknesses. For the formation of thin oxide layers
(nanometer-scaled), surface effects play a dominant role in the oxidation process.
As a result, tungsten grains with (111) direction show the highest oxidation rate.
When the oxide layers reach up to pm, diffusion of oxygen through the oxide layers is
the dominant process and thus tungsten grains with (111) direction show the lowest
oxidation rate. For the surface effects, the sample preparation by electropolishing
might be crystal orientation dependent.

Since electropolishing is an etching process, these grains could have an atomic surface
roughness which influences the oxidation at the beginning. In general, roughness
increases the surface area and therefore the oxidation rate is influenced 9.

In the investigations by Fluton G. and Luneve A.®5 the samples were polished with
an 1pm diamond suspension, and nevertheless the same temporal development of
the oxidation rate for the (111) crystal orientation as in this work was found. Since
the study in this work and the investigation by 3 used different polishing techniques,
it is supposed that it is not a polishing effect but an effect of the oxide layer.

Before oxidation _After oxidation

a)

(

Figure 5.12: Secondary electron images of a recrystallized tungsten sample at the same region: (a)
prior to oxidation scanned with an electron beam, (b) after oxidation at 600 °C for 30 min scanned
with a Ga ion beam. In (b), the different shades of gray represent differences in the oxides, e.g.
could be different crystal orientations. The scratches indicated by red arrows are hardly visible
after the oxidation process, but still present at the surface.
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Figure [5.12 supports that the tungsten oxide is different on different grains, because
figure (b) shows that a Ga ion induced secondary electron (SEl) picture with
different shades of gray. In addition, the surface structure from the initial tungsten
surface was visible in a several pm thick oxide layer. Figure |5.12f(a) shows a recrys-
tallized tungsten sample with little scratches after polishing. Figure b) shows
an oxidized tungsten sample of the same area and the scratches are slightly visible.

The surface information of the W surface was transferred to the oxide layer which
could influence the oxidation behavior. This means that roughness through the
grinding or deformation of the surface influences the oxidation continuously and it
could be assumed that it is not a temporal phenomenon at the starting phase of the
oxidation.

On a pm thick oxide layer, it is possible that the crystal lattice information of W is
transferred to W oxides, which would have an influence on the diffusion of oxygen.
The different diffusion rates of oxygen could make a change of the oxidation rate in
the (111) orientation.

There are several hints that the grain dependent oxidation in the current studies
is influenced by the diffusion of oxygen through crystalline W oxide. First, the
temporal weight increase of the oxidation indicates a parabolic behavior. Second,
Kikuchi patterns on the W oxide were observed with the EBSD system, but they
were ambiguous. Two Kikuchi patterns are shown in figure [5.13] but an evaluation
of these patterns was not possible, i.e., no crystallographical oxide phase and ori-
entation could be assigned. At least they show a crystalline structure, which could
influence the diffusion.

(a) (b)

Figure 5.13: Two Kikuchi pattern examples of a several micrometer thick oxide layer. The Kikuchi
patterns are not clear and therefore, it was not possible to evaluate the crystal lattice. But the
existance of Kikuchi lines shows that the oxide layer has an ordered atomic arrangement.
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Third, a Ga ion induced SE picture is dominated by a crystal orientation contrast
(figure[5.12(b)). An interpretation of these contrast data is speculative, because the
W oxide crystallographical phase could be different at room temperature compared
to the phase at the temperature of the oxidation. The most stable W oxide is WO3,
which has an orthorhombic crystal lattice at 600°C. But at room temperature it
could be reduced to, e.g. a monoclinic crystal lattice™. Since the Ga-ion induced
secondary electron picture (figure [5.12b)) is dominated by the crystal lattice con-
trast, it indicates that W oxides with different crystal orientations exist.
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6 Sputtering of tungsten

Many researchers have found that the sputtering behavior of crystal materials are
grain orientation dependent BTOMTI2TI] Figureshows a polycrystalline tungsten
sample sputtered with a 30 keV ion beam. The different shades of gray show W
grains and indicate different crystal orientations. Height differences between the W
grains, which resulted from different sputter yields, are clearly visible too.

Figure 6.1: Secondary electron image of a polycrystalline tungsten sputtered with a 30 keV
ion beam. The image was taken under a tilt angle of 52°. Different tungsten grains can be well
distinguished from the brightness level.

The impact of crystal lattices, especially the low index surfaces, on the sputter yields
of crystalline materials was often investigated. However, a systematic study eval-
uating sputter yields over many different crystal orientations was missing. A com-
prehensive knowledge of crystal-dependent sputtering enables to benchmark simu-
lations to experimental data, to predict the sputter behavior of strongly textured
material, to study the impact of channeling directions and to predict roughening of
polycrystalline samples induced by ion polishing.

Sputter simulation programs, e.g. static/dynamic transport of ions in matter with
the calculation mode serial or parallel (SDTrimSPl), assume an amorphous target.
That means, the crystal lattice structure is completely ignored ®%7  Often, the
experimental sputter yields of a polycrystalline sample having a preferred crystal
orientation at the sample surface®%%! are compared to simulations assuming an
amorphous target 9.

Previous studies focused on investigating the sputter yields of single crystals and
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generating data from some specific crystal orientations #0112 The developed tool
is suitable for investigating sputter yields in every crystal orientation. In this work,
tens of thousands of grains with various orientations were sputtered. The sputter
yields were evaluated to create an erosion map in an inverse pole figure (IPF).
Subsequently, the measured sputter yields were compared to the values generated
from three different kinds of simulations (SDTHmSPI*™, molecular dynamic (MDJ)
and binary collision approximation (BCAI)). Among the three simulations, the
simulation was performed by Kai Nordlund, from the University of Helsinki, Finland,
and the simulation was conducted by Gerhard Hobler, from TU Wien, Austria.
Some details of the and simulations can be found in#9,

In this section, the details of the sputter experiments are introduced. Since a[Galion
beam at 30 keV provides the highest sputter yield, the crystal-dependent sputtering
experiments were mostly performed with this energy. Therefore, the influence of
fluence or flux density was investigated at this energy. In terms of the crystal-
dependent sputtering with different ion energies, a detailed comparison between
experimental results and simulations was made. Since the impact angle of the ions
has an impact on the sputter yield, different ion impact angles were investigated too
(shown in section [6.3)). There it was noticed that the sensitivity of the experiment
to the ion impact angle was around 1°. This was important for [D| sputtering of
tungsten and HPM1850 at 2keV, because the accuracy of the impact angle in the
sputter device second ion experiment for sputtering and TDS analysis (STESTA))
was around 5°.

After recognizing that the experiments were very sensitive to the impact angle of the
ions, an algorithm was written to detect the impact angle and thereby to evaluate the
sputter experiments and reevaluate the 30 keV sputtering data. Descriptions
and explanations on this algorithm can be found in section and in the angle-
dependent sputtering section [6.3]

In addition to sputtering, implantation was investigated versus the crystal ori-
entations as well as the secondary electron emissions induced by a ion beam.
This all together gives a detailed picture of the influence of the crystal orientation
on the interaction between a textured material and the impinging ion beam.

52



6.1 Experiment

The investigated samples were hot rolled polycrystalline tungsten samples with a
purity of 99.97 wt% (Plansee SE, Austria). To create grains with proper sizes and
little internal stress and strain, the material was first recrystallized at 2000 K for 30
minutes under vacuum pressure below 10~ mbar, and then ground up to P4000 and
electro-olished (for details, please see section . The sample preparation was the
same as for the oxidation experiments. Figure[6.2]shows a sputtered tungsten sample
with a 30 keV ion beam. All sputter experiments were located within a frame
where the zero level was determined. The height differences along the frame were less
than 150 nm. Since the erosion depths measured from grains with the same crystal
orientation of different locations are comparable (i.e. around 1pm), we conclude
that the height measuring error has a negligible influence on the final results. In
the final version of the Python tool, difference microscopy was implemented which
could reduce the error significantly in some experiments. Since applying difference
microscopy needed data sets before the erosion experiments, only the data sets
were reevaluated where the data sets existed. This was the case for 2keV deuterium
sputtering on the High Performance Materials 1850 (HPMIR50), because the sample
was rough after polishing. The crystal orientations and their respective heights were
merged together by using the python tool described in section

Figure 6.2: Height profile map of a sputtered region on a polycrystalline tungsten sample. The
sputtering was performed by a 30keV ion beam. The frame outside the sputtered area has a
height difference of less than 150 nm. The height of the frame is set as the zero level for the erosion

data in figure @
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The experiments were mainly performed with the standard settings of the [FIB-SEM]
for sputtering of small areas. For large areas, e.g. 6001mx 600 pm, the default
value of the ’pitch’, i.e. defocusing the ion beam, had to be changed from 127 nm to
500 nm, because two ion beam spots should have an overlap between each scan step.
The time for sputter experiments at 30 keV was about 13 hours. Usually, the sputter
experiments were conducted over night and the corresponding sample evaluations
were performed during the day. For different energies, the sputter time was adjusted
according to the erosion depths and area sizes. In general, the sputter depths were
fixed to 1pum. The markers made by FIB (e.g. marker ‘D004’ in figure were
used to find the same area in different microscopy systems.

In figure [6.3] the erosion depth was plotted against the crystal orientation for a
30 keV ion beam on tungsten. To compare the experimental results to the sim-
ulations, the sputter yield had to be calculated from the erosion depth by using
equation (for the corresponding result, please see figure [6.12](a)).

30 keV Ga, 0°

0.0 0.5 1.0 1.5
erosion depth / um

(100) - ) (101)

Figure 6.3: Erosion depths versus the crystal orientations in an [PFl A 30keV [Gal ion beam was
used to sputter polycrystalline tungsten samples. Statistics for the experimental evaluations are
shown in figure @ in the appendix.

The sputter experiments with [D] ions were performed in the linear plasma device
named SIESTAP. The sputter experiments were performed at a D ion energy of
2keV and took about 30 hours to reach an erosion depth of 500 nm. Details of the
machine, e.g. profile of the beam spot, can be found in 10,
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6.1.1 Influence of fluence on the sputter yield

From literature it is known that the sputter yield can depend on the fluenceX02,
During the sputter experiment, Ga ions were implanted into the crystal structure
and after a certain fluence they could influence the sputter yield. Therefore, the
settings of the [FIBl like the energy of 30keV, current of around 17nA and the
scan size of around 700x 600 pm?, were fixed. Only the sputter time was adjusted
between 6 h to 48 h for different fluences. In this section, line diagrams present the
sputter yields allowing a more detailed comparison of the data. This means that the
sputter yields are visualized in one rotation axis from the (100) to the (111) crystal
orientation.

® Fluence 0.5 E22 30 keV Ga, 0°
® Fluence 1.1 E22

Fluence 1.6 E22
51 Fluence 2.2 E22
Fluence 3.2 E22
® Fluence 4.3 E22 ®

sputter yield Ga/W
w IS

N
L

<100> <101>

(1&)0) (4‘11) (2‘11) (3I22) (1‘11)
crystal direction

Figure 6.4: Sputtering of a polycrystalline tungsten by a 30keV Ga ion beam under an incident
direction parallel to the surface normal: influence of ion fluences on the sputter yields of tungsten
grains with various crystal orientations. Note that only the crystal orientations along the straight
line from (100) to (111) of the inserted IPF figure are displayed.

The comparison is shown in figure 6.4, The experiments show a high reproducibility
and that a different fluence does not have an impact on the experiment or evaluation.
The data spread is bigger between the (211) and (111) crystal orientation. As
shown in figure in the appendix for the fluence 1.12 x 10?2 %, the amount of
measurements for these orientations are orders of magnitudes lower compared to
the (100) crystal orientation, because of the textured sample. This means that one
sputter yield evaluation results from one or a few grains between the (211) and (111)
crystal orientation. The sputter yield from one grain is not reliable, because this
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grain is not specific characterized, e.g. the grain size is unknown and the erosion
could be influenced by a second grain.

As a second check, the experiments were repeated for an ion impact angle of 60°.
Under different impact angles the fluence was different, because of geometrical as-
pects of the experiments, respectively the scan size of the [FIB] was not adjusted.
Another reason is that the damage level next to the surface could be changed due
to the ion impact angle. Also, by tilting the sample to 60° a lot of grains will have
the (111) orientation to the directions of the impacting ions and therefore a lot of
measurements will be evaluated for this crystal orientation, which are missing in

figure
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Figure 6.5: Sputtering of a polycrystalline tungsten by a 30keV Ga ion beam under an incident
angle of 60° with respect to the surface normal: influence of ion fluence on the sputter yields of
tungsten grains with various crystal orientations. Note that only the crystal orientations along the
straight line from (100) to (111) of the insert IPF figure are displayed.

The result of the second comparison is shown in figure [6.5 For 60°, the experi-
ments show a high reproducibility and that the lowest fluence showed a reduced
sputter yield. Four sputter experiments with the fluence of 1.12 x 10%2 % showed
an average erosion of around 1.4 pm and four sputter experiments with the fluence
of 5.3 x 10*' S& showed an average erosion of 0.6 pm. This is around 10% (100 nm)
lower as expected, but the standard deviation (SD) is around 200 nm as shown in the
appendix in figure and [A.3] Figure [6.6] shows the complete data sets as an [PF]

of the two fluences. There are only slight differences observed. For a solid statement,
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experiments with a higher accuracy are needed, e.g. difference microscopy without
the stitching function of the CLSM.

In figure[6.5] the spread of the data between the (100) and (411) crystal orientation,
could be due to the low amount of measurements, which is over a factor of 10 lower
than for the (111) crystal orientation. In contrast to sputtering perpendicular, the
crystal surface orientations and the crystal orientations facing to the ion beam were
different. This additional dimension is ignored during the evaluation and could lead
to a higher spread of the data.

low fluence
30 keV Ga, 60°

high fluence
30 keV Ga, 60°

0 4 8 12 16
Sputter yield W/Ga

0 4 8 12 16
Sputter yield W/Ga

(100) 1; - 2:) 3;‘ 4; -(101) (100) 1; 20 30 40 (101)
(a) (b)

Figure 6.6: Sputter yields versus crystal orientations for tungsten sputtered with a 30 keV [Gal ion
beam under an incident angle of 60° with respect to the surface normal. Two different fluences are
shown, where (a) was sputtered with a fluence of 5.3 x 10! Ga/m? and (b) was sputtered with a
fluence of 1.21 x 10*2 Ga/m?.

6.1.2 Influence of flux density on the sputter yield

From literature it is known that the sputter yield can depend on the flux density 203
because the target material can chemical react with the residuum gas. A pure
physical sputter process should not be effected by the flux density. For a [FIDB]
the flux, which is defined by the current of the ion beam, was the same for all
experiments, but the scan size was different. The scans over a defined area and
if the area is bigger, the ion beam will need a longer time for scanning the whole
area. The expression "flux density” is used as the average flux over a defined area.

Most of the sputter experiments were performed with a 30keV Ga ion beam and
the scan size of the was eventually adjusted to the workflow of the laboratory
and experimental conditions. Therefore, a possible effect due to this variation in
flux density was investigated.
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For all sputter experiments in this section, a polycrystalline recrystallized tungsten
target was used and the current of the [FIB] was not changed, but the scan size and
the resulting sputtered area were different. For this purpose, 4 different scan sizes
were used which resulted in 4 different flux densities. The fluence was the same for

all areas and therefore the time was adjusted. The parameters are summarized in
table 2

Table 2: Sputter experiments using a 30keV Ga ion beam under an incident angle parallel to the
surface normal. Four different ion flux densities were studied with a fluence of 1.12 x 1022 €2, The
ion beam current for all experiments was around 19nA.

Flux Area / pm? Sputter time / hh:mm | Flux density / -5~
1 975x 845 22:46 1.37x 10"
2 700x 600 11:36 2.87x 1017
3 700x 300 05:48 5.74x 1017
4 350x 300 02:54 11.48x 10%7

An [[PF] was generated for all flux densities, which looks similar to figure [6.3] For
a comparison, a line scan was performed from the (100) to the (111) crystal-
orientation. The line scan is shown in figure The experiments show a high
reproducibility and that a different flux density has no impact on the experiment or
evaluation.
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Figure 6.7: Sputtering of a polycrystalline tungsten by a 30keV Ga ion beam under an incident
direction parallel to the surface normal: influence of ion flux densities on the sputter yields of
tungsten grains with various crystal orientations. Note that only the crystal orientations along the
straight line from (100) to (111) of the inserted IPF figure are displayed.
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The experiments were repeated under an impact angle of 60° to the surface normal
for the same reasons as for the fluence dependency. The used sputter scan size and
time for the sputter experiments are shown in table [3] The fluence is the same for
each experiment.

Table 3: Sputter experiments using a 30keV Ga ion beam under an incident angle of 60° with
respect to the surface normal. Three different ion flux densities were studied with a fluence of
5.3 x 102! 2. The ion beam current for all experiments was around 19nA.

Flux Area / pm? Sputter time / hh:mm | Flux density nffs
1 850 x 1400 15:54 0.93x 10'7
2 700x 600 05:18 2.78x 1017
3 350 x 300 01:27 10.15x 107

For all flux densities, an [[PE] was generated and a diagram presents the sputter yields
around one rotation axis from the (100) to the (111) crystal-orientation. Figure
shows similar sputter behavior for all flux densities and the average erosion depth
was around 600 nm in all experiments. The spread of the data between the (100) and
(311) crystal orientation could be due to the low amount of measurements, which is
over a factor of 10 lower than for the (111) crystal orientation.
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! ® Flux2
® Flux3
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Figure 6.8: Sputtering of a polycrystalline tungsten by a 30keV Ga ion beam under an incident
angle of 60° with respect to the surface normal: influence of ion flux densities on the sputter yields
of tungsten grains with various crystal orientations. Note that only the crystal orientations along
the straight line from (100) to (111) of the insert IPF figure are displayed.
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For a 2keV gallium ion beam the erosion depth was unexpected low. Due to the
simulation, the experiment was designed to erode 1 pm into tungsten grains and the
experimental erosion depth was at the end around 0.3 pm.
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Figure 6.9: CLSM images showing 2keV Ga ion beam sputtered tungsten surface areas: (a) 1 area
with a size of 900 x 750 pm? was sputtered. (b) 20 areas with a comparable size of 250 x 200 pm?
were sputtered and 8 of them are shown here. Each area in (a) and (b) was sputtered with the
identical ion fluence.

Therefore, 2 keV Ga ions were checked regarding the flux density. The experiments
were repeated with a different flux density. The first experiment with the low flux
density, an area of around 1 mm? was sputtered, which is shown in figure (a). The
area size was similar to the area when using the 30keV [Gal ion beam. The height
data of this experiment was evaluated and the erosion depths were plotted in an[[PE],
shown in figure[6.10|(a). The average sputter yield of this experiment was 0.51 W/Ga

whereas the [SDTrimSP] simulation provided a sputter yield of 1.63 W/Ga, being a
factor of 3 different.

A reason of the lower erosion rate could be the influence of the residuum gas in the
chamber, e.g. oxidation of the target or deposition of non-volatile impurities.
To avoid these effects, the sputtered area sizes were reduced by a factor of 14, as
shown in figure (b), and therefore, the sputter time was shorter by a factor of 14,
due to the higher flux density. The fluences were the same of each sputtered area.
The erosion depth versus the crystal orientation is shown in figure M(b) The
average sputter yield of 1.57 W/Ga was within the error range of the
simulation and in average a factor of 3 higher than the sputter yield data extracted
for the larger area. Although it was not investigated at which flux density the
sputter yield is constant, it is assumed that the effect of residuum gas is negligible
at these flux densities and does not effect the experiment strongly for sputtering an
area.
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Figure 6.10: Erosion depth versus crystal orientations for tungsten sputtered with a 2keV [Gal ion
beam. (a) tungsten sputtered with a high flux density (the sputtered area in (a) was 250 x 200 pm?).
(b) tungsten sputtered with a low flux density (the sputtered area in (b) was 900 x 750 um?). Each
area in (a) and (b) was sputtered with an identical ion fluence, which should result in the same
erosion depth. Note that the color scales are not the same and that there is a significant difference
in the erosion depth.

In general the flux density could influence the results for energies lower than 30 keV
Ga ions. In the next section, the energy-dependent sputter yields will be shown.
The experimental sputter yields were in good agreement with simulations and due
to the good agreement, it is unlikely that the flux density had a strong effect.

61



6.2 Energy-dependent sputter experiments with gallium ions

The sputter experiments with [(Galions were performed for four energies, 2keV, 5keV,
8keV, and 30keV. For an overview of the sputter yields, simulations were
performed in a larger energy range from 50 €V to 5 MeV for ions, and from 50 eV
to 500keV for [D] ions. The program assumes an amorphous tungsten
target 190 while in the sputter experiments a polycrystalline tungsten sample was
used. SDTrimSPl simulations fit to the average crystal-dependent sputter yields
and they are often used as a comparison for experimental crystalline data @#104105]
The energy-dependent sputter yields generated from the simulations are
shown in figure [6.11] The input file showing the SDTHmSP] simulation details is
attached to section[A.2.1] As indicated by the black dotted lines, the sputter exper-
iments with Ga ions were conducted within the energy range from 2keV to 30 keV.
Here it is worth to mention that the sputter yield with Ga ions reaches nearly its
maximum at 30keV. Thus, it is suitable to perform parameter investigations (e.g.
angle-dependent sputtering) at this energy. At energies higher than 100keV, the
sputter yield decreases, as the energy is deposited deeper into the specimen.
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Figure 6.11: EDTrimSP|simulations of the sputter yields of the target [W] by deuterium and gallium
ions versus the incident energy.
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6.2.1 Sputtering with Ga ions at 30 keV

Figure (a) shows the sputter yield of a polycrystalline tungsten sputtered with
a 30keV ion beam. As already mentioned, the white areas contain no sputter yields
because no grains were measured with these crystal orientations. Over ten thousands
of grains with different crystal orientations were investigated and the sputter yields
visualized. As mentioned in section [6.1 the sputter yields were calculated from
erosion depths (i.e. height measurements).

experiment (111)
30 keV Ga, 0°

E  a

0 3 6 9

sputter yield W/Ga

MD BCA
30 keV Ga, 0° 30 keV Ga, 0°
| S
0 3 6 0o 3 6 9

sputter yield W/Ga sputter yield W/Ga

{100) ” T (101) (100)
(b) (©)

Figure 6.12: Sputter yields versus crystal orientations for tungsten sputtered with a 30keV [Galion
beam: comparison of experimental data (a) to MD (b) and BCA simulations (c¢). The experimental
sputter yields were calculated from the erosion depths shown in figure [6.3] Statistics for the
experimental evaluations shown in (a) can be found in the appendix in figure The MD and
BCA simulations were performed by Kai Nordlund and Gerhard Hobler, respectively B .
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The mean erosion depth is around 800 nm and as shown in the appendix in figure[A.4]
the is around 100nm. The roughness prior to the sputter experiments was in
the order of 100 nm.

The experimental results were compared to molecular dynamic (MDI) and binary
collision approximation (BCA) simulations and shown in figure [6.12] For sim-
ulation, the software code IMSIL was used 1% which considers the crystal lattice of
tungsten. IMSIL has originally been developed for the simulation of ion implantation
in silicon % and has been augmented over the years for other crystal systems and
to allow sputtering simulations H07108]

The simulation was performed using the program MDRANGE, which is based
on an implementation of recoil interaction approximation (RIA). RIA considers
lattice interactions during ion irradiation P09 and provides the energy deposition
of the ions in the tungsten surface. For transforming the energy impact to sputter
yields, a few full MD simulations were performed. Since the and simula-
tions were performed by Kai Nordlund and Gerhard Hobler, respectively, only the
simulation results were presented here as a comparison. The simulation details are

available in B,

As shown in figure [6.12] the experimental results and the two simulations are in
very good agreement. The (100) and the (111) crystal orientation exhibit the lowest
sputter yield and the sputter yields are around one order of magnitudes higher
for the high index surfaces. The line diagrams show the agreement of the sputter
yields clearer as a color scaled [PEL As a different visualization, the sputter yields
from experiment and simulations were evaluated along lines in the IPFz, which are
visualized in figure [6.15]

The two simulation approaches agree well to the experimental data. The highest
differences between simulations and experiment are at (100) crystal orientation,
however the reason for this discrepancy could not be solved.
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Figure 6.14: Sputtering of tungsten with a 30 keV ion beam. Comparison of experimental data
to IMDI and IBCA[ simulations along the red line indicated by the black arrow. The experimental
data was extracted from figure
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Figure 6.15: Sputtering of tungsten with a 30 keV [Gal ion beam. Comparison of experimental data
to [MDI and simulations along the red line indicated by the black arrow. The experimental
data was extracted from figure Note that the red line in the IPF in (b) is thicker. The red
line represents the area, where the values are taken.
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6.2.2 Sputtering with Ga ions at 8 keV

Figure shows the sputter yield versus the crystal orientation for 8 keV Ga ions
on tungsten. Compared to sputtering at 30 keV, the distribution of the sputter yields
was slightly different.

experiment (111) MD

8 keV Ga, 0° 8 keV Ga, 0°
E Tl S
0 3 6 0 2 4 6

sputter yield W/Ga sputter yield W/Ga
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Figure 6.16: Sputter yields versus crystal orientations for tungsten sputtered with a 8 keV ion
beam: comparison of experimental data (a) to MD simulations (b). Statistics for sputter yield
evaluations can be found in figure [AZ6] in the appendix. The MD simulations were conducted by
Kai Nordlund.

Sputtering with 30keV Ga ions shows two maxima at (913) and (312) crystal ori-
entation in the IPF (see figure whereas sputtering with 8 keV Ga ions shows
one maximum at the (513) orientation in figure In addition, the maximum is
more smeared out for 8 keV ions than for 30 keV Ga ions. The differences of the
sputter yields between the low and high index surfaces were smaller for sputtering
with a 8keV Ga ion beam than for sputtering with a 30keV Ga ion beam. Note the
different scales in figure [6.12] and figure The simulations and the experiments
are again in very good agreement. The sputter data for 5keV Ga is shown in the

appendix in figure [A.7]
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6.2.3 Sputtering with Ga ions at 2 keV

The sputter experiments with 2 keV Ga ions have the highest experimental uncer-
tainty. This is due to the flux density, which is described in section[6.1.2] Here only
the high flux density sputter yields are presented. Due to the smaller sputter yields
compared to a 30keV ion beam, the sputter time is longer for a 2keV ion
beam. Therefore, a smaller amount of measurements was evaluated. Figure [6.17]
shows the sputter yield versus the crystal orientation for a 2keV Ga ion beam on
the target tungsten. Compared to sputtering under 8keV and 30keV Ga ions the
distribution of the sputter yield was again different.

experiment (111) MD (111)
2 keV Ga, 0° 2 keV Ga, 0°
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Figure 6.17: Sputter yields versus crystal orientations for tungsten sputtered with a 2 keV [Gal ion
beam: comparison of experimental data (a) to MD simulations (b). Statistics for sputter yield
evaluations can be found in figure [A-8]in the appendix. The MD simulations were conducted by
Kai Nordlund.

For a 2keV Ga ion beam, the differences of the sputter yield between the low and
high index surfaces were smaller than for the higher energies. The channeling crystal
orientations, e.g. (100), had nearly the same sputter yield as for a 30keV ion
beam. In addition, these low index crystal orientations were only a factor of two
different than the high index surfaces. The maximum sputter yield is located around
(201) crystal orientation and different located as for the sputter experiment at 30 keV
and 8keV. A comparison was performed between the different energies for the
experimental and simulated data points. Figure [6.18| shows for 2keV, 8keV, 30 keV
the minimum, maximum, and averaged sputter yields. In addition, the sputter
yields from simulations are shown and they fit to the average crystal
dependent sputter yields. The differences between minimum and maximum are
higher for higher energies.

68



-4 Exp. min/average/max _-P
< MD min/average/max ',—’—
-8 sDTrimsp ="
8- - <
- P
- -
g -—"-" -----
_— -
3 " T
- -
© 61 - PP
T, T
QL
=
]
£ 4
3
(o}
(1]

energy / keV

Figure 6.18: The dependence of sputter yields on the incident Ga ion beam energies: a comparison
of the experimental data (red triangles) to the MD (blue triangles) and SDTrimSP (green dots)
simulations is given. For the experimental data and MD simulations, the maximum and minimum
sputter yields originated from figure [6.12] [6.16|and [6.17] are displayed. The minimum sputter yields
are typically found at the low index surfaces. In the SDTrimSP simulations, the tungsten target
is assumed to be amorphous.

Figure [6.18 shows that the minimum sputter yields are nearly constant for different
energies. Typically, the smallest sputter yields were measured at the low index
surfaces which fulfill the channeling conditions. From this follows that the major
increase of the average sputter yields results from the high index surfaces.
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6.3 Angle-dependent sputtering

In this chapter, angle-dependent sputtering results are presented and its application
as an ion direction detector is described. It was discovered that sputtering is sensitive
to less than 1° of the misalignment of the sample mounting, respective the ion impact
angle. Therefore, an optimization algorithm was written. For optimizing data, it
is common to work with the raw measurements and not with the processed values,
which includes additional measurements like, sputter time, beam current and the
sputtered area. Using the raw data makes the interpretation of the optimization
easier and avoids mistakes. Therefore, the results are often presented in erosion
heights and not in sputter yields.

It is known from literature ™ that the sputter yield changes with the impact angle of
the ions. Figure [6.19] shows simulations with different ion impact angles
to the surface normal for 30keV Ga ions on the target tungsten. From [SDTrimSP]
simulations, the sputter yields are higher with higher impact angles until the impact
angle reaches around 77°. Beyond this impact angle, reflection of Ga ions dominates.
The reflected Ga ions do not enter the tungsten target and therefore, the sputter
yield decreases. In figure the dashed black lines show impact angles, which
were selected for the experiments.
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Figure 6.19: [SDTrmSP] simulations on the sputter yields of target tungsten (W) using a 30 keV
ion beam with various incident angles with respect to the surface normal. The black dotted
lines highlight the incident angles used for the sputter experiments.

An angle of 5° was selected to test the sensitivity to the impact angle. In principle,
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the experiment was an estimation of the misalignment error of the ion beam or the
misalignment error of crystal-orientation measurement. An angle of 20° was selected,
because the change of the sputter yield is moderate and should show similar results
as sputtering perpendicular to the surface. Therefore, this data set was suitable to
optimize the data according to the impact angle of the ions. For 60° the sputter yield
is more than two times higher compared to 0° and could show an inhomogeneous
increase of the sputter yield, which means that some crystal orientations show a
different behavior to the impact angle of the ions. For the experiments, again the
scanning was used with indentical settings as for the other experiments. As the
area increases due to the angle of 60° by a factor of 2, the fluence is a factor of two
lower. Of course this effect is valid for all angle dependent sputter experiments, but
the area increase is low below 20°. As already shown for the 30keV Ga ion beam,
the sputter yields do not depend on the fluence or flux density and the area increase
should also be negligible for higher impact angles than 20°.

Except for sputtering under 5°, all erosion depths in this section are similar, e.g.

between 0pm and 1.5 pm, which includes the data of the figures (6.3} [6.21], |6.22)).
This allows a good comparison between 0°, 20° and 60° impact angle of the ions.

6.3.1 Sputtering under 5°

According to simulations, shown in figure [6.19] the sputter yield is only slightly
higher for sputtering under 5° to the surface normal than sputtering under the sur-
face normal. Therefore, it is expected to get the same distribution of sputter yields
as for the impact angle to the surface normal, shown in figures and [6.12] Sput-
tering under 5° should show the sensitivity of the experiment to the misalignment

error due to sample mounting or other alignment errors, e.g. calibration of the
EBSDI detector.

The erosion depths in the IPF were evaluated to the surface normal (IPFz) and by
using equation the crystal orientations are rotated to evaluate the sputter yields
in the IPF to the direction of the impact angle of the ions (IPFion). Figure m
(b) shows the evaluation to the ion beam and this figure has the same sputter yield
distribution as for sputtering under the surface normal (figure . Figure m
(a) shows the evaluation of the crystals to the surface normal and the sputter yield
distribution of the [PEE does not fit at all to the sputter experiment under the
surface normal (figure . Obviously already 5° is enough to loose the previously
measured and calculated correlation of the sputter yields.

71



IPFz (111) IPFion (111)
30 keV Ga, 5° 30 keV Ga, 5° :

0 1 2 3 4 5 6
erosion depth / um

0 1 2 3 4 5 6
erosion depth / um

(100 10 - 20 30 40 (101) (100) 15 26 30 40 (101)

Figure 6.20: Influence of evaluation methods of crystal orientations on the correlation of the erosion
depths of tungsten sputtered with a 30 keV [Galion beam under an incident angle of 5° with respect
to the surface normal: (a) crystal orientations were evaluated to the surface normal (IPFz), (b)
crystal orientations were evaluated relative to the ion beam direction (IPFion).

The erosion depth was unexpectedly high in figure [6.20l A reason could be the
condition of the Normally, the [Gal reservoir should be exchanged every 1000 h
and the reservoir in the was already over 2500 h used. Therefore, the
was overdue for service. The current measurement before and after the experiment
was different and not constant as for all other sputter experiments. Also, the current
was in both measurements above 30 nA. With the used settings of the [FIB] usually
the current is around 19nA. Due to the uncertain ion current, only the erosion
depth distribution to the crystal orientation was compared and not the absolute
erosion depths.
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6.3.2 Sputtering under 20°

The sputter experiment was performed with a 30keV Ga ion which was tilted 20°
from the surface normal. The evaluation strategy was the same as for sputtering
under 5° from the surface normal.

IPFz (111) IPFion (111)
30 keV Ga, 20° 30 keV Ga, 20°

0.0 0.5 1.0 15
erosion / um

0.0 0.5 1.0 15
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(100)‘ 10° 20° 30° 40°  (101) (100) 10° 20° 30° 40°  (101)

IPFz (111) IPFion (111)
30 keV Ga, 20° 4 30 keV Ga, 20°

0.0 0.1 0.2 0.3

s 107 30° 300 407 (101 ol 1 200 30 —40°(101)
(c) (d)

Figure 6.21: Influence of evaluation methods of crystal orientations on the erosion depths of tung-
sten sputtered with a 30keV ion beam under an incident angle of 20° with respect to the
surface normal: (a) crystal orientations were evaluated to the surface normal (IPFz), (b) crystal
orientations were evaluated relative to the ion beam direction (IPFion), (c) the SDs of the errosion
data in (a), (d) the SDs of the errosion data in (b).

Figure [6.21] (a) shows the erosion depths versus the crystal orientations evaluated
to the surface normal in an [PFz. In this evaluation a random distribution of the
erosion was observed. In figure M(b), the erosion depths were plotted versus the
crystal orientation evaluated in the direction of the ion beam in an [PFion. They
show a similar erosion distribution as for sputtering under the surface normal. The
SDTrimSP| simulations (figure show an insignificant increase of the sputter
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yield between sputtering under the surface normal and sputtering 20° from the
surface normal. Therefore, a similar distribution of the erosion depths was expected.

6.3.3 Sputtering under 60°

For sputtering under 60°, the evaluation of the crystal orientation was only per-
formed under the impact angle of the ions (IPFion) and the result of the erosion
versus the crystal orientation is shown in figure [6.22

IPFion
30 keV Ga, 60°

0.0 0.5 1.0 1.5
errosion / pm

. : i ‘1,. .
(100) 10 20° 30° 40 (101)

Figure 6.22: Erosion depth versus crystal orientations for tungsten sputtered with a 30 keV ion
beam under an incident angle of 60° with respect to the surface normal. The crystal orientations
were evaluated relative to the ion beam direction (IPFion).

The ratio between lowest erosion depth and highest erosion depth is a factor of 8
and is similar compared to sputtering under 0° to the surface normal. Since the
fluence is a factor of two lower, because the area increases by a factor of two due
to the impact angle of 60° to the surface normal, the resulting sputter yields are
around a factor of 2 higher compared to the sputter experiments under 0°. The
sputter yields are visualized in figure (a). As expected from the calculations for
the average sputter yield by [SDTrimSP| the crystal orientation dependent sputter
yields are also significantly larger.
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6.3.4 Comparison of angular distribution of the sputtering

Four different impact angles (0°, 5°, 20°, 60°) were studied with a 30 keV ion
beam. Since the ion beam was not stable during the experiment for the impact angle
of 5°, the other three impact angles are compared to each other in this section.

Figure [6.23| shows a comparison of angle dependent sputter yield data of
simulations and the experimental sputter yields. The fluence of the experimental
sputter yields were the same and the minimum, mean and maximum sputter yields
are visualized. Although there is a higher spread of the sputter yields in absolute
values towards higher impact angles, the ratio between minimum and maximum is
about the same. In general, the simulations are in well agreement with the experi-
mental data.
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Figure 6.23: [SDTrimSPl simulations of the tungsten sputter yields using a 30keV ion beam
with various incident angles with respect to the surface normal. The blue line is the mean sputter
yield and blue dotted lines highlight the min and the max sputter yield of figure [6.30] and

[6.8(b)-

Crystal-dependent sputtering under the surface normal shows clearly two maxima in
the[[PF]at the high index surfaces in figure[6.12|respectively [6.30, whereas sputtering
under 60° to the surface normal does not show two maxima at the high index surfaces
in the [PE (figure [6.6]). Therefore, under each impact angle, e.g. 0°, 20° and 60°,
the amount of the sputter yield values was counted for each IPF. Several crystal
directions have a similar sputter yield analyzed by frequency distribution analysis,
which is shown in figure
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For a better comparison of the frequency distribution analysis, the sputter yields
under an impact angle of 60° to the surface normal were plotted a second time, but
re-scaled with the ratio of the mean sputter yield under 0° and 60° to the surface

normal, which is % = 0.443.

In figure [6.24] it is visible that two peaks, respectively the two maxima, have shifted
between sputtering perpendicular and 60° to the surface normal. For sputtering
under 60°, more crystal directions have higher sputter yields compared to sputtering
under the surface normal. In other words, two crystal orientations have two different
functions which could describe the sputter yield for different impact angles.

This is an interesting fact and it shows that angle-dependent sputter yields can not
be described by one cos(¢) function, which is often donel8l. Maybe this effect is
due to linear collision sequences. Some crystal orientations could have a stronger
increase of linear collision sequences compared to other orientations. This would
change the frequency distribution analysis.
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Figure 6.24: Number of crystal directions versus sputter yield for tungsten sputtered with a 30 keV
ion beam. For a better comparison the data sputtered under an angle of 60° is shown a second
time but re-scaled with the ratio of the mean sputter yield under 0° and 60° to the surface normal.
The sputter yield distribution changed between them.
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6.4 Ion impact angle detection

The sputter experiment with an impact angle of 5° showed that the known distribu-
tion of crystal-dependent sputter yields was lost (see figure . Due to the high
sensitivity of the evaluation to the direction of the ion beam, a method was devel-
oped to detect the impact angle of the ions. In principle, different ways are possible
to detect the impact angle of the ions or the misalignment error of the experimental
setup. Two of them are described here with sputter data of a 30keV Ga ion beam
under an impact angle of 20° on the target material [W]

6.4.1 Minimizing the error

For finding the impact angle of the ions, the error was reduced between the sputter
yields for different single crystal grains. Ten thousands of single crystal grains were
rotated in 0.33° steps of ¢ by using equation [2.5| and the error of the erosion depth
of each crystal orientation was determined for every possible ion impact angle. The
used error was the [SD which is not the optimal statistic value because it ignores
the amount of measurements. In future, this should be optimized, e.g. with the
"mean absolute error”. For each rotation step of tilt angle ¢, the was calculated
for each crystal orientation. Often, many grains corresponded to the same crystal
orientation and for each rotation matrix multiplication a new arrangement of grains
corresponded to the same crystal orientation.

Figure 6.25: One [EBSDI measurement presented in two orientation maps. (a) shows the crystal
orientation to the surface normal (IPFz) and (b) shows crystal orientation under ¢ =20° to the
surface normal (IPFion). The [EBSD| color scale shows a new pattern in (b) compared to (a).
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To illustrate this, one[EBSDImap is shown in figure [6.25]in two different perspectives
of the same area for the tilt angle ¢ = 0°, which corresponds to an [PEz, and ¢ =
20°, which corresponds to an [PFion. In these images, grains with the same color
have the same crystal orientation for a perspective, e.g. IPFz. By changing the
perspective, a new arrangement of grains shows the same color, respectively the
same crystal orientation.

In one [[PE] figure, thousands of sputter yields were evaluated and therefore, thou-
sands of were calculated for each tilt angle. To generate one value over the
whole [PE], the average value was taken of all the derived for each tilt angle ¢
and visualized in figure[6.26l A minimum of the error is visible at ¢ = 20°, which is
the impact angle of the ions. This method will not work for poor data sets, which
means a lot of crystal orientations were not evaluated because of a textured sample
or an insufficient amount of grains was measured. An example of an insufficient
data set is shown in figure [6.20]

0.171

0.121

0 5 10 15 20 25 30 35 40
¢/°

Figure 6.26: Average versus the tilt angle of the [PEl For example for ¢ = 0° the average of
the of figure c¢) and for ¢ = 20° the average of the of figure d) is given. More
[PEk examples with different tilt angles ¢ are shown in figure At the lowest the crystal
orientation of the grains was directed to the ion beam. The [W] sample was sputtered under 20°
to the surface normal with a 30keV [Gal ion beam, which is in line with the proposed evaluation
scheme.

6.4.2 Principal component analysis
A principal component analysis (PCA]) is a second method to find the impact angle
of the ions. An[[PHis a reduced representation of a linear projection, which includes

24 symmetry points in a [bed lattice.
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Figure 6.27: Influence of misalignment angles of crystal orientations to the surface normal on the
erosion depths of tungsten sputtered with a 30 keV ion beam under an incident angle of 20°
with respect to the surface normal: (a) 10°, (b) 15°, (c¢) 18°, (d) 19.7°, (e) 20.3°, (f) 22°, (g) 25°,
(h) 30°.
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"The main idea of [PCA] is to find a linear projection of the data that optimally
matches the data structure in the well defined sense of accounting the maximum

amount of variance that can be captured in the lower dimensional representation of
the data” 1M,

In principle, this technique is similar to the one used above, but focuses not on the
error between the measurements for one crystal orientation. Instead, the method
focuses on the highest differences on the measured data in the [PE], which are the
differences of the erosion depths. For the[PCA] the full data set with the three Euler
angles was used to rotate every measured crystal orientation with equation in
0.33° steps of ¢ (see Euler angle chapter .
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Figure 6.28: [SD},c, of erosion depths as a function of the misalignment angles. The erosion of
target tungsten was caused by sputtering with a 30keV [Gal ion beam under an incident angle of
20° with respect to the surface normal. The standard deviations of the [PH calculated at ¢ = 0
and ¢ = 20 correspond to the cases shown in figure The standard deviations at a few other
misalignment angles were calculated based on figure

For a cubic crystal lattice, an [PE is 1/24"" of a pole figure and it is a reduced
representation of all 24 symmetric elements of a pole figure into a triangle. The first
Euler angle ¢, which rotates the crystal lattice around representation plane normal,
is not taken into account in an [[PE] whereas for the rotation matrix multiplication
the first Euler angle ¢; is necessary. Each rotation matrix multiplication resulted
in a new arrangement of the erosion depths in the [PEl For the PCA] the was
taken of all evaluated erosion depths in the [PF and for this work, the taken
by the [PCAl is called [SDl,c.. The [SDl,. was plotted to the second Euler angle ¢
(tilt angle around the X axis of the sample surface plane, see figure in figure
The [SD},. of the erosion depths is in other words the differences between the
erosion depths. The maximal [SDl,., was searched.
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If the chosen ¢ is close to the impact angle of the ions, the distribution of sputter
yields fits to figure and the maximum [SD},., was found at ¢ = 20°, which is
shown in figure [6.28].

A few IPFs of this evaluation are shown as examples in figure [6.27] The [SD},. was
taken over these data points. In figure [6.27] the influence of the misalignment ¢ is
visible to the erosion depth. Already 2° mismatch ends in a ”blurry” [PEl As a
result of these figures, the sensitivity is very high to the misalignment angle, e.g.
error angle due to sample mounting, respectively to the impact angle of the ion.
Since the method looks promising for detecting the impact angle of high energetic
ions at the material surface, the sensitivity of the impact angle detection will be
investigated in the next section in more detail.

As figures [6.26] and [6.28] show, both methods yield similar results and the best
optimization procedure depends on the experimental data set. Probably the [PCA]
provides better results for higher energies, because the crystal-dependent sputter
yields show a higher variance (see figure .
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6.4.3 Optimization of 30 keV sputter data

Section [6.4.1] and [6.4.2 show that sputtering is sensitive at least to the impact angle
of the ions around 2°. Also it shows, that it is possible to find the impact angle
of the ions through [PCAl or to minimize the error between the measurements and
to correct this misalignment during the evaluation. The sputter experiment with
30keV Ga ion perpendicular to the surface consists of 4 independent data sets. But
the evaluation in the [PEz shown in figure [6.17] was done by combining them to one
data set.
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(¢) The sample misalignment is in @maz = —90° and in (d) The sample misalignment is in @mas = —70°
Pmaz = 0.5°. and in ¢mas = —1.5°.

Figure 6.29: [PCAlevaluation shows the misalignment error of the sample mounting in the 4 different
experiments. [SDkp, are shown in regard of two Euler angles. The crystals were twisted in ¢ and
¢, which results in a different [SD},c, for the [PEl A second illustration of these figures are polar
plots, which are shown in the appendix in figure[A.9} The maxima[SD},c. is used to find the angles
to correct the misalignment with equation [2.5] The four corrected data sets were combined and
visualized as an [[PT| shown in figure [6.30]

By these experiments, the [EBSD| measurements were not performed on the same
day as the sputter experiments, which means that for the sputter experiments and
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for the [EBSD| measurements the samples were mounted independently. Therefore,
each mounting procedure could include another error and that can be checked by
calculating them separately.

Figure [6.29 shows the PCA results independently for the four data sets sputtered
with a 30keV Ga ion. In these data sets, the angles which had the maximum [SDl,,
were taken to correct the measurements with roation-matrix multiplication for each
measurement (see equation . For the four sputter experiments the highest SDpc,
was found for ¢, = 0.5°, -1.5°, 2°, -4° and @, = -90°, -70°, 80°, 30°, respectively.
The strong variation of ¢ is not surprising, because ¢ is a rotation around the surface
normal and a rotation of 90° means that the tilt axis for ¢ is now the Y axis instead
of the X axis (see figure and for this case is X* = Y). Note that only a rotation
¢ (¢ = 0) does not change the crystal orientation to the surface normal in an
[PE] representation. The correction by ¢,,q. = -4° resulted from an obvious sample
misalignment, which was already noticed after the experiment. The optimized [PE]
is shown in figure[6.30|(b). After the correction, the distribution of the sputter yields
of figure [6.30{(b) is more similar to the simulations of figure|[6.12(b) and (c) than the
distribution of the sputter yields of figure [6.30(a) and [6.12](a).

IPFz IPFz optimized (111)
30 keV Ga, 0° 30 keV Ga, 0° 3
E 2 a .
0 3 6 9 0 3 6 9

sputter yield W/Ga sputter yield W/Ga

(100) 10 - 2; Zl.) 40 (101) (100) 10 Zé 3(‘1 40 (101)
(a) (b)

Figure 6.30: Sputter yields versus crystal orientations. (a) the evaluation without optimization
as already shown in figure a). (b) after correcting the measurements by rotation matrix
multiplication due to [PCA] (see figure . The sputtering experiment was performed on a
polycrystalline tungsten sample using a 30 keV ion beam. The optimized figure looks much
clearer than the non-optimized figure.

To illustrate the error of the impact angle detection algorithm, figure [6.31] shows the
[SDbca t0 Pmar for a constant ¢ = @y With a fixed rotation angle ¢y,4,, the four
maxima of the [SDl,, to the impact angle ¢ is clearly visible. If in figure one
of the four curves was shifted by 1°, it would be clearly off the others. This shows
that the impact angle ¢ can be evaluated better than 1° accuracy. In addition,
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Figure 6.31: Standard deviations as a function of misalignment angles for four different sputter
experiments shown in figure [6.29] The standard deviations were evaluated by the PCA analysis.
The maximum standard deviation for each experiment is normalized to 0.

the corrections of the impact angles ¢ of around 2° (¢4, = 0.5°, -1.5°, 2°, -4°) in
figure [6.30| show a significant effect in the IPF, which illustrates the sensitivity of the
impact angle detection algorithm. The sensitivity and therefore, the resolution of the
impact detection algorithm correlates with the width of peak shown in figure [6.31}

It can be hypothesized that the width of that peak is due to the ion impact angle
distribution of the [FIB] and not due to the measurement. A [FIBl scans over
the sample and deflects the ion beam around 1°. An estimation of the maximum
deflection angle can be done with the working distance of the and the scan area
of the [FIBl The working distance of the used [FIB| was around 16.5mm and the
maximum scan area was around 1000x 1000 pm?.

To verify the assumption, the scan area was split in 4 smaller scan areas and each
area was sputtered with a 30keV Ga ion beam. The stage was not moved during
the experiment, only the ion beam was deflected. The sputtered areas are shown in
figure If the accuracy of the ion impact angle detection is better than 1°, the
algorithm should detect different impact angles in each sputtered area and all four
ion directions should point to one spot, which is the source of the [FIBl

The distance between the center of each sputtered rectangle is around 400 pm in
figure |6.33] Therefore, the maximum difference in the impact angle is

0.4mm

arctan( ) =1.4° (6.1)

6.5mm

between the areas. Since the lens system of a FIB does not end at the pole peace,
which means that the deflection point is inside the[FIB], the distance to the deflection
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point is even larger than 16.5mm. Therefore, the difference of the impact angles
would be smaller than 1.4° by detecting the impact angles of the 4 areas. The 1.4°
is an upper boundary value of the impact angle variation.
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Figure 6.32: Mean standard deviations between the erosion measurement of different perspectives
due to two different Euler angles. The minimal standard deviation was used to find out the impact
angle of the ions.

After the sputter experiment, the 4 areas were evaluated separately and the impact
angles were detected with the detection algorithm introduced in section 6.3, Due to
the smaller sputter area only a low number of sputter grains were measured. Thereby
the sputter yields of around 300 grains were evaluated. As already shown in section
the sample has a strong texture, which is in this case an advantage. For finding
the impact angle of the ions, the between the sputter yields is minimized in
the [PEFcorner of the (100) orientation. The result of the impact angle detection is
shown in figure [6.32] and illustrated in figure [6.33| with a circle which has a line of
the radius. The radius length illustrates the impact angle ¢ and the direction of the
radius line was selected due to the rotation angle ¢.

The difference of the impact angle ¢ is around 0.5° between the sputtered area
(a)/(b) and (c)/(d) shown in figure[6.33] This is often a negligible error for the elec-
tron microscopy, because small structures are investigated with this kind of micro-
scopes. The differences of the impact angle fit to the above mentioned assumptions
and show that the detection limit of the impact angle of the ions is even better than
1°. Due to the high sensitivity of the impact angle detection, the method is suitable
for an ion direction detector.
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Figure 6.33: Secondary electron image showing four areas sputtered by a 30keV Ga ion beam
under an incident angle of: (a) ¢ = —26°/¢ = 0.75°, (b) ¢ = 11°/¢ = 0.8°, (c) p = —18°/¢ =
1.3°, (d) ¢ = 8°/¢ = 1.3°. The circles symbolize directions of the incident ion beam with rotation
o, while the radii indicate the tilt angles ¢ of the incident ion beam with respect to the sample
surface.
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6.5 Correlated properties of sputtering with Ga ions

Two additional properties, secondary electron emission and gallium implantation,
were investigated in this section for the main sputter experiment, namely sputtering
with a 30 keV Ga ion beam. It is expected and known that these properties correlate
with the sputter yield #2113

The secondary electron emission is a surface process. If the deposited ion energy at
the surface was higher, more secondary electrons would be emitted. Therefore, the
secondary electron emission was investigated.

Beside sputtering, the ions could be reflected or implanted. Reflection of ions is
typical for light ions, e.g. hydrogen (H) and [Dl and implanted ions penetrate the
crystal lattice and come to rest. Therefore, the gallium implantation was investi-
gated with [EDXl and evaluated to the crystal orientation. In addition, [FIBl prepared
cross-sections were performed to deduce the implantation depth.

Both properties were correlated with the sputter yields. First the tungsten sample
was sputtered with a 30keV Ga ion beam. This cleans the surface from potential
impurities. Afterwards the investigations were performed on the sputtered area.

6.5.1 Secondary electron emission

A has several electron detectors to generate different gray scale images for
pronouncing material properties or to evaluate the structure of the material. One
detector is called Everhart-Thornley detector, which is a[SEl detector M4, Normally,
a[SEM] scans with an electron beam, but a[FIBHSEM] can also scan with an ion beam
over the selected sample area and detect the SEM. The image of the emitted
induced by the ion beam is shown in figure W(a) with an overlay image of
the crystal orientations. The contrast data was evaluated and visualized as an [PF,
which is shown in figure[6.34(b). The Everhart-Thornley-detector was not calibrated
to the absolute amount of SEl Therefore, only the differences in the [SE| emission
yield between many crystal orientations can be evaluated.
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Figure 6.34: (a) An overlay of image induced by a 30 keV Ga ion beam and EBSD image of
a polycrystalline tungsten surface. (b) emission versus crystal orientations. The amount of
secondary electrons was deduced from the gray scale of a image.

There are several different processes to generate secondary electrons like thermal,
potential, or kinetic electron emission. Also, by sputtering tungsten atoms, [SEk are
emitted. From literature it is known, "when ions are aligned obliquely to a low
index crystallographic plane, the ions are stopped closer to the surface, resulting
in a larger sputter yield and higher secondary electron yield. Thus, ion channel-
ing directly influences the imaging signal and relative contrast between different
grain orientations” M. In other words, a ion beam can be used to detect the
channeling in the grains of a sample.

The distribution of the [SEl emission versus the crystal orientation were in agreement
with the distribution of the sputter yields. To illustrate this agreement the [SEl emis-
sions and the sputter yields of figure were correlated for each crystal orientation.
Each evaluated crystal orientation with less than 50 data points was excluded to get
reliable values (see section or [1.2). The result is shown in figure [6.35

In principle the Everhart-Thornley detector signal should be proportional to the
amount of [SEk, because it is based on a scintillation counter. Therefore, the data
in figure [6.35] shows that the sputter yield is linear to the emission. This plot
includes 2654 evaluated data points and has a few outliers. The spread of the
data points is probably due to the misalignment angle. By using the not-optimized

sputter yields of figure[6.12|(a) the spread of the data in figure was much larger.
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Figure 6.35: Correlations between secondary electron emission intensity and sputter yields.

The linear dependency is also found by others ™21 The improvement here is the
strongly increased amount of data points.
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6.5.2 Gallium implantation

Sputtering and the emission depend on the channeling condition of the crystal
lattice. If an ion channels into a crystal lattice, it will remain inside the lattice.
Therefore, [EDX] measurements were performed on the sputtered areas.

The focus was to detect the implanted near the surface. In a first trial,
measurements were tested with a 20 keV and 5 keV electron beam. The 5 keV electron
beam showed better results, which actually means that the differences are bigger
between maximum and minimum of the amount of of various grains. This is
reasonable, because a 20keV electron beam has an excitation depth in tungsten of
around 200nm and the implanted atoms were closer to the tungsten surface.
With a 5keV electron beam, an intensity image of the [EDX] analysis is shown in
figure [6.36] (a), which is used to correlate the intensity of the amount to the
crystal orientation.

ThelGal distribution into the depth was different for each crystal orientation, also the
penetration depth of the electron beam was different for various tungsten grains. A
quantification of the [EDX] spectra would give the approximate content. There-
fore, only the intensity map was evaluated with a 5keV electron beam for ’all’ crystal
orientations. In addition, two grains were selected to estimate the order of the
content. The highest amount of is around 20 at% and the lowest amount of
is below 2at%, as shown in figure [6.36l The crystal-dependent [Gal [EDX] intensity
distribution is shown in figure [6.36] (b) as an [PEl

IPFz (111)
Grain 1 )
/zé‘”’AZ%Ga EDX
\Gram 3 0.0 05 1.0

2 at% Ga Contrast 8 bit

=

a9
Ch0 MAG: 95x HV: 5kV_ WD: 5,0 mm

(a) (b)

Figure 6.36: (a) EDX intensity map showing the concentration of Ga atoms implanted during
sputtering of a polycrystalline tungsten with a 30keV ion beam. Tungsten grains with strong
EDX intensities appear to be bright, indicating a high concentration of implanted Ga atoms. The
white arrows indicate two grains where the[Gal content was evaluated. (b) Intensities of EDX signal
versus crystal orientations.
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The distribution of the anti-correlates with the evaluated sputter yields of fig-
ure[6.30] The grains with a low sputter yield have a high amount of[Gal The relation
between the [EDXlintensity of[Galand the sputter yield is exponential, which is shown
in figure [6.37]
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Figure 6.37: Implanted Ga intensities versus sputter yields for tungsten grains. Note that implanted
Ga content intensities were evaluated from a 8-bit image (figure [6.36]).

To verify the content in the surface, two grains were selected with a high amount
of [Gal and a low amount of Ga, which are marked in figure [6.36] (a) with grain 1 and
grain 2. The surface quantification shows that grain 1 has around 20 at% and
grain 2 has around 2 at% [Gal

For a cross-section, two grains are necessary, because the influence of the |Gal ion
beam, which was used for the cross-section, must be excluded. First, a Pt-C coating
was deposited with an electron beam to protect the surfaces of the grains. There-
after, a cross-section was produced with a 30 keV ion beam. The cross-section is
shown in figure m (a). The grain 1 and 2 are marked inside the image. On top,
the Pt-C cover is visible. In figure [6.38] (b) the [EDX| map is shown. Grain 2 has
a low amount of at the tungsten surface, which means that the ion beam
does not have a significant effect on the cross-section preparation. Therefore, the
amount of grain 1 stressing from the [FTB] cutting was negligible. Grain 1 had
around 20 at% [Gal in the first 50 nm of the tungsten surface as can be deduced from
the green area in the map and the line scan (6.38(c)).
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Figure 6.38: EDX analysis with a 5 keV electron beam of a cross-section comprised of two adjacent
tungsten grains sputtered by a 30keV ion beam: (a) SE image of the cross-section. Surface
view of the two adjacent tungsten grains can be seen in figure [6.36] as indicated by the white
arrows. A Pt-C layer was deposited onto the surface using electron beam prior to cross-section
preparation by FIB; (b) elemental mapping of the cross-section; (c) elemental line scanning of the
two tungsten grains. The two areas of the scanned lines are marked by white lines in (b). Surfaces
of the two tungsten grains are normalized to x=0, as indicated by the dashed perpendicular line.
Note that the cross-section and [EDX] analysis were made 1.5 years after the sputter experiment.
Grains 1 and 2 have (100) and (216) orientations, respectively.

To visualize the content in grain 1 and 2, two line scans were evaluated. A
line scan is a selected area and plotted in one dimension, which is the implantation
depth. The selected areas for the line scans are marked with white lines in figure[6.38|
(b). The line scan is shown in figure [6.38 (¢). The length scale of the x axis was
adjusted to 0 at the tungsten surface. Grain 1 has a crystal orientation of (100),
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which is a channeling direction. Therefore, channels around 400 nm into the
crystal lattice. The investigation of the cross-section was performed 1.5 years after
the sputter experiment. Therefore, the question came up if the could diffuse out
or into the crystal lattice at room temperature during the 1.5 years.

Figure 6.39: SEM images showing the enrichment of implanted Ga atoms at the tungsten grain
surface: (a) a low magnification SEM image showing an overview of the cross-section comprising
two adjacent tungsten grains, (b) a high magnification SEM image showing the microstructure
details of the cross-section of tungsten grain 3. EDS analysis shown in figure [A.10]in the appendix
indicates that the layer between Pt-C coating and tungsten grain 3 contains a high concentration
of implanted Ga atoms. Note that tungsten grain 3 has a (111) crystal orientation.

To exclude diffusion, a second experiment was performed. This time, the sputter
experiment and the[EDXlanalysis were performed on the same day. A polycrystalline
tungsten sample was sputtered with a 30 keV Ga ion beam and afterwards a surface
[EDX] was performed for two selected grains with a high and low amount of [Gal The
two selected grains are shown in figure m (a). The[EDX]line scans for grain 3 and
4 are shown in the appendix in figure [A.10] The [EDXlline scans of the two analysis
are similar. It is interesting that the enrichment zone in grain 3 is visible with
an unexpected sharp edge in the contrast, which is shown in figure m (b).

A comparison of the enrichment zone of grain 1 and grain 3 is presented in
figure Both grains fulfill the channeling condition. But the grain 3 has a (111)
crystal orientation and grain 1 has a (100) crystal orientation. This makes a direct
comparison in figure [6.40] questionable.

At least, a strong diffusion of [Gal can be excluded. Also for the (111) crystal orien-
tation, a 30 keV ion beam can channel around 350 nm into the tungsten grain.
Interestingly, the plateau of the content in grain 3 is around 150 nm below the
surface. This plateau is not so strongly pronounced in grain 1 which could be due
to the diffusion.
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Overall, the cross-section [EDX] analyses confirmed the surface [EDX] analyses in
figure and the maximum concentration of is around 20at% whereas the
lowest amount of [Gal is below 1at%.
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Figure 6.40: Elemental line scanning analysis of the cross-section of tungsten grains with (100) and
(111) crystal orientations: a comparison of implanted Ga atom concentrations. The [EDX] surface
analysis was the criterion for the selection of the grains. Note, the EDX analysis of tungsten grain
with (100) orientation was made 1.5 years after the sputter experiment, while for tungsten grain
with (111) orientation, the Ga concentration was analyzed directly after the sputter experiment.
Tungsten surface is located at x=0 for both cases.
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6.6 Deuterium Sputtering

Deuterium sputtering was performed with two different materials. One material

was the standard polycrystalline bulk tungsten material, the second one was the
W-heavy alloy [IPMIS50HGAITLIS]

HPM1850 is a tungsten base material with 1w% Fe and 2w% Ni. Both materials
were sputtered with the linear plasma device SIESTAIM™ at [PPlL Afterwards [EBSD
measurements were performed and the samples were analyzed with CLSM.

6.6.1 Tungsten

The polycrystalline tungsten sample was sputtered with 2 keV [Dlions over 3 working
days to reach a mean erosion depth around 500 nm. This resulted in a fluence of
6.44 x 10%* at /m?.

For getting the absolute erosion depth, markers were deposited to cover several
tungsten grains and to protect them against erosion. Unfortunately as shown in
figure [6.41] all markers disappeared. But the grain dependent sputtering is well
visible.

(b)

Figure 6.41: SEM images of tungsten showing the surface microstructure before (a) and after (b)
the sputter experiment. Note that the deposited Pt-C layers next to the FIB labeled specimen
name disappeared in (b).

Therefore, the leveling of the height data was based on experiments, in
which the sputter yield of such samples was measured due to mass loss. In addi-
tion a second check was performed. The second sputter yield investigation with
[IPMI850 as target had an advanced marker preparation, which persisted under
ion bombardment. The prepared cross-section on the HPM sample (see
figure confirms the absolute tungsten erosion of around 100nm at the (100)
crystal orientation. With these information the erosion depth versus the crystal ori-
entation was evaluated, which is shown in figure[6.42|(a). The corresponding sputter
yields are shown in the appendix in figure
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(c) Optimization of all data values with [PCAl The (d) Optimization of selected data points with [PCAl
[SDlbc as of the measurements of the IPF are shown for The[SDbcas are shown of the measurements inside the
different misalignment angles (¢ = 0 and ¢ = 0 was red rectangle in (a). The crystals were twisted in ¢ and
the EDbca of the values in (a)). The crystals were ¢, which results in a different [SDpcs. The coordinate
twisted in ¢ and ¢, which results in a different SDlpca @Ymaz = 12° and ¢maz = 5° shows the highest[SDpca,
for the [PFl No impact angle could be identified, be- which actually shows the direction of the ion beam to
cause of the white areas in (a) (to less detected crystal the surface normal.

orientations).

Figure 6.42: Crystal orientation dependent erosion behavior of a polycrystalline tungsten after
sputtering with a 2keV [Dl ion beam: (a) erosion depths versus crystal orientations, the crystal
orientations were evaluated with respect to the surface normal; (b) erosion depths versus crystal
orientations, the crystal orientations were evaluated with respect to the direction of incident ion
beam; (¢) and (d) standard deviations of the optimization of two Euler angles.

First, the erosion data in figure M(a) was not well understood, because high sputter
yields were visible at the boundaries of the triangle and the distribution seemed to
be different compared to the sputter experiments (see figure . After angle-
dependent sputter experiments with [Gal the reason became clear, because as shown
in section [6.4.3] the developed method is strongly sensitive to the impact angle of
the ions. The device [SIESTA] had a misalignment due to the sample mounting and
ion optics, which is around 5°.
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After the impact angle detection method was developed, it was used to optimize
the data. As realized in section [6.4.2] the [PCA] was performed with the data of the
whole [PH in figure [6.42|(a) and the [PCA] failed as shown in figure [6.42c), because
many crystal orientations were not found on the sample, as can be identified by the
white areas in the [PEL

Therefore, the PCAl was applied on a smaller region of the [PF] marked with a red
rectangle in figure [6.42fa). The result of the SDpca from the [PCAl evaluation is
shown in figure M(d), which shows the impact angle of the ion, ion optics or the
misalignment error due to sample mounting.

After correcting this error, strongly eroded grains were not anymore at the bound-
aries of the [PF], which is shown in figure[6.42|(b). The higher erosion appears closer
to the center of the [PE|l where the high index surfaces are located. This is in agree-
ment with the experiments of a 30keV Ga ion beam. Therefore, the distribution
of the erosion looks similar to that of which means the low index surfaces have
low sputter yields and the high index surfaces have high sputter yields. This was
expected for 2keV [Dl from [Gal sputter experiments and simulations 109
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6.6.2 HPM1850

HPM1850 is a W-heavy alloy produced by the company H.C.Starck™9. Tt is a
sintered material and is composed of tungsten with 1w% Fe and 2w% Ni and has
a density of 18.5mg/mL. Therefore, it has a homogeneous texture as demonstrated
in the appendix in figure [A.13] This means that the crystal orientation of the
tungsten grains is randomly distributed and the sample does not contain a preferred
crystal orientation as the tungsten samples used for the investigation in the previous
sections.

The Fe and Ni act as a sintering add-on as a kind of glue between the tungsten grains,
which is visible in figure [6.44] (a) (the black area surrounding the tungsten grains).
The Fe/Ni phase between the grains required a changed polishing procedure and the
surface was in general rougher than for tungsten. Electropolishing was not anymore
possible, therefore the sample was only mechanically polished. After polishing,
height differences of around 500 nm between the grains were detected. Therefore,
the same areas were analyzed before and after the sputter experiment with CLSM
to allow difference microscopy.

As a side topic, heights of the polished surface were correlated to the crystal orien-
tation to study crystal-dependent polishing. The evaluation after polishing is shown
in figure [6.43] The crystal orientation (111) and (110) show a higher erosion rate
compared to the (100) crystal surface orientation.
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Figure 6.43: Influence of crystal orientations on the mechanically polishing of HPM1850: (a) height
profile map derived by CLSM, (b) height profile map visualized in an IPF.

This study was not performed systematically. In order to draw conclusions for crystal
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dependent polishing, the experiment needs to be repeated. However, it is clear from
this single observation that crystal orientation dependent polishing would influence
the evaluation of the sputter experiments. Therefore, difference microscopy was
implemented into the Python tool and used during the evaluation of the sputter
experiment. This means that the heights measured before and after the sputter
experiments were subtracted eliminating the influence of the polishing.

Due to the experience of [D|sputtering on tungsten, shown in figure|6.41 a Pt-C cover
was deposited with an advanced preparation. First 5 holes were prepared with the
ion gun (figure a)) and afterwards a Pt-C cover was deposited over these
holes (figure [6.41)(b)). The holes should provide a stronger adhesion of the deposit
layer.

(a) (b)

Figure 6.44: SEM images showing an advanced technique to evaluate the absolute depths of erosion
induced by sputtering: (a) holes preparation by Ga ion gun. The bright and dark contrasts of the
substrate are W and Fe/Ni phases, respectively; (b) deposition of a Pt-C layer over the prepared
holes; (c¢) redeposition of a thin Pt-C layer and cross-section prepared after sputtering the sample
surface with 2 keV [Dl ions.

After the Pt-C cover was deposited, the sample was sputtered with 2keV [Dl ions
in [SIESTAl The fluence was a little bit lower as for the tungsten sample with
3.7 x 10*at/m?. As already mentioned, during the evaluation the polishing rough-
ness was taken into account by difference microscopy. The erosion depth versus
crystal orientation is shown in figure [6.45(a).

Since has a homogeneous texture, the [PF is evenly populated and the
[PCA] was performed over the whole date set. The misalignment through sample
mounting was around 6°, which is comparable with the evaluation of tungsten. The
result of the [PCAl analysis is shown in figure [6.45|c). The corrected [PE is shown
in figure b). The result is similar as for tungsten. All highly eroded grains at
the boundaries of the [PE moved to the center of the [PH as it was expected. The
channeling crystal orientations had a low sputter yield and the high index surfaces
had a high sputter yield, which is similar to a 30keV Ga ion beam (see figure .
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(c) Optimization of the measurements with [PCAl The [SDlpcas of
the erosion values in the IPF are shown for different misalignment
angles (¢ = 0 and ¢ = 0 was the[SDlpca of the values in (a)). The
crystals were twisted in ¢ and ¢, which results in a different SDpca
for the [PEl The coordinate @maz = —10° and ¢maz = 5° shows the
highest SDlpca, which actually shows the direction of the ion beam
to the surface normal.

Figure 6.45: Crystal orientation dependent erosion behavior of [IPMI85(] after sputtering with a
2keV [Dl ion beam: (a) and (b) erosion depths versus crystal orientations in an IPF. The crystal
orientations in (a) and (b) were evaluated with respect to the surface normal and the direction
of the ion beam, respectively; (c) the change of standard deviations with the two impact angles.
The standard deviation at ¢ = 0 and ¢ = 0 corresponds to the case shown in (a). The standard
deviation peak appears at ¢ = —10° and ¢ = 6°, which actually indicates the direction of the ion
beam with respect to the surface normal.

100



The results show that the method to evaluate thousands of different sputter yields
in various crystal orientations works for different sputtering particles and particle
sources. The evaluation process and the experimental set up is more complicated
than making the crystal orientation measurements and the sputter experiment in one
device (focused ion beam scanning electron microscope (FIB=SEM])). The amount
of data by sputtering with the device could be increased easily in future
experiments, because the sputtered area is not limited to around 1mm? as it was

by the [FIBL
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6.7 Summary and discussion for sputtering results

Crystal-dependent sputter yields were evaluated for different flux densities, different
fluences (Ga: 0.5 x 10?2 — 4.3 x 10?2 atoms/m?, D: 3 x 10?* — 6.5 x 10?* atoms/m?),
different energies (2 keV, 8 keV and 30 keV) and different impact angles (0°, 5°
20° and 60°) and compared with simulations. In general, the experimental data
are in very good agreement with molecular dynamic simulations and SDTrimSP
simulations for the average sputter yield. The molecular dynamic simulations were
based on the energy impact in the first two nm of the surface, which confirms the
common sputter theories [BEISHHG]

For a 2keV Ga ion the differences of the crystal-dependent sputter yields were a
factor of two, whereas for 30keV Ga ion beam the sputter yields were a factor of
eight different. In general, for higher energies of ions the crystal-dependency
of the sputter yields is stronger. In addition for low energies around 2keV, the
used showed an influence of the flux density. A possible explanation is
the influence of the residual gas in the vacuum chamber. As figure [6.18] shows,
the sputter yields increase for higher energies at the high index surfaces whereas
the lowest evaluated sputter yields, which were measured at the low index surfaces,
remain nearly the same for different energies (2 — 30keV ions). Specially for a
30 keV Ga ion beam, the sputter yield on tungsten changed continuously with the
crystal orientation, and there is no region of crystal directions that would behave
like amorphous material. This could be due to linear collision sequences, which can
only occur in a crystalline material ¥

Due to the huge amount of experimental data, filter techniques and new analysis
methods could be applied on crystal-dependent sputter data. This included the op-
timization of the data due to the impact angle of the ions, as shown in figure [6.29]
This newly developed technique was also used to detect the impact angle of the ions.
The accuracy of this impact angle detection is far better than 1° as shown in fig-
ure It is shown that this impact angle detection and the following correction of
the data are necessary for the plasma device [SIESTAL because the sample mounting
on different devices was hardly better than 1° and the evaluation was sensitive to the
impact angle. Sputtering with [Df ions showed a misalignment of 5°. This was mea-
sured for 2keV [Dlions. Experiments showed that for lower energies, e.g. 200 eV 103l
the ions had an impact angle of around 20°, which is not anymore negligible. This
knowledge was not available in1%! Therefore, figure 12 in1%! was reevaluated and
presented in the appendix in figure [A.T4] which yields in a significant change of the
interpretation of the sputter yield data.

The angle-dependent sputter experiments showed that the impact angle can be eval-
uated by PCA or by minimizing the error between the measurements. The accuracy
of both methods was better than 1°. The preferred detection method depends on the
data set and on the experiment. With rotation matrix multiplications, the crystal-
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dependent sputter yields were evaluated as an[[PE|in direction to the ion beam. The
angle-dependent sputter experiment showed that the sputter yield increased at the
low and high index surfaces (see figure , whereas for energy dependency, the
sputter yields increased mainly at the low index surfaces (see figure . In addi-
tion, the sputter yield distribution in the [PF] changes with the crystal orientation
for different impact angles, as shown in figure |6.24] For a 30 keV ion beam, spe-
cially at the high index surfaces, more crystal orientations had the highest sputter
yield for sputtering under 60° compared to sputtering under 0°. The total sputter
yield was influenced by the change of the sputter yield distribution and it showed
that angle-dependent sputter yield could not simply be described by a cos(¢) func-
tion, which is often done?8l. Probably for angle dependent sputtering, the change of
the sputter yield distribution in the [PH is due to linear collision sequences, and in
some crystal orientations, the probability is maybe higher so that a linear collision
sequence occurs under a higher impact angle.

In addition to the sputter yield, the secondary electron emission, caused by the
30 keV FIB, was measured with the secondary electron detector of the micro-
scope. The distribution of the secondary electron yield versus the crystal orienta-
tion matches the experimental sputter yields very well. It was demonstrated that
secondary electron emission has a linear dependency on the sputter yield (see fig-

ure [5.35).

Also, the Ga implantation due to the crystal orientation was investigated for a
sputtered surface by the 30 keV [Gal FIB. The resulting [PF showed high Ga contents
around low-index crystallographic directions where the projected range is large “
and the sputter yield small. This was expected, since both features make it more
difficult to remove the implanted ions from the target. For a detailed investigation
of the depth distribution of the channeled Ga ions, FIB prepared cross-sections
were made on low and high index surfaces for comparing them and verifying the
Ga content with EDX. At the low index surfaces ((100) and (111)), the Ga content
was around 20at% at the surface. In contrast, at the high index surfaces, the Ga
content was below the detection limit of the EDX. Also, Ga was found down to
about 350 nm below the surface in the (100) and (111) crystal orientation, whereas
simulation showed a maximum penetration depth of 25nm and a Ga
content of 20 at% for an amorphous [W]
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7 Crystal-dependent etching of tungsten

Etching is a topic for many applications in industry and science BMTI20021] - gpe_
cially for silicon, which has a diamond crystal structure, a lot of investigations were
performed. The etching rate along different crystal directions varies, e.g for silicon
over a factor of 100. This makes it possible to generate the structure in a single
crystal with the help of masks on top of the surface™M*22  Often, these investiga-
tions were performed on single crystals. Sometimes the geometry of a sphere was
used to etch a single crystalP2M23 A single crystal sphere provides every crystal
orientation on the surface. The developed method in this work is appropriate to
investigate crystal-dependent etching on a polycrystalline sample. In the previous
sections, oxidation rates, sputter yields, secondary electrons and the implantation
of Ga were investigated. To demonstrate the broadness of the developed method,
one etching experiment was performed with Murakami solution, which is a mixture
of sodium hydroxide and potassium ferricyanide 124

7.1 Experiment

(a) CLSM image is shown after the etching experiment. (b) Height profile map with the CLSM after the etching
The red line marks the area of the line scan in ﬁgure@ experiment.

Figure 7.1: Crystal orientation dependent etching behavior of tungsten: (a) CLSM image showing
the surface microstructure after etching. (b) Height profile map derived by CLSM.

The sample preparation was similar as for sputtering and the oxidation experiment.
For the etching experiment, a recrystallized polished polycrystalline tungsten sam-
ple was used. The Murakami solution was produced shortly before the tungsten
sample was etched. First, a 15% sodium hydroxide solution and a 15 % potassium
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ferricyanide solution were produced. Second, the two solutions were mixed together
to get the Murakami solution®#. The tungsten sample was hold with tweezers
into the liquid for 2 min. Afterwards, the sample was cleaned directly with distilled
water.
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Figure 7.2: Height profile along the red line marked in figure The selected area is visualized
as an image above the height diagram.

Figure shows the height differences and an image of the selected area which
is marked as a red line in figure The height differences were up to 4 pm. The
reference level, which is the height where no etching appears, is around 6.3 pm. This
is visible because most grains do not show any etching. The heights and the crystal
orientation were merged with the python tool described in section [£.2] To get the
total etching depth, the reference level was subtracted from the data set.

7.2 Results and discussion

The deduced etching depth versus the crystal orientation is shown in figure[7.3] The
(111) crystal orientation to the surface normal has the strongest erosion. The etching
of one single grain was not homogeneous. A line scan in figure shows often peaks
which increase the[SDl Therefore, the [SDI which is shown in figure (b), is larger
compared to oxidation experiments or sputter experiments. In the line scan, only one
grain eroded over the full area of the grain at the line scan position 300 pm. Often,
only the grain boundaries show an eroded area. Nevertheless, figure shows the
distribution of the erosion versus the crystal orientation and it demonstrates that
the method is feasible also for etching investigations. The (110) crystal orientation
in a [bcd lattice has the closest packed surface of atoms, but does not have the
lowest etching rate (see figure . Since most grains do not show any erosion, the
differences in the etching rate due to the crystal orientation is huge and different by
several orders of magnitudes.
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(a) Erosion versus the crystal orientation is shown. (b) Standard deviation is shown of the measurement
The red arrows point to the positions where the in (a). The[SDlis larger than for sputter or oxidation
tensile Schmid factors are equal to the compressive experiments.

Schmid factors (see figure [7-4).

Figure 7.3: Evaluation of crystal orientation dependent etching behavior of a recrystallized tungsten
sample: (a) erosion depth versus crystal orientation in an IPF. (b) standard deviation for the
evaluation of erosion depth. The sample was etched in the Murakami solution for 2 min.

An explanation to the etching depths distribution in the [PE| could be the rela-
tionship between the compressive and tensile stress in a bee lattice. Gall and Se-
hitoglu®23 compared the compressive and tensile stress for TiNi, which has a [bed
lattice. Mao et. al.B28l extended the studies and calculated the Schmid-factors for
an[[PE with the experimentally observed shearing systems in 7. The tensile (ST )
and compressive Schmid factors (SC ) of their studies are presented in figure . It
the ST is bigger than S¢  of the [bcd lattice, the tungsten surface will be etched,
which is marked with red arrows in figure (a). The correlation between etching
rate and Schmid factor should be tested with other materials or etching solutions
to generate a reliable data set to develop perhaps a theory or an approximation of

the underlying process.

In figure there are a lot of crystal orientations, where the etching rate is not
determined. Therefore, additional experiments are required with tungsten and the
Murakami solution to evaluate the etching rate in "every” crystal orientation. Al-
ready a higher data amount, specially at the (110) orientation, could show a better

correlation between the Schmid factors ( S, vs. S¢ ) and the etching behavior.

Another correlation of the etching rate was found due to the recrystallization pro-
cess. Recrystallization is a process which reduces the internal energy of the system.
Energetically unfavourable structure, like crystal defects and probably special crys-
tal surface orientations will be reduced during the process. As shown in figure [3.1],
the (111) orientation amount decreases during the recrystallization process. This
is the same orientation which has the strongest etching rate and is an interesting
correlation.
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8 Summary and Outlook

The main goal of this work was to characterize tungsten surface properties with
regard to its crystal orientation. The samples were recrystallized to avoid surface
defects which could influence the investigations. Also, grain growth was desired
to achieve larger single crystal grains for different kinds of experiments. The crys-
tal orientation was measured using [EBSDl After performing sputter, oxidation or
etching experiments, the CLSM provided height information of thousands of single
crystal grains. These data described the investigated properties in ’every’ crystal
orientation. These huge data sets contain millions of measurements so that a manual
merging was not possible anymore.

Therefore, a python tool was developed to correlate the data of different measuring
systems using different physical principles. The data provided by these measuring
systems had different kinds of forms and also the space coordinate system was dif-
ferent. It turned out that a simple perspective correction of two optical devices was
not sufficient for merging the data sets. Ultimately, an affine transformation was
used to merge the different space coordinate systems, and therefore the data. Mil-
lions of data points were combined with this technique, which makes it reasonable
to apply filters to enhance the quality of the final results, even if many high quality
data points were lost together with the lower number of unreliable ones.

The python tool was continuously developed during the whole work. This means that
the evaluation was extended to different kinds of data sets and that features were
implemented, as for example difference microscopy or an impact angle detection
algorithm. Finally, the python tool combined and evaluated data which includes
crystal orientation data, height data, secondary electron emission data and energy
dispersive X-ray spectroscopy data. The investigated properties, such as oxidation,
sputtering, and etching, were discussed in detail in section [5.5] [6.7] respectively.

As expected, the crystal-dependent surface properties showed significant differences.
The oxidation rate of tungsten surfaces differs by a factor of 2 between crystal
orientations in a temperature range from 450 °C to 600 °C. The sputter experiments
showed higher differences between different crystal orientations. For a 30keV
ion beam as well as for a 2keV [Dl ion beam, the sputter yields of tungsten differ
of around one order of magnitude for different crystal orientations. The strongest
dependency on the crystal orientation was found for chemical etching. By etching
tungsten with the Murakami solution, the differences of the etching rate due to the
crystal orientation were several orders of magnitudes.

The oxidation process is complex and can be subdivided into several steps. For future
investigations, the sub-processes such as diffusion of oxygen could be investigated
as a function of the crystal orientation. Also, future studies could focus more on
tungsten oxide crystals rather than on pure tungsten. This could elucidate the
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process in far more detail.

Compared to oxidation, the sputter process is far more understood and therefore,
simulations are available. The and simulations are in very good agreement
with the experiments and allow to study details like the correlation between pro-
jected range of ions and the sputter yields®¥. In addition, new techniques could be
developed to investigate, e.g. the impact angle detection of high energetic ions. The
angle-dependent sputter experiments showed that the impact angle could be evalu-
ated with [PCA] or with minimization of the error between the measurements. The
accuracy of both methods was better than 1°. The appropriate detection method
depends on the data set and on the experiment. In addition, even with the accu-
racy better than 1°, there is still room for improvement. For a known ion target
combination, the distribution of the sputter yields could be pre-characterized and
the impact detection algorithm could be applied to the known solution. This would
extend the impact angle detection method to poor data sets. Such an algorithm
would be interesting for sputtering of materials in a plasma device like ASDEX Up-
grade, where the impinging plasma will have a distinct angle distribution depending
on the ambient magnetic and electrical fields and where different kinds of ions may
exist in the plasma.

With a detailed knowledge of crystal-dependent sputtering, also the ion energy, the
fluence and probably the ion species could be distinguished for unknown plasma
composition if sufficient pre-knowledge of the system is available.

The last investigated property in this work was crystal-dependent etching. The
differences in the etching rate are several orders of magnitudes. This huge factor is
very interesting and could be used to optimize the life time of components.

In addition, it was observed that the etching data has a strong correlation with
the Schmid factor (see figure and [7.4). This is an interesting correlation and
should be studied in more detail, because it may allow to predict crystal orientation
dependent etching rates, respectively the erosion resistance of materials. This would
be important for, e.g. battery research, where the degradation of the anode should
be avoided ™8 or for other chemical applications, where strong chemical surface
reactions are desired 129

In general, the strategy and tools developed in this thesis are suitable to investigate
different kinds of properties depending on the crystal orientation, which allow in case
of the sputter experiments an unprecedented comparison to mesoscopic theories.
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A Appendices

A.1 Python tool: Function descriptions

As shown in figure [£.1 the Python tool contains two different parts: functions for
data merging and data evaluation. At the moment merging and evaluation functions
are called "merge data 1 28.py” and "evaluation Datal 23.py”, respectively.

Six main functions are necessary for the merging procedure. These functions from
the file "merge data_ 1 18.py" are listed below:

o load EBSD data(’path/name.ctf’, phase="XY’, step_ size="XY")

 load_confocal data(’path/name.ctf’, rot="XY", flip=0) or
load_tiff data(’path/name.xyz’)

o calibrate confocal data() or calibrate tiff data()

o calibrate. EBSD_ datal()

o calculate_superposition()

« save_ confocal data(’path/name’) or save_ tiff data(’path/name’)

The function load_EBSD_ data() loads the data. At first the path and file
name must be filled in. The format of the EBSD file is CTF (channel text file). It
is an export file format from Oxford Instruments. Figure gives an example for
the information provided in the header of this file.

1|Channel Text File
2|Prj Y:\HELIDS-201742017_12_Dez\20817-12-14-h_schluetk_D088_Sputtering\EBSD\DEO8_Sputterl_006.cpr
a[Author  [Unknown]
4fJobMode Grid
s[XCells 800
s|YCells 710
7|X5tep  @.85
8|¥Step  @.85
alAcqgEl @
1[AcqE2 @
11|/AcgE3 0@

12|Euler angles refer to Sample Coordinate system (CS0)!  Mag 150 Coverage 100 Device © KV 20 TiltAngle 57 TiltAxis <]
13|Phases 3
14|3.1648;3.1648;3.1648 96;:90;98 W 11 229 1979592441 5.8.6.2 -1317562963 Curr. Sci. [CUSCAM], (1962), vol. 31, pages 497-499
15(5.431;5.431;5.431  90;90;90 Silicon 11 227 3803863129_5.8.6.3 -1022683988 J. Appl. Phys. [JAPIAU], vol. 56, pages 314-320

165.2773:5.1575;7.6673 96:91.73;90 W 03 2 7 1079592441 5.9.6.2 970719984  J. Phys.: Condens. Matter [JCOMEL], (1997), vol. 9, pages B563-6577
17|Phase X Y Bands Error Eulerl Eulerz Euler3 MAD BC BS
0.0800 ©.0000 0.0000 0.0000 0.0000 0.0000 27 123
0.8500 ©.0000 0.0000 0.0000 0.0000 0.0000 29 130
1.70068 0.00080 0.0080 0.0000 0.0000 0.8000 34 118
2.5508 0.0888 0.0080 0.0000 0.0000 0.0000 32 109
3.40008 0.0000 148.57 3.7416 67.251 0.8820 15 127
4.2500 0.0000 0.0000 0.0000 0.0000 0.0000 24 128
5.1000 ©.0000 0.0000 0.0000 0.0000 0.0000 21 126
5.9500 ©.0000 0.0000 0.0000 0.0000 0.0000 22 117

EEEEEEEE
coouoooo

W W ® W W W W

Figure A.1: CTF-file export file of the EBSD system. Two things are important for the
load_EBSD_ data() function. The "XStep or "YStep” (line 7 or 8) which is called step_ size and
the 'Phases’. This export file has three phases (line 13) and tungsten (line 14), which is the phase
of interest and has the number 1. In this example the function was used as ”load_ EBSD_ data(
"EBSD/D008_Sputterl 006.ctf’, phase="1", step_ size="0.85")".
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This file combines different phases (e.g. Si or W) and the phases are labeled in
numbers. The number zero corresponds to no solution of the crystal orientation.
The Python tool will merge only the data points of one phase, e.g. W.

Attention: The merging of a two phase material should work, e.g. first merge
phase 1 and then phase 2. This merging procedure has not been tested yet for two
phases.

In the function "load EBSD data()”, the option ’step size’ is important to build
up a matrix of data. In the first approach of the python tool, the X|Y coordinates
were plotted with "matplotlib.pyplot.plot()” ™% but this was impractical for a large
data set. It is better to build up a matrix and visualize the data with
"matplotlib.pyplot.imshow()”. The 'step_size’ is essential for calculating the matrix
dimension. If the ’step_ size’ is wrong, the loading process will produce a dimensional
error "ValueError: cannot reshape array of size 2326010 into shape (4754,5431)".

The function load_confocal data() loads the CLSM data. At first the path and
file name must be filled in. The format of the CLSM file is CSV (comma-separated
values). It is an export file format from CLSM (Olympus, LEXT OSL4000). The
option 'rot’ rotates the data. For example, the rotation is 90° for 'rot="1" and 0° for
'rot=0". The maximum value is 'rot=3". For the option 'flip=1’, the data is mirrored
on the vertical axis. These two options are necessary, because the data could have
been exported to CSV with different options.

An alternative function to "load__confocal data()” is the "function load__tiff data()”.
In general, this function loads contrast data of an image and combines them with

crystal orientations. For this purpose the image should be pre-processed with a

raster graphic editor such as gimp®3! to check, e.g. the histogram of black/white

levels. At the moment, there is no perfect work flow and the users should have a few

experiences in the topic image processing. (The contrast data in the image should

not touch the values 255 or 0, except there are letters or other markers inside, which

are not the target data).

The second stage of image data processing (tiff or jpeg) is the use of "GDAL”,
(Geospatial Data Abstraction Library)® 2. This program converts raster data
among different formats. It has the advantage of transferring different data sets
into a general data format. At the moment tiff and jpeg format images are con-
verted under linux system. The command line for linux is "gdal translate -of XYZ
‘input__data’ 'output_ data.xyz’”. After generating the data file "output_ data.xyz”,
the path and file name must be filled in the function "load_tiff data(’output-
_ data.xyz’)”.

The function "calibrate_confocal data()” or "calibrate_tiff data()” opens a win-
dow for visualizing the data points and allows the user to select distinct structures
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with the mouse. The left click of the mouse adds a point, the right click removes
the previously added point. If enough points are added, the enter button on the
keyboard will end the selection.

The function "calibrate EBSD_data()” opens a window for visualizing the data
points. It works as previously described. With the function ”calibrate_tiff data()”
the same distinctive structures should be selected in the image. The function "calcu-
late_superposition()” starts the calculation of EBSD data to a new coordinate sys-
tem. The function "save_confocal data()” or "save_tiff data()” saves the merged
data to a given directory.

The evaluation process is the second part of the python tool. The main functions of
data processing are in the file called "evaluation_Datal 23.py”. During the eval-
uation process, the user can relate the evaluation to a specific research question,
e.g. transfer the height data to sputter yields. The main functions in "evalua-
tion_Datal 22.py” are listed below with all possible parameters for the evaluation
process:

» datal = grainBounderies(datal)

« datal = rotationEBSD(datal,XX,XX,0) —> optional (necessary for angle-de-
pendent sputtering )

o datal = relativeHeighttoAbsHeight(datal, erosion_ height) or
datal = relativeHeighttoAbsOxid TungstenHeight(datal, ABSHeightSEM)

o X,Y,Z,7Zstd, Zcounts, h, k1,1 = medianDataXYZ(datal, resolution=2, neigh-
bors=1, DatalLess=5)

o plot_IPFz(X,Y,Z, resolution=2, [0,1.5], Amount_ of digits=4, "Title’, ’Color-
__scale_lable’)

During the merging process, the merged data are loaded with numpy (datal =
numpy.loadtxt(’path/name.dat’)) 133, "datal" is a variable which can be randomly
named. As described in section the function grainBounderies() is actually a
noise filter, which helps to reduce the data set. By performing the function grain-
Bounderies() at first, the other functions run much faster afterwards. The function
rotationEBSD(datal,0,XX,0) rotates the data with equation 2.5 This func-
tion is implemented for angle-dependent sputtering. With this function, it is possible
to rotate crystal lattices to the ion beam during the evaluation.

The function relativeHeighttoAbsHeight(datal, erosion_ height) is a leveling func-
tion. This leveling function selects data from the (100) corner in an IPF (e.g.
figure , and adjusts the height to a given value (e.g. erosion_height = -0.3).
Thus, the height of (100) corner must be known.
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Attention: If the (100)corner does not have data, the leveling function will run
into an error. An option to change the leveling area has not yet been implemented
until now.

For a [FIB] sputter experiment, the erosion height of (100) orientation can be deter-
mined by following the procedures given below:

e Obtain a flat surface before the sputter experiment.

e Sputter a rectangle area using and set the heights outside of the sputtered
area as the reference level.

« Run the function "relativeHeighttoAbsHeight(datal,1)" for the first time, which
gives the relative height of (100) orientation.

« Set the difference between the reference level and the relative height of (100)
orientation as the erosion depth (the value should be negative).

« Run the function 'relativeHeighttoAbsHeight(datal, -0.3)" again with the cal-
culated erosion depth. In this example the value is —0.3 pm.

Attention: The expression 'data2 = datal’ does not copy the data set in python.
It creates a pointer to the data set of the type ’list. As an example, if 'data2’ is
multiplied with 2, 'datal’ is also multiplied with 2. To copy the 'datal’ uses 'data2
= datal.copy(). Therefore, it makes no sense to change the left side of function
‘datal = relativeHeighttoAbsHeight(datal, -0.3)’; e.g. to "data2 = relativeHeight-
toAbsHeight(datal, -0.3)".

An extra leveling function was written for oxidation experiments, as the oxidation
process erodes tungsten (please see figure in section . The depth growth into
the tungsten sample is corrected in the function. For oxidation experiments, the
thickness of oxide layers must be known, e.g. through [FIBlcuts. Since the (100)
corner in an [P is leveled, it makes sense to cut cross-sections at these orientations.

After leveling the data, the median of heights and the corresponding positions were
taken from the inverse pole figure with the function "medianDataXYZ()". The
following three parameters in this Python function need to be set: (i) the data,
e.g "datal”; (ii) the resolution, which corresponds to the amount of pixel in the
IPEl For a resolution of 1 and 2 the [PF has up to 7200 and 28600 plotted points,
respectively; (iii) the ’cut-off” filter. The meaning of 'Dataless=5’ is data with less
than 5 values for each pixel should be excluded in the [PEL For more details, please
see section 4.3
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The last function is the "plot_ IPFz()", which requires the XYZ coordinates calcu-
lated by using the function "medianDataXYZ()". The Z coordinate can be replaced
by Zstd (i.e. the standard deviation), or by Z counts (the amount of measurements
for each pixel). Besides, Z can be recalculated to values like sputter yields. The
parameter 'resolution’ in the "'medianDataXYZ() function should be the same. The
next parameter in the function sets the title of the [PE] figure and the last parameter
labels the color of the scale bar, e.g. "Heights / pm’.
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A.2 Sputtering

A.2.1 Setting of SDTrimSP

Below is the input file for the[SDTrimSPlsimulations, which is called ’tri.inp’ The pa-
rameter 'e0= XXX, is changed for energy dependent sputtering and the parameter
"alpha= XXX, is changed for angle dependent sputtering.

Some title
&TRI INP
text=———eclemements ——
ncp=2
symbol="Ga", "W'

Y

text="———beam—’

case e(0=0
e0=30000, 0O
case_alpha=0
alphaO0= 0, 0
qubeam=1, 0
text=———control ——
flc =100
nh =100000
nr__pproj=2
idout=—1
idrel=0
iintegral=1
ipivot=8

text=——target ——'

tableinp = "../SDTrimSP6/tables"’
ttarget =50000
nqx=>500
qu=0, 1
iq0=0
e cutoff=2, 2

! dns0 =—1,—1

! e surfb=—1,—1
inel0=3, 3
qumax=1, 1
ipot=1
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isbv=1

text=———output parameter’
Imatrices=.false.
Iparticle _p=.false.
Iparticle r=.false.
Iltraj p=.false.
Iltraj r=.false.
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A.2.2 Fluence

IPFion
30 keV Ga, 60°

IPFion (111)
30 keV Ga, 60°

0.0 0.5 1.0 1.5
errosion / um

0 1 2 3
errosion / um

- M i,
| ! i ! i
{100) o B = ® o (101) {100) 0 B * ® o (101)
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1 10 100 1000 10000
number of measurements

1 10 100 1000 10000
number of measurements

(100) - ‘ (101)

(e) ()

Figure A.2: Influence of ion fluences on the sputter yields of tungsten grains with various crystal
orientations. Sputtering of the polycrystalline tungsten sample was conducted with a 30 keV [Galion
beam under an incident angle of 60° with respect to the surface normal: (a) sputter yields versus
crystal orientations at a fluence of 5.3 x 102" at/m? and (b) at a fluence of 1.1 x 10?2 at/m?, (c)
and (d) show the standard deviations, (e) and (f) the amount of measurments for the sputter yield
evaluations in (a) and (b), respectively. The crystal orientations were evaluated to the direction
of the ion beam.
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(111)
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sputter yield W/Ga
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Figure A.3: Influence of ion fluences on the sputter yields of tungsten grains with various crystal
orientations. Sputtering of the polycrystalline tungsten sample was conducted with a 30keV
ion beam under an incident angle of 60° with respect to the surface normal: (a) erosion versus
crystal orientations at a fluence of 1.62 x 10?2 at/m?, (b) sputter yields (c) the standard deviations
and (d) the amount of measurments. The crystal orientations were evaluated to the direction of
the ion beam. Note that the is very high which is an indication that the maximum erosion
depth of 4 pm was to high.
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A.2.3 Tungsten sputtering by 30 keV Ga ions

|IPFz (111)
30 keV Ga, 0°

0.0 0.5 1.0 1.5
erosion depth / um

3
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0.0 0.1 0.2 0.3 0.4
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Figure A.4: Statistics for the crystal orientation dependent erosion behavior of tungsten sputtered
with a 30 keV Ga ion beam: (a) erosion depths, (b) sputter yields, (¢) standard deviations and (d)
amount of measurements for the evaluated erosion depths of various crystal orientations shown in
There were in total 1.8 million measurements in the erosion depth evaluations.
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Correction of the impact angle

IPFz optimized (111)
30 keV Ga, 0°

0.0 0.5 1.0 1.5
erosion depth / um
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standard deviation / pm number of measurements
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Figure A.5: Statistics for the crystal orientation dependent erosion behavior of tungsten sputtered
with a 30 keV Ga ion beam: (a) erosion depths, (b) sputter yields, (c) standard deviations and (d)
amount of measurements for the evaluated sputter yields of various crystal orientations shown in
[6-30(b). There were in total 1.8 million measurements in the erosion depth evaluations.
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A.2.4 Tungsten sputtering by 8 keV Ga ions

IPFz (111) (111)
8 keV Ga, 0° )
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Figure A.6: Statistics for crystal orientation dependent erosion behavior of tungsten sputtered
with a 8 keV Ga ion beam: (a) erosion depths, (b) sputter yields, (¢) standard deviations and (d)
amount of measurements for the evaluated sputter yields of various crystal orientations shown in
figure @ There were in total 0.5 million measurements included in the evaluation.
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A.2.5 Tungsten sputtering by 5 keV Ga ions

IPFz (111) (111)
5 keV Ga, 0°

S | |
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Figure A.7: Statistics for crystal orientation dependent erosion behavior of tungsten sputtered

with a 5 keV Ga ion beam: (a) erosion depths, (b) sputter yields, (c) standard deviations and (d)
amount of measurements. There were in total 0.2 million measurements included in the evaluation.
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A.2.6 Tungsten sputtering by 2 keV Ga ions

IPFz (111) (111)
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Figure A.8: Statistics for crystal orientation dependent erosion behavior of tungsten sputtered
with a 2 keV Ga ion beam: (a) erosion depths, (b) sputter yields, (¢) standard deviations and (d)
amount of measurements for the evaluated erosion depths of various crystal orientations shown in

There were in total 1.9 million measurements included in the evaluations.
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A.2.7 Optimization of 30 keV sputter data

Remark: A negative ¢ (see figure and [6.29)) corresponds to a 180° roation in ¢
for polar coordinates.
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180° ~
g
0.2496 o
0
0.2456
0.2416
0.2376
270° 0.2336
(a) The sample misalignment is in @maez = 30° and in gmaz = —4° or in Pmaee = 210° and in pmaz = 4°.
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0.216
0.206
t 0.196
£
3
o ° =~
180 0 L o.186 g
(0] a
0N
- 0.176
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(b) The sample misalignment is in @mar = 80° and in Pmaez = 2°.
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0.2115

0.2055

0.1995

0.1935

0.1875

SD,, / UM

270°
(¢) The sample misalignment is in @maz = —90° and in ¢maez = 0.5° or in Ymaz = 270° and in
¢ma:c = 0.50.
90°
0.260
0.248
0.236
0.224 g
180° -~
0212 s
Dﬂ.
)
0.200
0.188
0.176
2700 0.164
(d) The sample misalignment is in @maz = —70° and in ¢maz = —1.5° or in Ymaz = 110° and in
¢maz =1.5°.

Figure A.9: [PCAl evaluation showing the misalignment error of the the sample mounting. [SDkpca
are shown in regard of two Euler angles in polar coordinates. The crystals were twisted in ¢, which
is the rotation angle in the pole figure, and ¢, which is the radius in the pole figure. The maxima
of the [SD,c. are used to find the angles to rotate the crystal orientation with equation [2.5] for

optimizing the sputter yield data (see figure [6.30]).
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A.2.8 Gallium implantation
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Figure A.10: EDX elemental line scanning of the cross-sections of two tungsten grains with different
crystal orientations. The detected Ga atoms were introduced by implantation during sputtering
of the polycrystalline tungsten sample with a 30 keV ion beam. The EDX analysis was made
directly after the sputter experiment. The surface of both tungsten grains are normalized to x=0,
as indicated by the dashed perpendicular line. For SEM images of the cross-sections, please refer

to figure @
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A.2.9 Sputtering by 2 keV D ions

Tungsten

IPFz, corrected by 5° (111) (111)
2 keV D, 0°
N

0.0 0.5 1.0 1.5
erosion depth / um

).000 0.005 0.010 0.015
sputter yield W/D

0.0 0.1 0.2 0.3 0.4
standard deviation / pm

1 10 100 1000
number of measurements

(100). T0° 20" 30° 20" (101 : = (101

Figure A.11: Statistics for crystal orientation dependent erosion behavior of tungsten sputtered
with 2 keV D ion beam: (a) erosion depths, (b) sputter yields, (c) standard deviations and (d)
amount of measurements for the evaluated erosion depths of various crystal orientations shown in
@ There were in total 1.0 million measurements in the evaluations.
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HPM1850

IPFz, corrected by 5°

2 keV D, 0°
HE 4 a
0.0 05 10

erosion depth / pm

(111)

0.0 0.1 0.2 0.3 0.4
standard deviation / um

20" (101)

0.000 0.005 0.010 0.015

sputter yield W/Ga

0.020

(100)

(111)
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number of measurements

Figure A.12: Statistics for crystal orientation dependent erosion behavior of tungsten sputtered
with 2 keV D ion beam: (a) erosion depths, (b) sputter yields, (c) standard deviations and (d)
amount of measurements for the evaluated erosion depths of various crystal orientations shown in

Sk
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HPM1850

£

Figure A.13: [EBSD| map showing crystal orientation distributions on the surface of HPM1850.
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EUROFER
The results are described in 195!

IPFz (111) IPFz, corrected by 20° (111)
200eV D, 0° 200eVv D, 0°
0.0 0.1 0.2 0.0 0.1 0.2

erosion depth erosion depth

(100) 0 20" 30 20° (101) (100) 200 (101)

Figure A.14: Eorsion depth of EUROFER bombarded at 300 K by 200 eV D ions (600 eV/D3 ) to
a fluence of 1.4 x 10> D/m?. (a) "approximate eroded depth as a function of grain orientation in
the direction normal to the sample surface” 19, (b) reevaluate data due to impact angle detection,
which was 20°.
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List of Abbreviations

atm standard atmosphere

[AFM | [atomic force microscopy]

(BCA | Ibinary collision approximation|
bcec — 1[body-centered cubid]

BKD backscatter Kikuchi diffraction

Cu copper

FEPA Federation of European Producers of Abrasives
CEIT Ceit-1K4 Technology Center

CLSM confocal laser scanning microscope

CMOS  [[complementary metal oxide semiconductor |

Cr chromium
D [ldeuterium

DC direct current
D-T deuterium tritium

[EBSD lelectron backscatter diffraction|

[EDX" ]lenergy dispersive X-ray spectroscopyl

Fe iron
FEI Field Electron and Ion Co.
[FIB  [lfocused ion beam|

[FIB-SEM_] [focused ion beam scanning electron microscope

€ Flade flade-potential
Ga  [|gallium|
GIS gas injection system

H_ [ |hydrogen|
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He helium

[HPM1850 | [High Performance Materials 1850]

HIP hot isostatic pressing

PP ||Max Planck Institut for Plasma Physics |

IPE ] finverse pole figure

ISO International Organization for Standardization
ITER International Thermonuclear Experimental Reactor
Ibs pound-force

LSM laser scanning microscope

NaOH sodium hydroxide

NaNO; sodium nitrate

m mass

MD | [molecular dynamic]|

MV mean value

min minutes

O oxygen

P partial pressure
Pt platinum

Pt-C platinum carbon

[PCA_ | lprincipal component analysis|

PPCS European Power Plant Conceptual Study

[PBR | [Pilling-Bedworth ratio

PFC plasma-facing components

RBS Rutherford Backscattering Spectrometry
RPM revolutions per minute

S second
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oD Jistandard deviationl

SE — ]lsecondary electronl

SDTrimSP | [static/dynamic transport of ions in matter with the calculation

[mode serial or parallell

SEM 1 [canning electron microscope|

SIESTA  ||second ion experiment for sputtering and TDS analysis|

STA simultaneous thermal analysis

t time

W___ |[tungsten|

TEM transmission electron microscopy

TGA | thermogravimetric analysis|

Tgr recrystallization temperature

TT temperatur treatment

W [ftungsten]

WD working distance
WO; tungsten(VI)-oxide
Y yttrium

147






List of Figures

M1

"The importance of the four classes of materials (ceramics, compos-

ites, polymers, and metals) in engineering as a function of time. The

timescale is nonlinear”® | . . . . . ...

M2

"Evolution of gas turbine hot gas temperatures, materials, and cooling

technology.” H| ...............................

Bl

Unit cell of simple cubic (a) and bee (b) crystals. | . . . . ... .. ..

P2

[llustration of the arrangement of atoms. Three different examples are

shown: (a) single-crystals, (b) polycrystals, (c) amorphous solids!#%. |

p3

Schematic illustration showing the geometrical definition of FEuler an-

gles. | . . . .

pA

Wulff net and the low index surfaces are marked. The triangle rep-

resents an [IPE| which is used in this work for describing the crystal

orientation dependent properties.| . . . . . . . . ... ... ... L.

P5

Crystal orientation map with cubes as illustration for the crystal ori-

entation. 'T'he color coded [[PE| on the left side shows the crystal

orientation for the orientation map derived by EBSD. The [[PE] is

only valid for a cubic lattice. | . . . . . .. .. ... ... 0.

26

Schematic diagram of ion-solid surface interactions happening dur-

ing a physical sputtering process®2. R, represents the implantation

depth. |. . . . . . . ... ..

27

"Qualitative picture of stopping power as a function of projectile

velocity. At high velocities, when the projectile travels at speeds

comparable to those of the electrons, the electronic stopping power

dominates. At low velocity nuclear stopping becomes relatively more

important depending on the type of projectile”3 [ .

Crystal lattice of a diamond®?!. (a-d) show four different rotation

states of the crystal lattice. A channeling direction is clearly shown

in (a), while the channels are invisible in (d). | . . . . ... ... ...

2.9

Schematic diagram showing the channeling process of a charged par-

ticle in a crystalline solid. The black and red dots represent lattice

atoms and an energetic ion, respectively. The red line shows the

traveling path of the energeticion. | . . . . . . .. ... ... .. ...

210

Colors of four different [Wl oxides appearing in a dry atmosphere and

at room temperaturem. | .........................

2.11

Parabolic oxidation rates (K,) of (WPY| . . . . .. .. ... ... ...

149

16



(3.1 Crystal orientation maps of (a) as-received and (b) a recrystallized |
[ [Wlsample. Please note the different scale bar.| . . . . . . .. ... .. 19
3.2 (a) Grinding machine Phoenix 4000; (b) Electron polishing machine |
[ Struers LectroPol-5. 1 . . . . . ... ... oo oo 20
[3.3  Pre-characterization of the polished [W|sample by CLSM: (a) inten-
| sity image, (b) height profile image. Four L markers and the sample
[ name were engraved by [E]1Blfor locating the area-of-interest in differ- |
| ent analysis systems. The maximal height difference shown in (b) is |
[ about 200 nm, which is acceptable for the experiments. | . . . . . .. 21
[3.4 Schematic sketch showing a combined [SEMI - [FTBl working system. | . 23
[3.5  Schematic sketch showing an [EBSDI measurement system. | . . . . . . 24
[3.6  Schematic sketch showing the generating mechanism of a character- |
| istic X-ray in a SEM for elemental analysis. | . . . . ... ... .. .. 25

[4.1 Chart of the python tool illustrating the merging and evaluation process.| 28

4.2 (a) CLSM height map coded in gray scale with shadow effect. (b)

EBSD orientation map showing the 3 color coded Euler angles. (c)

visualization of the merged data sets from (a) and (b) illustrating the

merging quality of the data sets from the CLSM and EBSD micro-

scopes. Four L-shaped markers, indicated by white arrows, are used

for aligning the CLSM and EBSD data on a tungsten sample. The

sample name labeled by [F1B]1s shown clearly on the top left side of

(a) and (c). The noisy EBSD areas, indicated by a black ellipse in

(b), were eliminated during the data evaluation. The four corners and

the center, which are indicated by the yellow points in (c), are the

selected positions for the data merging procedure. The color coded

height profile map of a representative region (highlighted by a white

square) is shown on the left side of (c¢) with a higher magnification.

A grain boundary with pronounced height profile, indicated by the

black arrow, is clearly visible.| . . . . . .. .. ... ..o 00

i3

Kikuchi lines of the same crystal lattice, showing difterent solutions

by automatic Oxford [EBSDI solving algorithms: (a) correct Kikuchi

and (b) incorrect Kikuchi lines solved by automatic Oxford EBSD

solving algorithms. Differences of (a) and (b) are highlighted by the

red arroOws. | . . . . ...




r}

Evaluation results of oxidation experiments performed at 600 °C for

0.5h: (a) oxide layer thickness versus crystal orientation after apply-

ing all three types of filters introduced in figure 4.1, (b) measurement

numbers versus crystal orientation. For each pixel, the median was

calculated of up to thousands of thickness measurements. The tex-

ture of the sample is visible in (b), because a lot of measurements

were evaluated at the (100) corner. |. . . . . . . ... ...

15

Standard deviation of the height measurements in figure [4.4(a): (a)

without a noise filter for the EBSD data, (b) with a noise filter for

the EBSD data. For each pixel, the median was calculated of up

to thousands of thickness measurements. The average of standard

deviation over all crystal orientations is 0.5 pm in (a) and 0.4 pm in

(b), respectively. | . . . . ..

16

Thickness of oxidation layers measured with a misalienment angle ot

5°. The average of standard deviation over all crystal orientations is

0.1 pm higher by a misalignment of 5°, which is a significant increase

of the error. The black rectangle shows an area with a strong variation

of the oxidation rates. Specially there the error is high. | . . . . . ..

b1

3D CLSM image of a tungsten sample oxidized at 600 °C for 30 min

in a 20 % oxygen/argon atmosphere, showing clearly the height dif-

ferences among the tungsten grains. | . . . . . .. .. 00000

5.2

Schematic illustration of the oxidation process. Growth of oxide layer

happens both above and below the original surtace layer. Diflerent

thicknesses ot the oxide layer are results of distinct oxidation rates. | .

[5.3

Oxidation layer thicknesses versus crystal orientations at various ox-

idizing conditions: (a) 450 °C for 96 h, (b) 550 °C for 2.5h, (c¢) 600 °C

for O.5h. | . . o .

5.4

(a) Overview of an oxidized tungsten sample, showing the positions

of areas where the crystal orientation is measured (highlighted by red

ellipses). Surface contamination is indicated by the red arrow. This

area was excluded during the evaluation. (b) Enlarged image showing

the microstructure details in the red rectangular marked region of (a). | 40

55

(a)-(c): oxidation layer thicknesses versus crystal orientations after

applying all three types of filters. (d)-(f): measurement numbers

versus crystal orientations. Tungsten samples with texture A and B

were oxidized at 600 °C for 30 min. Data shown in (c) and (f) is a

151



[5.6

Secondary electron image showing the region where an [EBSDI mea-

surement was performed. The L. markers were made using FIB. Due

to electron beam scanning induced carbon coating, the EBSD mea-

sured region appears to be darker than the rest regions.|. . . . . . . .

[5.7

[TGAI measurement of an oxidizing experiment conducted on a tung-

sten sample at 600 °C for 120 min. Different oxidation stages are

separated by red perpendicular lines and labeled. | . . . . . . . . . ..

53

Oxygen concentration information revealed by (a) a CLSM image and

(b) an EDX analysis image in the same surface region. The bright

contrast in (a) and strong intensity of red color in (b) indicate a high

tungsten oxide level. As indicated by the blue circles, some tungsten

grains are clearly visible in both (a) and (b). | . . . . ... ... ...

44

[5.9

Secondary electron image of the cross-section of a tungsten sample

oxidized at 400 °C for 30 min. In the corresponding CLSM image, the

tungsten grain on the lett side appears with white while the right side

grain is black, corresponding to an oxide layer on the left tungsten

grain, which is thicker than that on the right tungsten grain. 'To

protect the oxidation layer for precise measurements, two deposition

layers were made first by electron beam and second by ion beam. | . .

45

[5.10

Crystal orientation dependent oxidation behavior of tungsten samples

at various experimental conditions: (a) shades of gray versus crystal

orientations for a tungsten sample oxidized at 400 °C for 30 min. The

maximum and minimum oxide thicknesses are ~47 nm corresponding

to white (0) and ~32nm corresponding to black (255). Note that

some crystal orientations were not found on the sample, which re-

sult in white areas. Therefore, the gray scale data of the image was

visualized in a color scale; (b) oxide thicknesses versus crystal orien-

tations for a tungsten sample oxidized at 600 °C for 10 min; (c) oxide

thicknesses versus crystal orientations for a tungsten sample oxidized

at 600 °C for 60 min (Figure [5.5(c) shows a tungsten sample oxidized

at 600°C for 30min). | . . . .. . ...

[5.11

Comparison of the low index surface orientation®¥. | . . . . . . . ..

45
46

5.12

Secondary electron images ot a recrystallized tungsten sample at the

same region: (a) prior to oxidation scanned with an electron beam,

(b) after oxidation at 600 °C for 30 min scanned with a Ga ion beam.

In (b), the different shades of gray represent differences in the oxides,

e.g. could be different crystal orientations. The scratches indicated

by red arrows are hardly visible after the oxidation process, but still

present at the surface. | . . . . . . ... ... 0000




[5.13 Two Kikuchi pattern examples of a several micrometer thick oxide

layer. The Kikuchi patterns are not clear and therefore, it was not

possible to evaluate the crystal lattice. But the existance of Kikuchi

lines shows that the oxide layer has an ordered atomic arrangement.| .

61

Secondary electron image of a polycrystalline tungsten sputtered with

a 30keV |Gal ion beam. The image was taken under a tilt angle of

52°.  Different tungsten grains can be well distinguished from the

brightness level. | . . . . . . .. ... L

ol

6.2

Height profile map of a sputtered region on a polycrystalline tungsten

sample. The sputtering was performed by a 30 keV [Galion beam. The

frame outside the sputtered area has a height difference of less than

150 nm. The height of the frame is set as the zero level for the erosion

data in figure (6.3l | . . . . ... ...

53

6.3

Erosion depths versus the crystal orientations in an [PEl A 30keV

[(Gal ion beam was used to sputter polycrystalline tungsten samples.

otatistics for the experimental evaluations are shown in figure [A.4]in

the appendix.| . . . . . . . ..o

54

6.4

Sputtering of a polycrystalline tungsten by a 30keV Ga ion beam

under an incident direction parallel to the surtace normal: influence
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6.8

Sputtering of a polycrystalline tungsten by a 30keV Ga ion beam

under an incident angle of 60° with respect to the surface normal:

influence of ion flux densities on the sputter yields of tungsten grains

with various crystal orientations. Note that only the crystal orien-

tations along the straight line from (100) to (111) of the insert IPF
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6.16

oputter yields versus crystal orientations for tungsten sputtered with
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6.23

LDTrimSPl simulations of the tungsten sputter yields using a 30 keV

[(Gal ion beam with various incident angles with respect to the surtace

normal. The blue line is the mean sputter yield and blue dotted lines

highlight the min and the max sputter yield of figure [6.30] [6.21| and

Gom) . . ...
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6.24

Number of crystal directions versus sputter yield for tungsten sput-

tered with a 30 keV ion beam. For a better comparison the data

sputtered under an angle of 60° is shown a second time but re-scaled

with the ratio of the mean sputter yield under 0° and 60° to the sur-

face normal. The sputter yield distribution changed between them.
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Average [SD| versus the tilt angle of the [[PEl For example for ¢ = 0°

the average of the of figure [6.21)(c) and for ¢ = 20° the average of
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5DV, of erosion depths as a function of the misalignment angles. The

erosion of target tungsten was caused by sputtering with a 30 keV |(zal

ion beam under an incident angle ot 20° with respect to the surtace

normal. The standard deviations of the l[PE] calculated at ¢ = 0 and

¢ = 20 correspond to the cases shown in figure [6.21] The standard
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6.29

[PCAlevaluation shows the misalignment error ot the sample mounting

in the 4 different experiments. [5D5,., are shown in regard of two

| Euler angles. The crystals were twisted in ¢ and ¢, which results in

a different 5D}, for the [PIl A second illustration of these figures

are polar plots, which are shown in the appendix in figure [A.9] The

maxima Dk, 1S used to ind the angles to correct the misalignment

with equation 2.5 The four corrected data sets were combined and

visualized as an [Pk shown in figure|6.30. | . . . . . ... ... .. ..
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Sputter yields versus crystal orientations. (a) the evaluation without
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the measurements by rotation matrix multiplication due to[PCAI (see

figure|6.29). The sputtering experiment was performed on a polycrys-
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Standard deviations as a function of misalignment angles for tour dit-

ferent sputter experiments shown in figure [6.29, The standard devi-

ations were evaluated by the PCA analysis. The maximum standard

deviation for each experiment is normalized to 0. | . . . . . . . . . ..

ferent perspectives due to two difterent Euler angles. The minimal

standard deviation was used to find out the impact angle of the ions. | 85

6.33

Secondary electron image showing four areas sputtered by a 30keV

Ga ion beam under an incident angle of: (a) ¢ = —26°/¢ = 0.75°, (b)

o =11°/¢p = 0.8°, (c) p = —18°/¢p = 1.3°, (d) ¢ = 8°/¢ = 1.3°. The

circles symbolize directions of the incident ion beam with rotation o,

while the radii indicate the tilt angles ¢ of the incident ion beam with

respect to the sample surtace. |. . . . . . . ... ... 0L

[6.34 (a) An overlay of image induced by a 30 keV Ga ion beam and

EBSD image of a polycrystalline tungsten surface. (b) emission

versus crystal orientations. The amount of secondary electrons was

deduced from the gray scale of alSkElimage. | . . . . . . ... ... ..

[6.35

Correlations between secondary electron emission intensity and sput-

ter yvields. |. . . . . . ..

[6.36

(a) EDX intensity map showing the concentration of Ga atoms im-

planted during sputtering of a polycrystalline tungsten with a 30 keV

[GGal ion beam. Tungsten grains with strong EDX intensities appear

to be bright, indicating a high concentration of implanted Ga atoms.

The white arrows indicate two grains where the [Gal content was eval-

uated. (b) Intensities of EDX signal versus crystal orientations. | . . .
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[6.37 Implanted Ga intensities versus sputter yields for tungsten grains.

Note that implanted Ga content intensities were evaluated from a

8-bit image (figure6.36). | . . . . . . ...

[6.38

EDX analysis with a 5 keV electron beam of a cross-section com-

prised of two adjacent tungsten grains sputtered by a 30 keV lGGal ion

beam: (a) SE image of the cross-section. Surface view of the two ad-

jacent tungsten grains can be seen in figure [6.36], as indicated by the

white arrows. A Pt-C layer was deposited onto the surface using elec-

tron beam prior to cross-section preparation by FIB; (b) elemental

mapping of the cross-section; (c¢) elemental line scanning of the two

tungsten grains. The two areas of the scanned lines are marked by

white lines in (b). Surfaces of the two tungsten grains are normalized

to x=0, as indicated by the dashed perpendicular line. Note that the

cross-section and [EDX| analysis were made 1.5 years after the sput-

ter experiment. Grains 1 and 2 have (100) and (216) orientations,

respectively. | . . . . . .

[6.39

oM images showing the enrichment of implanted Ga atoms at the

tungsten grain surface: (a) a low magnification SEM image showing

an overview of the cross-section comprising two adjacent tungsten

grains, (b) a high magnification SEM image showing the microstruc-

ture details of the cross-section of tungsten grain 3. EDS analysis

shown 1n figure|A.10[in the appendix indicates that the layer between

Pt-C coating and tungsten grain 3 contains a high concentration of

implanted Ga atoms. Note that tungsten grain 3 has a (111) crystal

orientation. | . . . . . . .. L

[6.40

Elemental line scanning analysis of the cross-section of tungsten grains

with (100) and (111) crystal orientations: a comparison of implanted

Ga atom concentrations. The [EDX| surface analysis was the crite-

rion for the selection of the grains. Note, the EDX analysis of tung-

sten grain with (100) orientation was made 1.5 years after the sput-

ter experiment, while for tungsten grain with (111) orientation, the

Ga concentration was analyzed directly after the sputter experiment.

Tungsten surface is located at x=0 for both cases. | . . . . . ... ..

64T

SkEM images of tungsten showing the surtface microstructure betore

(a) and after (b) the sputter experiment. Note that the deposited

Pt-C layers next to the FIB labeled specimen name disappeared in (b).| 95
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[6.42 Crystal orientation dependent erosion behavior of a polycrystalline

tungsten after sputtering with a 2 keV [Dlion beam: (a) erosion depths

versus crystal orientations, the crystal orientations were evaluated

with respect to the surface normal; (b) erosion depths versus crystal

orientations, the crystal orientations were evaluated with respect to

the direction of incident ion beam; (c) and (d) standard deviations of

the optimization of two Euler angles. |. . . . . . . . .. .. ... ...

[6.43 Influence of crystal orientations on the mechanically polishing of HPM1850: |

(a) height profile map derived by CLSM, (b) height profile map visu-

alized in an IPE . 0 0 0 0 .

98

[6.44 SEM images showing an advanced technique to evaluate the absolute

depths of erosion induced by sputtering: (a) holes preparation by

Ga ion gun. The bright and dark contrasts of the substrate are W

and Fe/Ni phases, respectively; (b) deposition of a Pt-C layer over the

prepared holes; (c) redeposition of a thin Pt-C layer and cross-section

prepared after sputtering the sample surtace with 2keV [Dlions. | . . .

[6.45 Crystal orientation dependent erosion behavior of [HPMI850] after

sputtering with a 2keV [Dlion beam: (a) and (b) erosion depths versus

crystal orientations in an IPF. The crystal orientations in (a) and (b)

were evaluated with respect to the surface normal and the direction

of the ion beam, respectively; (c) the change of standard deviations

with the two impact angles. The standard deviation at ¢ = 0 and

v = 0 corresponds to the case shown in (a). The standard deviation

peak appears at ¢ = —10° and ¢ = 6°, which actually indicates the

direction of the ion beam with respect to the surface normal. | . . .

. 100

[7.1 Crystal orientation dependent etching behavior of tungsten: (a) CLSM

image showing the surface microstructure after etching. (b) Height

profile map derived by CLSM. | . . . .. ... ... ... ... ....

[7.2  Height profile along the red line marked in figure [7.1] The selected

area is visualized as an image above the height diagram. | . . . . . . .

(7.3 Evaluation of crystal orientation dependent etching behavior of a re-

crystallized tungsten sample: (a) erosion depth versus crystal orien-

tation in an IPF. (b) standard deviation for the evaluation of erosion

depth. The sample was etched in the Murakami solution for 2min. | .

[7.4 The caculated Schmid factor [PE from H2%: (a) for tensile Schmid fac-

tor and (b) for compressive Schmid factor. Different symbols repre-

sent different values of the Schmid factor. (c¢) The comparison results

of the tensile Schmid factors (S,,az’ ) and compressive Schmid factors

(S¢ )and a S! = SC line is defined in the figure as shown by

max max max

the green triangles™01 | . L
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A1

CTF-file export file of the EBSD system. I'wo things are important

for the load EBSD_data() function. The "XStep or "YStep” (line 7

or 8) which is called step_size and the 'Phases’. This export file has

three phases (line 13) and tungsten (line 14), which is the phase of

interest and has the number 1. In this example the function was used

as "load_EBSD data( 'EBSD /D008 Sputterl 006.ctf’, phase="1",

step_size="0.85)"|. . . . . . ...

A2

Influence of ion fluences on the sputter yields of tungsten grains with

various crystal orientations. Sputtering of the polycrystalline tung-

sten sample was conducted with a 30keV |Gal ion beam under an

incident angle of 60° with respect to the surface normal: (a) sputter

yields versus crystal orientations at a fluence of 5.3 x 10*" at/m* and

(b) at a fluence of 1.1 x 10** at/m?, (¢) and (d) show the standard de-

viations, (e) and (f) the amount of measurments for the sputter yield

evaluations in (a) and (b), respectively. The crystal orientations were

I s &le lé]ls !1 l!! I Is !] ls:‘:l i()ll Szl llls: IS!Il t)g:i!l[l. I ..............

A3

Influence of ion fluences on the sputter yields of tungsten grains with

various crystal orientations. Sputtering of the polycrystalline tung-

sten sample was conducted with a 30 keV ion beam under an

incident angle of 60° with respect to the surface normal: (a) ero-

sion versus crystal orientations at a fluence of 1.62 x 10°*at/m?, (b)

sputter yields (c) the standard deviations and (d) the amount of mea-

surments. The crystal orientations were evaluated to the direction of

the ion beam. Note that the [SDlis very high which 1s an indication

that the maximum erosion depth of 4 ym was to high. | . . . . . . ..

A4

Statistics for the crystal orientation dependent erosion behavior of

tungsten sputtered with a 30 keV Ga ion beam: (a) erosion depths,

(b) sputter yields, (c) standard deviations and (d) amount of measure-

ments for the evaluated erosion depths of various crystal orientations

shown in 6.3l There were in total 1.8 million measurements in the

erosion depth evaluations.| . . . . . . . ... ... ... L.

A5

Statistics for the crystal orientation dependent erosion behavior of

tungsten sputtered with a 30 keV Ga ion beam: (a) erosion depths,

(b) sputter yields, (c) standard deviations and (d) amount of measure-

ments for the evaluated sputter yields ot various crystal orientations

shown in [6.30(b). There were in total 1.8 million measurements in

the erosion depth evaluations.| . . . . . ... ... ... ... ... ..




A6

Statistics for crystal orientation dependent erosion behavior of tung-

sten sputtered with a 8 keV Ga ion beam: (a) erosion depths, (b)

sputter yields, (c) standard deviations and (d) amount of measure-

ments for the evaluated sputter yields of various crystal orientations

shown in figure |6.16[ T'here were in total 0.5 million measurements

mcluded 1n the evaluation) . . . . . . . . . .. ...

Statistics for crystal orientation dependent erosion behavior of tung-

sten sputtered with a 5 keV Ga ion beam: (a) erosion depths, (b)

sputter yields, (c) standard deviations and (d) amount of measure-

[ ments. There were in total 0.2 million measurements included in the |

evaluation. | . . . . . ..

Statistics tor crystal orientation dependent erosion behavior of tung-

sten sputtered with a 2 keV Ga ion beam: (a) erosion depths, (b)

sputter yields, (c) standard deviations and (d) amount of measure-

ments for the evaluated erosion depths of various crystal orientations

shown m16.17L There were in total 1.9 million measurements included

[A.9 [PCAl evaluation showing the misalignment error of the the sample

mounting. D5, are shown in regard of two Euler angles in polar

coordinates. The crystals were twisted in ¢, which is the rotation

angle in the pole figure, and o, which is the radius in the pole figure.

‘The maxima of the [SDl,., are used to find the angles to rotate the

crystal orientation with equation [2.5] for optimizing the sputter yield

data (see figure|6.30). | . . . . . ...

[A.10 EDX elemental line scanning of the cross-sections ot two tungsten

grains with different crystal orientations. The detected Ga atoms were

introduced by implantation during sputtering of the polycrystalline

tungsten sample with a 30 keV ion beam. 'The EDX analysis

was made directly after the sputter experiment. The surface of both

tungsten grains are normalized to x=0, as indicated by the dashed

perpendicular line. For SEM images of the cross-sections, please refer

to figure6.39. | . . . ...

[A.11 Statistics for crystal orientation dependent erosion behavior of tung-

sten sputtered with 2 keV D ion beam: (a) erosion depths, (b) sputter

yields, (c) standard deviations and (d) amount of measurements for

the evaluated erosion depths of various crystal orientations shown in

| G20 T] = TT0 oG TE ot 1140
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[A.12 Statistics for crystal orientation dependent erosion behavior of tung-

sten sputtered with 2 keV D ion beam: (a) erosion depths, (b) sputter

yields, (c) standard deviations and (d) amount of measurements for

the evaluated erosion depths of various crystal orientations shown in

O.40L 1. . . . o o

[A.13[EEBSDI map showing crystal orientation distributions on the surface

of HPMISDO. | . . o o o o oo

[A.14 Eorsion depth of EUROFER bombarded at 300 K by 200 eV D ions

(600 eV/D7 ) to a fluence of 1.4 x 10**D/m?.  (a) “approximate

eroded depth as a function of grain orientation in the direction normal

to the sample surface”m; (b) reevaluate data due to impact angle

detection, which was 20°. | . . . . . . .. ... ... L.
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