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Chapter 1 

 

Water and Ice – structure and properties 

 

 

 

 

Water, a ubiquitous substance on Earth, is chemically one of the simplest compounds, yet a contentious topic 

of scientific research. An accurate theoretical model of water remains elusive; notably one of the top 125 

questions of the 125th anniversary of Science1,2 was ‘what is the structure of water?’ Constituting three 

atoms, the water molecule has four sp3-hybridized electron pairs, giving it a tetrahedral arrangement. The 

partial charge on the oxygen and hydrogen atoms gives the water molecule its polar character; which in turn 

leads to a water molecule being able to form hydrogen bonds with up to four of its closest neighbours. 

Hydrogen bonds can be 10-100 times weaker than covalent bonds, making quick rearrangements possible 

for water molecules whilst maintaining a three-dimensional cohesive structure. 

Hexagonal ice, Ice Ih, is the most commonly encountered solid phase of water. Ice currently is known to have 

19 different crystalline structures3 under conditions of varying temperature and pressure.  

 

Structure of water molecule 

The structure of an isolated water molecule, in its gaseous state, is represented in Figure 1.1. The equilibrium 

O-H distance is 0.96 Å and the H-O-H angle is 104.5°; these values were deduced from the rotational 

components of the rotation-vibration spectrum4. As apparent from Figure 1.1, the water structure is bent, 

and not linear (like CO2), and this form gives it a dipole moment. 

The two H atoms and an O atom covalently bond together to form a water molecule. In its condensed states, 

water molecules interact to form a cohesive network via hydrogen bonds. This is a distinct type of chemical 

bonding that occurs when an H atom lies between two of the highly electronegative atoms like F, O, or N. 

Interestingly, hydrogen bonding is effective only for the first row of the electronegative atoms in the periodic 

table – explaining why HCl due to its larger molecular weight is not able to form hydrogen bonds and is thus 

a gas at room temperature. This hydrogen bonding between water molecules is what ‘binds’ the molecules 

together into a liquid; and accounts for the arrangements of molecules in ice. 
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Figure 1.1: dimensions of an isolated water molecule 

A hydrogen bond, represented as O-H…O, is weaker than a covalent bond H–O. Thus the O…H distance is 

larger than the O-H distance. A hydrogen bond donor is the molecule to which the hydrogen is covalently 

bonded, and the other molecule is the hydrogen bond acceptor. Water, because of its polar nature is very 

effective at transferring additional charges by rearrangement of molecular configurations, by the Grotthuss 

hopping mechanism. This mechanism is based on the ‘relay’ of protons by a series of water molecules, 

instead of a single proton diffusing through water. The solvation of excess protons occurs in two limiting 

forms: the Eigen – where the proton is associated with one central water molecule H3O+, and Zundel – where 

the proton is equally shared with two neighbouring water molecules forming a complex H5O2
+. Proton 

hopping involves cooperative efforts of water molecules upto the second solvation shell for a periodic 

isomerization of the Eigen and Zundel structures5. 

 

Structure of ice 

The structure of ice in its stable state under ordinary conditions is known as Ice-I (one), which exists in two 

different crystalline forms – hexagonal, which is called Ice-Ih; and cubic, called Ice-Ic. Both these forms of ice 

are represented in the phase diagram of water shown in Figure 1.2. Ice-Ih forms under normal pressure and 

temperature conditions, and is thus also the most widely-existing terrestrial form of ice – in the form of 

snowflakes, ice crystals in the atmosphere, ice sheets and glaciers, etc. Ice-Ic is formed by depositing vapour 

at very low temperatures (below 120 K). Besides these, another 15 different crystalline structures of ice have 

been shown to exist under varying temperature and pressure conditions; and three different types of 

amorphous ice (low density, high density, and very high density) have been characterized. Ice-Ih is the focus 

of this thesis and all references to ice in the thesis are directed to Ice-Ih, unless explicitly mentioned 

otherwise. 

The crystalline structure of ice is comprised of oxygen atoms arranged on a hexagonal lattice, where it has 

four nearest neighbours at the corners of a tetrahedron. Each H2O molecule donates two hydrogen bonds, 

and also accepts two hydrogen bonds, hence making a tetrahedral arrangement of hydrogens around the 

oxygen atom. Although a crystalline structure, a long-ranging orientational order in ice is absent. 
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Figure 1.2: phase diagram of water from reference6 

 

Crystalline structure 

The hexagonal crystal representation of ice is shown in Figure 1.3. Part b shows a hexagonal lattice system, 

with the unit cell marked in bold lines. The unit cell is enough to represent the lattice symmetry, the ‘full’ 

hexagonal prism arrangement comprised of three unit cells is marked in dotted lines. The water molecules 

with the oxygen atoms corresponding to the hexagonal unit cell are shown coloured in part a of the figure, 

and as is apparent from the figure, the unit cell contains 4 water molecules. When looking down 

perpendicular to the c-axis, the oxygen atoms stack in the sequence ABAB, the A and B layers marked on the 

left figure. The hexagonal rings have a puckered shape, giving the stacking sequence a bi-layered form. The 

unit cell elucidates that the two sides of the cell have an equal length with an enclosed angle of 120 degrees. 

When this property is translated to the hexagonal prism, it gives it a 6-fold rotation axis. A hexagonal system 

is usually referenced by Miller-Bravais lattice notation, introducing a 4th direction, written as the 3rd index. 

The Miller-Bravais system hence uses 4 instead of 3 indices as in the Miller notation. The usage of 4 indices 

makes it easier in terms of crystallographic representation to deduce plane and direction symmetry as a 

permutation of lattice indices.  

Three different planes, that correspond to the basal, primary prism, and secondary prism planes are 

highlighted and indexed in Figure 1.4. The space group of hexagonal ice is P63/mmc; where the first and the 

second m denote the mirror plane perpendicular and parallel to the c-axis; c denotes glide planes; 63 denotes 

the multiplicity and screw of the pitch axes, P denotes Primitive instead of Centred structure7. 
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Figure 1.3: crystalline structure of hexagonal ice; left: molecular representation of the unit cell, also showing the ABA 

stacking sequence; right: unit cell in the hexagonal structure; image adapted8 

The bi-layered arrangement of the oxygen atoms can be appreciated better in Figure 1.4 which shows the 

side views of the different plane orientations of the crystal system. It was shown that the interfacial 

molecules at the basal plane of ice melt in a bilayer-by-bilayer manner9, whereas those at the secondary 

prism plane melt in a layer-by-layer manner; and Figure 1.4 is a pictorial explanation behind that. The figure 

also illustrates clearly the different plane orientations of the ice crystal with molecular and crystalline 

representations. 

 

Figure 1.4: images representing the different orientation planes of the hexagonal ice structure9 

 

Ice rules and orientational disorder 

In 1921, Dennison, was the first person to determine unit cell parameters, and in 1922, Bragg used them to 

propose the structure of ice as we know now, based on positions of oxygen atoms. The determination of 

hydrogens atoms had to wait until 1949 using neutron diffraction. There is an inherent orientational disorder 

present in ice, which can be explained as follows: every individual water molecule can share its two 

covalently-bonded hydrogens to only two other water molecules when there are four to choose from. This 



Water and Ice – structure and properties  11 

 

 

constrained arrangement can have 6 different directional configurations. The concept of disorder can be 

better visualized in Figure 1.5: in the left figure, the central water molecule donates two hydrogen bonds to 

the two water molecules above it; in its disordered phases one of them shown on its right side, it would 

donate to any two of the water molecules available.  

 

Figure 1.5: left: proton ordered arrangement wherein the central water molecule donating two hydrogen bonds to water 

molecules above it, and accepting two hydrogen bonds from water molecules below it; right: one of the disordered phases 

shown; Image adapted10. 

Bernal and Fowler, in 1933, laid down basic ice rules that govern the arrangement of atoms in ice. The rules 

state that each oxygen atom is covalently bonded to two hydrogen atoms, and an oxygen atom in each water 

molecule is hydrogen bonded to other oxygen atoms, leading to precisely only one hydrogen atom between 

each pair of oxygen atoms. Pauling in 1935 estimated that there are (3/2)N different ways to arrange H-bonds 

of N water molecules, subject to the ice rules formulated by Bernal and Fowler. A disorder in the structure, 

thermodynamically introduces entropy in the system, which would be R ln 3/2 = 0.806 cal K-1 mol-1. This 

orientational disorder in the ordered lattice gives rise to distinct properties like electrical polarizability and 

conductivity, because of which ice is often described as a protonic semiconductor. 

The presence of a disordered state also postulates the existence of an ordered equilibrium state at or before 

0 K. This concern was solved in the 1980s when KOH-doped ice exhibited a proton-ordering transition at 72 

K. This proton-ordered structure was called Ice-XI. The transition temperature from Ice-Ih to Ice-XI was 

independent of the KOH concentration, suggesting that it was required only as a catalyst. However, the 

requirement of ‘defects’ for the transformation process is also thought of as a violation of the ice rules.  

At the surface where there is a break in symmetry, the disorder in the orientation of molecules in the ice 

crystal is suspected to change for electrostatic stability. Quantum chemical simulations have shown that 

proton ordering affects the surface energies by an order of magnitude more than the effect on bulk 

energies11. The ice surface was thought to have a ferroelectric ordering, determined from neutron 

diffraction12 data and simulations13, but the idea was challenged and the surface of ice subsequently is 

claimed to be antiferroelectric14. Computational studies expect the surface to be proton-ordered in specific 

alternate arrangements, known as Fletcher pattern. Experimentalists have been in the hope of being able to 

confirm or negate this hypothesis. Chapter 5 is an attempt towards answering this question, using SFG 

spectroscopy to explore ways to characterize proton ordering, if any, at the surface of ice. 
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Water – absorption spectrum 

This thesis is about studying the structure and dynamics of water in its liquid and solid states, using its 

interaction with light as the measurement tool. Water absorbs light across a wide range of frequencies, being 

transparent only in the visible region. Light in the UV frequency range is absorbed by water through excitation 

of electronic modes; In the visible region, the weak absorption of red light is caused by various combinations 

of overtones of intramolecular bands, giving water a slightly blue tinge. The strongest vibrational mode of 

water is at ~3400 cm-1. Going further to the red side, the bend mode appears around 1640 cm-1, followed by 

wagging and librational modes, and finally the intermolecular vibrations and collective motion of water 

molecules. At very low frequencies, corresponding to wavelengths longer than 10 m, the water starts 

becoming transparent again, making radio communication possible in water by sub marines. 

 

Figure 1.6: absorption spectrum of water, adapted from reference15,16. 

 

Vibrational modes of ice  

For an ice crystal with N molecules, there would be 3 N normal modes of vibration. In a perfect crystal, the 

normal vibrations can be described as standing waves with a constant amplitude through the crystal and can 

be described by a wave vector. In an orientationally-disordered crystal-like ice, as has been described before, 

the intermolecular coupling constants are not periodic in space and so vibrational amplitudes are not periodic 

either. There are no selection rules applying in terms of the wave vector, and hence all vibrations are 

spectroscopically active. This explains why the Infrared and Raman spectra of ice, as shown in Figure 1.7, 

show an almost continuous response throughout the range displayed.  

The fundamental frequencies of an isolated H2O molecule, and H2O and D2O ice are presented in table 1.1, 

and represent the intramolecular vibrations of the water molecule. ν1 and v3 depend on the force constant 

for stretching the covalent O-H bond: where a symmetric stretch vibrates at ν1=3652, and the asymmetric 
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stretch ν2=3756 cm-1. v2 depends on the force constant for changing the bond angle, thereby leading to the 

H-O-H bending motion at ν2=1595 cm-1. For ice, the intricate intermolecular coupling between the molecules 

results in a band of vibrations, which are severely complicated to disentangle and interpret. Essentially the 

spectrum can be divided into four distinct regions: a) intramolecular O-H stretching vibrations around 3300 

cm-1 derived from ν1 and v3 of the isolated H2O molecule; b) intramolecular bending vibration at 1600 cm-1 

derived from v2; c) intermolecular rotational vibrations around 840 cm-1; and d) intramolecular translational 

vibrations peaking at 230 and 165 cm-1. 

 

Figure 1.7: IR and Raman spectra of ice; infrared absorption (Bertie et al. 1969), Raman spectroscopy (Wong and Whalley 

1975, 1976); figure from reference17. 

The stretch mode of ice has been extensively studied, because of easier acquisition of signal. Recently there 

is attention starting to be paid to the bend mode of ice, and chapter 4 will focus on the bend mode of 

interfacial ice, with an extensive temperature-dependent and polarization-dependent study. The aim is 

centred around finding how the bend mode responds to temperature changes, and how the differences in 

polarization-dependent signals can be explained. 

Table 1.1: Vibrational peak assignments for an isolated water molecule and hexagonal ice7:  

 H2O vapour H2O ice D2O ice 

ν1 (cm-1) 3652 3143 2347 

ν2 (cm-1) 1595 1640 1210 

ν3 (cm-1) 3756 3252 2440 

 

In chapter 6, we come back to the stretch mode, and look at the dynamics of the oscillators in the stretch 

mode. So far, we have only talked about static information received from spectroscopic data, but using 

ultrafast lasers and pump-probe experiments, time-resolved molecular information on a femtosecond scale 

can be measured. Methods are discussed on how these results can be modelled and interpreted, and what 

can we gain from them in a bigger picture. 
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Preparation of single-crystalline ice  

Multiple methods have been reported in the literature to produce single-crystalline ice samples: surface 

cooling of water by rapid evaporation under reduced pressure, variants of the Czochralski technique involving 

elevation of a seed crystal, and growing ice via a capillary into a wider glass tube using the Sapporo or the 

Bridgeman techniques. Ice for all the measurements in this thesis was grown using the Czochralski method, 

for which the starting seed was procured using the Lake ice technique.  

 

Lake ice 

This method propagates the growth of single-crystalline ice as it would naturally on a cold undisturbed lake 

surface. Treated milliQ water is poured into a cleaned Petri-dish, covered and kept undisturbed in a freezer 

at -20° C. Over time, nucleation of ice should start, and the water starts freezing, usually from the surface, 

down to the bottom. Often times an eruption of the surface was seen when water at the bottom would start 

to freeze beneath the already-frozen surface. Under conditions of undisturbed nucleation of ice, a few 

centimetre-wide cubes of single-crystalline ice blocks in an overall polycrystalline sample would be formed. 

The largest of such a single, or poly-crystalline areas was cut off using a bandsaw in the freezer. This would 

act as a seed crystal for the Czochralski process to grow much larger single-crystalline boules. 

In Chapter 7, the role of structural order in the efficiency of a biologically-relevant ice-nucleating agent, 

cholesterol, is explored using experimental and simulation methods. 

 

Czochralski method 

The Czochralski method, which involves the extraction of a seed from the melt, is widely used to produce 

single crystals of metals, semiconductors, salts, and synthetic gemstones. The method established in our 

laboratory, was applied to obtaining single-crystalline ice boules, inspired by the work of S. Roos18. The setup 

involves a water bath maintained at around 0.5°C, a copper finger maintained at -14°C that acted as a heat 

sink and was adjustable in height and tilt angle, and a seed crystal, approximately 4 x 4 cm and 2-4 cm thick 

to start with. The water bath is constantly stirred to promote agitation and constant movement for thermal 

equilibrium and also to prevent bubble formation at the air-water interface. The copper finger is attached to 

a Peltier element with liquid back-cooling, allowing temperature control. Temperatures of both the bath and 

the copper finger are monitored throughout. The seed is melt-attached to the copper finger: the copper 

finger is cooled at a rate of ~5°C/minute from room temperature conditions; at ~5°C, the seed placed flat on 

a Teflon substrate is pressed against the copper finger, the cooling rate of which is increased to 10-

15°C/minute, to avoid complete melting of the seed. The seed attaches as the surface of the seed touching 

the finger melts, and there is subsequent freezing as the temperature goes down. An image of the attached 

seed to the copper finger is presented in Figure 1.8a. 

After seed attachment, the temperature of the copper finger is maintained at -14°C. Thereafter, the bottom 

surface of the attached seed is melted using a heat gun to create a molten layer of water, and it is translated 

immediately to the top of the bath using the adjustable height and tilt settings of the copper finger setup. 

The seed is lowered slowly to immerse only a couple of millimetres into the water bath, maintained at a 

temperature of around 0.5°C. The seed is allowed to stay in that position for half an hour or more depending 
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on the size of the boule one aims to produce. In that period, the seed stabilizes into a wider block of ice, that 

continues to get bigger the longer it stays. The seed is then pulled out of the water bath at an optimized rate 

using an automated height adjustment system that the copper finger is mounted to. The rate of extraction 

depends on the dimensions of the final boule size. We would like our boules to be around 8-10 cm in wide, 

and 10 cm long cylindrically shaped, to slice out 5 cm thick samples for experiments. For these dimensions, 

we had optimized the pulling rate to be nearly 5 mm per hour. Ice would usually grow over a period of 24 

hours.  

 

Figure 1.8: steps to making single-crystalline ice 

When the boule looks satisfactory in size, the process is stopped and the ice is extracted by raising the boule 

out of the bath; an example of the boules produced is shown in Figure 8b. At this point, to release the boule 

from the copper finger, the temperature of the finger is raised to above the melting point of water to let the 

boule just drop from the finger, which is caught by gloved hands. The boule was kept in the freezer 

immediately after release from the finger, undisturbed for equilibration reasons, and to avoid immediate 

cracks or defects because of sudden temperature changes and handling. 

 

Characterization of single crystals 

Cross-polarizer setup 

Ice is birefringent, thereby having an ordinary wave that has the same velocity in all directions, and an extra-

ordinary wave that travels with a different speed of light in different directions, producing a phase shift. At 

the optical axis the two waves meet, the optical axis of ice coincides with its c-axis. Therefore, using a cross-
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polarizer setup, it is possible to determine the c-axis of the ice sample. A cross-polarizer setup, also called a 

Rigsby stage, consists of two orthogonal polarizers. In between the two polarizers there is space to insert and 

rotate a sample. Without any sample between the first polarizer and the second polarizer (called the 

analyser), the transmitted light is completely extinguished by the two orthogonal polarizers. With a 

polycrystalline sample within the polarizer and analyser, light incurs a phase shift between the ordinary and 

extra-ordinary waves when passing through ice, changing the polarization. This causes the sample to appear 

bright, and the brightness varies for differently oriented domains of the polycrystalline sample, an example 

of which is shown in Figure 1.8c. The outgoing light is completely extinguished for the cases when the optical 

axis of the ice is aligned with either the polarizer or the analyzer, or when the c-axis is parallel to the line of 

sight. When the c-axis is indeed parallel to the line of sight, rotation in that axis should remain dark at all 

angles. This would be the basal or 0001 plane of ice. 

The accuracy of using a Rigsby stage is a user-dependent process. Although it can offer complete information, 

it was used only to roughly estimate the basal plane, and to check the single-crystallinity of the sample. For 

a more quantitative determination of the crystal-orientation, Formvar etching was performed. 

 

Formvar etching 

Crystallographic information from the ice surface can be obtained in the form of etched pits using thermal 

and anisotropic etching, known as Formvar etching. A thin slice of ice (10-20 mm thick) is obtained using a 

bandsaw, it is vital to pay attention to the viewing plane of the cut slice in reference to the boule to pinpoint 

the correct axis. The ice slice is melt-attached onto a glass cover slip: the ice slice is rubbed over the glass 

slide to initiate melting of the contact surface of ice, after which it is placed in the centre of the slide and 

moved to the freezer to attach. After attachment, the sample is placed in a microtome holder to produce a 

flat and smooth surface for the etching process. Thereafter, the cover slip is mounted onto a microscope 

holder. A 2% solution of polyvinyl formal (Formvar) in ethylene dichloride is used to cover the surface of the 

thin ice slice using a clean cotton swab. After the solvent evaporates, a polymer film forms on the sample.  

 

Figure 1.9: a) etch pits shapes for different orientation plane cut, from reference19; b) basal, and the prism planes of ice 

depicted in the hexagonal crystalline structure. 
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The polymeric film causes the formation of etched pits as water starts to evaporate through small randomly 

distributed holes of the film. The etched pits take the shape associated with the lattice structure dependent 

on the crystal orientation, and start from tiny pits and increase in size with time due to continuous 

evaporation of water. From the shape of the pits, it is thus possible to determine the orientation of the axis. 

The basal plane leaves hexagonally-etched pits, an example of which is shown in Figure 1.8d. Other shapes 

of the pits are shown in Figure 9a, corresponding to the plane orientations of the crystal shown in Figure 

1.9b. The microscope used was Olympus BX40, at a magnification of 40X, and Nikon Digital Sight DS-U2 

camera was used to take photographs. 

When starting with a crystal seed not already basal-oriented, the sample orientation can be far from that 

desired. The etch pit images help to obtain the degree to which the orientation plane is off. Having an 

estimate of the angles, based on the shadows of the etched pits in one or multiple directions, the boule is 

cut at the respective angle in a direction referenced to the slice of ice being observed for etched pits. This 

can be a tedious, iterative process, based on trial and error in the beginning. Once the desired plane 

orientation is obtained, enough ice is grown to always have a seed for the next growth process of the correct 

orientation. 

 

Sample preparation for measurements 

After an ice boule is correctly oriented to the desired plane, a parallel disc of ice (~5 mm), maintaining the 

same orientation, is cut from the boule using a bandsaw. A stainless steel device, with high mass 

concentration at one end, and very thin features in the shape of a circle (4.4 mm) on the other end, is used 

as a ‘cookie cutter.’ The thick side helps to take up the heat when heated before usage, and transfer it while 

cutting the disc using the thin sharp side, assisting the cut with some melting from the heat. Once the disc is 

cut in the right dimensions, it is melt-attached to a pin in the centre of an aluminium ice cell. The ice cell with 

ice attached to it can be seen in Figure 1.10 b and c, with the aluminium pin with grooves in the middle.  

After attachment to the cell, the cell is screwed to a microtome holder, as shown in Figure 10a. The 

microtome used was an adapted version of a Swift and Anderson Rotary Microtome. The ice attached to the 

cell is microtomed, by moving the ice cell up and down in reference to the microtome blade. The microtome 

blade chosen after trying at least 15 different types, was a Leica three-facetted blade. When the ice cell is 

positioned above the blade, it is moved in minimal distance steps over the microtome blade position, and 

then lowered to scrape off the ice. This is an extremely important step that determines the ice surface quality.  

To obtain an optically-flat ice sample, the step sizes of ice scraping are kept small, and the cell is moved slowly 

and smoothly while scraping to avoid line ridges. An optically flat shining sample after microtoming is shown 

in Figure 1.10b. The reflectivity of some direct light was a good check of the sample surface. After 

microtoming, the ice cell is then closed air-tightly within a Calcium Fluoride window, and a plastic cap is 

threaded closed to retain air-tightness, shown in Figure 1.10c. The ice cell is left overnight for annealing so 

the surface can reach an equilibrium state. 
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Figure 1.10: a) microtome; b) microtomed ice sample in its cell; c) ice sample covered by a Calcium Fluoride window, 

allowed to anneal; d) ice cell in the setup, rotation enabled using a crank-shaft mechanism upon a Copper cooling stage 

The ice cell is subsequently transferred to the setup in the lab for measurements. The ice cell in the setup 

rotates over a copper cooling stage using a crank-shaft mechanism and an additional wobbling. The ice cell 

is rotated at a rate so that every pulse from the laser (assuming a ~100 μm diameter) hits a subsequent new 

spot on the ice, thus avoiding the accumulation of heat in the sample and preventing it from melting. The 

copper plate can be cooled down to 218 K, and the aluminium cell being a good thermal conductor can attain 

temperatures almost as close. The temperatures of the ice (by drilling a hole in the ice and placing a sensor), 

and the ice cell corresponding to the temperature of the copper block were recorded for reference to the 

ice temperature later. The setup was purged to avoid condensation over the cell or copper block, and a 

nitrogen jet pipe placed close to the cell would avoid condensation over the cell window. 

 

Outline 

Having had a general overview so far about the structure, properties, and synthesis of crystalline ice, the 

subsequent chapters are outlined as follows. Chapter 2 and 3 give an overview on the theory of non-linear 

light-matter interaction, ultrafast lasers and Sum Frequency Generation spectroscopy, followed by a brief 

explanation of the experimental setup, and data analysis. Chapter 4 to 6 present experimental results 

pertaining to the ice surface, discussing specifically the vibrational bend mode, proton order, and dynamics 

of the vibrational stretch mode, respectively. Finally, Chapter 7 showcases experimental and simulation 

results on the ice-nucleating properties of cholesterol monolayers. 

A brief summary of the PhD work closes the thesis. 
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Chapter 2 

 

Static and time-resolved optical interactions 

 

 

 

 

Introduction to Nonlinear Interactions 

Nonlinear optics encompasses all phenomena for which the response of a material system to an applied 

optical electric field depends nonlinearly on the strength of the applied field. Linear optical phenomena (like 

reflection, refraction, absorption) occur when the applied electric field is relatively weak (~103 V/cm) and the 

material response varies linearly with the strength of the applied field. Nonlinear effects occur when the 

applied electric field is of an order comparable to the electric field in matter (which is around 109 V/cm). Such 

intense fields can be generated using powerful pulsed lasers, and can cause nonlinear effects like intensity-

dependent refractive index leading to the Kerr effect, generation of light beams of another frequency, like 

Sum Frequency Generation (SFG), Difference Frequency Generation (DFG), third harmonics; and other 

effects like stimulated Raman scattering, two-photon absorption, self-phase modulation, etc. Nonlinear 

optical effects were discovered in 196120 upon demonstration of Second Harmonic Generation (SHG) in a 

nonlinear crystal using a ruby laser, soon after the ruby maser21 was invented in 1960. 

The equation for the propagation of a light wave can be derived from Maxwell’s equations, considering a 

non-magnetic medium with no free charges and no free currents, and is represented as: 

𝛻2Ẽ + 
𝜖(1)

𝑐2
𝜕2Ẽ

𝜕𝑡2
= −

1

𝜖0𝑐
2

𝜕2𝑃

𝜕𝑡2
  

Eq. 2.1 

where 𝜖0 is the electric permittivity in vacuum, 𝜖(1) is the relative permittivity, c is the speed of light, Ẽ is a 

time-varying electric field, and 𝑃 is the polarization. A neat derivation to Equation 1 can be found here22. The 

equation is an inhomogeneous differential equation, with the polarization acting as a source term: the 

polarization can serve as an appropriate representative quantity for the induced electric field in the medium. 

Polarization in a medium upon interaction with an external field must obey causality; it is not induced 

instantaneously. Hence, the more general form as a function of time is: 

𝑃(𝑡) =  𝜖0∫ 𝜒𝑒(𝑡 − 𝑡
′)𝐸(𝑡′)𝑑𝑡′

𝑡

−∞

  
Eq. 2.2 
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which says that the polarization is a convolution of the electric field at previous times with the time-

dependent susceptibility given by 𝜒𝑒(∆t). A Fourier Transform of the above function gives a more convenient 

frequency-dependent function: 

𝑃 = 𝜖0𝜒𝑒(𝜔)𝐸(𝜔) Eq. 2.3 

where 𝜒𝑒 is the linear electric susceptibility. Eq. 3 holds true when the light entering a medium has a low 

intensity. 

When the electric field E of the incident light increases, the polarization of the medium is no longer linearly-

dependent, but is instead expanded in a power series. Writing E = E1cosωt, the induced Polarization becomes: 

𝑃 = 𝜖0(𝜒
(1)(𝐸1 cos𝜔𝑡) + 𝜒

(2)(𝐸1 cos𝜔𝑡)
2 + 𝜒(3)(𝐸1 cos𝜔𝑡)

3 +⋯)  Eq. 2.4 

which can be written as: 

𝑃 = 𝜖0

(

 
𝜒(1)𝐸1 cos𝜔𝑡 + 

𝜒(2)

2
𝐸1
2 (1 + cos2𝜔𝑡) +

 
𝜒(3)

4
𝐸1
3(3 cos𝜔𝑡 + cos3𝜔𝑡) + ⋯ )

   

Eq. 2.5 

where 𝜒(1), 𝜒(2), 𝜒(3) are the first, second, and third – order susceptibilities, which are associated with the 

linear, second, and third – harmonic responses of the polarization. Equation 2.5 states that an intense 

external electric field upon interaction with a medium causes an induced polarization in the medium, which 

then emits light at twice (Second Harmonic Generation), thrice (Third Harmonic Generation), etc. the 

frequency of the incident field E1. The susceptibility is a complex quantity containing optical information of 

the dielectric material. The real part of the susceptibility is associated with the refractive index, and the 

imaginary part to the absorption coefficient. It is easier to directly measure the absorption properties of a 

material and hence the imaginary part of the susceptibility. The real part is usually indirectly inferred using 

the Kramer-Kronig relations. It can be measured directly using phase-sensitive measurements utilizing a local 

oscillator of known phase as a reference.  

The susceptibility is a tensor because the electrons in a material, when an electric field is applied, experience 

a restoring force in the direction of the field, and also additional forces from the neighbouring molecules. 

Hence, Equation 4 should ideally be written incorporating forces in x, y and z directions in the Cartesian 

coordinate system: 

𝑃𝑖 = 𝜒𝑖𝑗
(1)𝐸𝑗 + 𝜒𝑖𝑗𝑘

(2)𝐸𝑗𝐸𝑘 + 𝜒𝑖𝑗𝑘𝑙
(3) 𝐸𝑗𝐸𝑘𝐸𝑙 +⋯ Eq. 2.6 

where i,j,k,l each denote the x,y,z Cartesian components; and summation should be performed for the 

repeated indices. 
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Second Order Nonlinear Phenomena 

If the incident external field is a sum of two different oscillating fields, E1 and E2, then the total incident field 

can be expressed as: 

𝐸 = 𝐸1 cos𝜔1𝑡 + 𝐸2 cos𝜔2𝑡 

Substituting the combined E field in the second-order term of Equation 2.5: 

𝑃2 =  𝜖0𝜒
(2)(𝐸1 cos𝜔1𝑡 + 𝐸2 cos𝜔2𝑡)

2  Eq. 2.7 

which gives the following four terms: 

𝐸1
2 + 𝐸2

2; 

𝐸1
2 cos2𝜔1𝑡 + 𝐸2

2 cos2𝜔2𝑡 ;

𝐸1𝐸2 cos(𝜔1 −𝜔2)𝑡

2
; 

𝐸1𝐸2 cos(𝜔1 + 𝜔2)𝑡

2
 

 

 Eq. 2.8 

The first term depicts the generation of a static DC field, the second terms depicts the SHG, the third and 

fourth terms depict the DFG and SFG effects, respectively.  

 

Nonlinear optical media and Phase-Matching 

The generation of these nonlinear fields requires an effective medium. This can be elaborated by considering 

the incoming laser beam to be a monochromatic plane wave at frequency ω1 and with a wave vector k1, 

hence having an electric field 𝐸(𝑟, 𝑡) =  𝐸0cos (𝑘1𝑟 − 𝜔1𝑡), and inducing a second-order polarization at the 

modulated frequency 2𝜔1 or 𝜔1 + 𝜔2. The macroscopic second-harmonic wave produces a large intensity 

only when the phase-velocities of the incoming waves and the outgoing wave are synchronized. The phase 

velocity in a medium is characterized by the index of refraction n(ω): 

𝑣𝑝ℎ =
𝜔

𝑘
=

𝑐

𝑛(𝜔)
 

The phase-matching condition is fulfilled when: 

𝑘3(𝜔3) = 𝑘1(𝜔1) + 𝑘2(𝜔2) 

or  

∆𝑘 =  𝑘3(𝜔3) − 𝑘1(𝜔1) − 𝑘2(𝜔2) = 0 Eq. 2.9 

Since the wave vector k is related to photon momentum 𝑝 =
ℎ

2𝜋
𝑘, the condition simply states that the law 

of conservation of momentum is obeyed when three photons participate in the process of frequency mixing. 

When all the beams are collinear, the condition can be replaced by: 
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𝑛3𝜔3 = 𝑛1𝜔1 + 𝑛2𝜔2 Eq. 2.10 

For the SHG process, 𝜔1 = 𝜔2, and 𝜔3 = 2𝜔1, hence Equation 2.10 takes the form 𝑛(2𝜔1) = 𝑛(𝜔1). This 

would imply that SHG may only be efficiently generated when the index of refraction at 2𝜔1 equals that at 

𝜔1. This is typically not possible because dispersion dictates that waves of different wavelengths do not 

experience the same indices of refraction.  

 

Figure 2.1: Phase-matching direction in a negative uniaxial crystal; 𝑛1 is refractive index of the fundamental, and 𝑛2 of the 

second harmonic. 

However, birefringent crystals are often used to make the condition hold true, utilizing their orientation- and 

polarization-dependent refractive indices. Many anisotropic crystals that have an optical axis (including 

calcite, quartz, ice, etc.) are birefringent, meaning that the light beam undergoing refraction divides into two 

rays: the ordinary and the extraordinary ray, both of them being linearly polarized in planes perpendicular to 

each other. The ordinary beam is polarized orthogonal to the optical axis of the material, and propagates 

along the same direction, regardless of crystal orientation. The extraordinary beam, however, propagates at 

a different velocity as it takes a different propagation upon crystal rotation, depending on the angle between 

the polarization direction to the optical axis of the material. Thus for the ordinary beam, the index of 

refraction no is independent of the direction of propagation (θ), in contrast to the extraordinary index of 

refraction ne, whose value changes from the maximum equal to no, and minimum when the direction of beam 

propagation is perpendicular to the optical axis23. The following equation describes the dependency of ne on 

the angle θ which the beam propagation makes with the optical axis z: 

𝑛𝑒(𝜃) =
𝑛𝑜𝑛𝑒

[(𝑛𝑜)2𝑠𝑖𝑛2𝜃 + (𝑛𝑒)2𝑐𝑜𝑠2𝜃]
1
2⁄
. 

Eq. 2.11 
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Figure 2.1 shows the cross sections of the refractive indices for the fundamental and second harmonic in a 

negative uniaxial crystal. There are certain directions of propagation in the crystal where the fundamental 

and second harmonic have the same refractive index, along θm. Propagation of the laser beam along this 

direction hence leads to the fulfillment of the phase-matching condition.  

 

Centro-symmetry effects 

Second-order nonlinear effects, by theory, only occur in non-centrosymmetric media. The following is the 

proof for the statement24. In a centrosymmetric media, forces are balanced in all directions, and the value of 

𝜒𝑖𝑗𝑘
(2)

 for two opposing directions must be equal, that is: 

𝜒𝑖𝑗𝑘
(2) = 𝜒−𝑖−𝑗−𝑘

(2)   Eq. 2.12 

However, as 𝜒𝑖𝑗𝑘
(2)

 is a third-rank tensor, changing signs of the three subscripts must lead to reversing the axis 

system. Therefore, 

𝜒𝑖𝑗𝑘
(2) = −𝜒−𝑖−𝑗−𝑘

(2)    Eq. 2.13 

Equations 2.12 and 2.13 can both together only hold true when 𝜒𝑖𝑗𝑘
(2) = 0. Hence, second-order effects are 

forbidden in centrosymmetric media. However, at an interface, the bulk-like behaviour terminates and 

therefore surfaces are second-order active. Hence, planar isotropic surfaces, symmetric about the surface 

normal, having a C∞ rotation axis (shown in figure 2.2), are good candidates for second-order nonlinear 

effects.  

 

Figure 2.2: A planar surface symmetric about the surface normal 
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From this symmetry, z ≠ -z, but x ≡ -x and y ≡ -y. Reversal of an axis would imply a negative sign on 𝜒(2) 

according to Equation 2.13. Hence, the symmetry conditions for the C∞ plane along with application of 

Equation 2.13 leaves only zzz and quadratic x or y terms from the 27 tensor elements of 𝜒(2) being non-zero. 

Such terms are mentioned below: 

𝜒𝑧𝑥𝑥
(2) = 𝜒𝑧𝑦𝑦

(2) ;  𝜒𝑥𝑥𝑧
(2) = 𝜒𝑦𝑦𝑧

(2) ; 𝜒𝑥𝑧𝑥
(2) = 𝜒𝑦𝑧𝑦

(2) ;  𝜒𝑧𝑧𝑧
(2)  

 

Basic principle of Sum Frequency Generation, influence of 

Fresnel factors 

SFG is a second-order process, and, therefore, surface-specific, as discussed in the previous section. Since 

work in this thesis focuses on SFG, a more detailed theoretical framework on it is presented. 

A general equation of the SFG process can be represented as: 

𝑃(2) = 𝜖0𝜒
(2)𝐸𝑉𝑖𝑠𝐸𝐼𝑅 Eq. 2.14 

where the two beams of different, infrared (IR) and visible (Vis), frequencies overlap on the sample in space 

and in time to generate a subsequent SFG beam. The IR beam is broadband, can be tuned and is overlapped 

in the resonant-frequency range of the sample; the visible beam is narrow in frequency, kept fixed and used 

for upconversion of the IR absorption signal to get an outgoing SFG beam in the near-visible frequency range. 

The addition of the visible beam hence makes the signal second-order and hence surface-specific, and also 

makes signal detection easy. The angle of the SFG beam to the surface normal follows the phase-matching 

condition. 

 

Figure 2.3: Illustration depicting SFG generation from incident Vis and IR beams; also showing parallel and perpendicular 

electric field coordinates. 
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Eq. 2.14 is a rather simplified version of the overall SFG phenomenon. The presence of 𝜒(2), which is a third-

rank tensor, implies 27 different directions have to be considered. This can be represented by utilizing 

Cartesian coordinates for the induced polarization, and both the incident fields, which brings us to the 

following equation: 

𝑃𝑆𝐹
(2) = ∑ 𝑃𝑖,𝑆𝐹

(2)

𝑥,𝑦,𝑧

𝑖

= 𝜖0∑∑∑𝜒𝑖𝑗𝑘
(2)

𝑥,𝑦,𝑧

𝑘

𝑥,𝑦,𝑧

𝑗

𝑥,𝑦,𝑧

𝑖

𝐸𝑗,𝑉𝑖𝑠𝐸𝑘,𝐼𝑅 
Eq. 2.15 

For example, a polarization induced in the x direction by the E fields in the x and z axes, can be represented 

by: 

𝑃𝑥,𝑆𝐹
(2) = 𝜖0𝜒𝑥,𝑥,𝑧

(2) 𝐸𝑥,𝑉𝑖𝑠𝐸𝑧,𝐼𝑅 Eq. 2.16 

Which accounts only for 1/27th of the total contributions of the SF signal from the surface given by Equation 

15. 

From figure 2.3, s (perpendicular to the z-x plane) and p (parallel to the z-x plane) polarizations of an incident 

electric field can be split into the Cartesian components by general trigonometric relations: 

𝐸𝑥
𝐼 = ±𝐸𝑝

𝐼 cos𝜃𝐼;  𝐸𝑦
𝐼 = 𝐸𝑠

𝐼; 𝐸𝑧
𝐼 = 𝐸𝑝

𝐼 sin 𝜃𝐼  

Under the electric dipole approximation, the nonlinear polarization generated in media 1 and 2 with 

refractive indices n1 and n2 must vanish due to inversion symmetry, and the sum frequency intensity in the 

reflected direction from the interfacial polarization sheet is given by25: 

𝐼(𝜔) =
8𝜋3𝜔𝑆𝐹𝐺

2 𝑠𝑒𝑐2𝛽𝑆𝐹𝐺
𝑐3𝑛1(𝜔𝑆𝐹𝐺)𝑛1(𝜔𝑉𝑖𝑠)𝑛1(𝜔𝐼𝑅)

|𝜒𝑒𝑓𝑓
(2)
|
2
𝐼(𝜔𝑉𝑖𝑠)𝐼(𝜔𝐼𝑅) 

 Eq. 2.17 

where ni is the refractive index of medium i, 𝛽𝑆𝐹𝐺 is the reflection angle of the SF field.  

The local electric field is determined by the Fresnel coefficients which take into account the frequency-

dependent refractive indices of the interfacial and bulk media. As mentioned above, assuming an azimuthal 

isotropic interfacial geometry, only 4 out of 27 independent, non-vanishing 𝛘(2) tensor components remain. 

If z is along the interface normal, and x in the incidence plane, these tensor components are: χ𝑥𝑥𝑧
(2)

=χ𝑦𝑦𝑧
(2)

, 

χ𝑥𝑧𝑥
(2)

=χ𝑦𝑧𝑦
(2)

, χ𝑧𝑥𝑥
(2)

=χ𝑧𝑦𝑦
(2)

, and χ𝑧𝑧𝑧
(2)

. For SFG measured in SSP and PPP polarization combinations, these translate 

into25: 

χeff,SSP
(2) = 𝐿𝑦𝑦(𝜔𝑆𝐹𝐺)𝐿𝑦𝑦(𝜔𝑉𝑖𝑠)𝐿𝑧𝑧(𝜔𝐼𝑅) sin𝛽𝐼𝑅𝜒𝑦𝑦𝑧 Eq. 2.18 

χeff,PPP
(2) = −𝐿𝑥𝑥(𝜔𝑆𝐹𝐺)𝐿𝑥𝑥(𝜔𝑉𝑖𝑠)𝐿𝑧𝑧(𝜔𝐼𝑅) cos𝛽𝑆𝐹𝐺 cos𝛽𝑉𝑖𝑠 sin𝛽𝐼𝑅𝜒𝑦𝑦𝑧 

−𝐿𝑥𝑥(𝜔𝑆𝐹𝐺)𝐿𝑧𝑧(𝜔𝑉𝑖𝑠)𝐿𝑥𝑥(𝜔𝐼𝑅) cos𝛽𝑆𝐹𝐺 sin𝛽𝑉𝑖𝑠 cos𝛽𝐼𝑅𝜒𝑥𝑧𝑥 

+𝐿𝑧𝑧(𝜔𝑆𝐹𝐺)𝐿𝑥𝑥(𝜔𝑉𝑖𝑠)𝐿𝑥𝑥(𝜔𝐼𝑅) sin𝛽𝑆𝐹𝐺 cos𝛽𝑉𝑖𝑠 cos𝛽𝐼𝑅𝜒𝑧𝑥𝑥 

−𝐿𝑧𝑧(𝜔𝑆𝐹𝐺)𝐿𝑧𝑧(𝜔𝑉𝑖𝑠)𝐿𝑧𝑧(𝜔𝐼𝑅) sin 𝛽𝑆𝐹𝐺 sin𝛽𝑉𝑖𝑠 sin 𝛽𝐼𝑅𝜒𝑧𝑧𝑧 Eq. 2.19 
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𝜔𝑆𝐹𝐺, 𝜔𝑉𝑖𝑠, and 𝜔𝐼𝑅 correspond to SFG, Visible and IR frequencies. χ𝑥𝑧𝑥
(2)

  and χ𝑧𝑥𝑥
(2)

 are neglected considering 

their approximately equal and small magnitude, and the opposite signs of their respective equations, that is 

lines 2 and 3 of equation 2.19. 

𝐿𝑥𝑥(Ω), 𝐿𝑦𝑦(Ω), 𝐿𝑧𝑧(Ω) are the diagonal elements of 𝐿(Ω), and are defined as: 

𝐿𝑥𝑥(𝛺) =  
2 𝑛1(𝛺) cos𝛽2

𝑛1(𝛺) cos𝛽2 + 𝑛2(𝛺) cos𝛽
 ; 

𝐿𝑦𝑦(𝛺) =  
2 𝑛1(𝛺) cos𝛽

𝑛1(𝛺) cos𝛽 + 𝑛2(𝛺) cos𝛽2
; 

 𝐿𝑧𝑧(𝛺) =  
2 𝑛2(𝛺) cos𝛽

𝑛1(𝛺) cos𝛽2 + 𝑛2(𝛺) cos𝛽
 (
𝑛1(𝛺)

𝑛′(𝛺)
)
2

 Eq. 2.20 

where Ω is the corresponding SFG (𝜔), Vis (𝜔1) or IR (𝜔2) frequency; and 𝑛′ is the refractive index of the 

interface, often defined25 as: 𝑛′ = √
𝑛1
2+ 𝑛2

2+4

2(𝑛1
−2+ 𝑛2

−2+1)
 

𝛽 and 𝛽2 are the beam angles in medium 1 and 2. 

 

Macroscopic Averaging 

𝜒(2) represents a macroscopic average of the molecular quantity 𝛽, the hyperpolarizability, of the molecules 

at the surface. Molecular hyperpolarizabilities use a molecular-bound coordinate system, and to represent a 

macroscopic 𝜒(2), one employs Euler’s identity rules to relate the coordinate and the molecular-bound 

systems. 

The sum of hyperpolarizabilities of all adsorbed molecules in a given volume gives 𝜒(2): 

𝜒𝑖𝑗𝑘
(2)
=
𝑁

𝜖0
∑〈𝑅(𝜓)𝑅(𝜃)𝑅(𝜑)𝛽𝛼𝛽𝛾〉

𝛼𝛽𝛾

 
Eq. 2.21 

where 𝑅(𝜓)𝑅(𝜃)𝑅(𝜑) is the product of three rotation matrices using all three Euler angles to convert from 

the molecular to the surface coordinate system; the ⟨⟩ brackets indicate the orientational averages and N is 

the number of molecules per unit volume. 

The equation below is a general expression for 𝛽𝛼𝛽𝛾 

𝛽𝛼𝛽𝛾 =
1

2ħ

𝑀𝛼𝛽𝐴𝛾

(𝜔𝜐 −𝜔𝐼𝑅 − 𝑖𝛤)
 

Eq. 2.22 

where 𝜔𝐼𝑅 is the tuneable IR frequency, 𝜔𝜐 is the vibrational resonance frequency, 𝛤 is the dephasing time 

of the vibrational resonance. 𝑀𝛼𝛽 and 𝐴𝛾 are the Raman and IR transition moments, respectively. The above 

equation lays down the selection rules of an SF-active vibration: the vibration has to be both IR and Raman 

active. 
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Interpretation of SFG using density matrices, and Feynman 

diagrams 

 

General introduction to eigenstates, coherences and emitted field: 

  
Light-molecule interaction is treated semi-classically: the time-dependent electric field is treated classically, 
and the vibrational states of a molecule quantum mechanically. Considering a gas-phase molecule with only 
one vibrational mode, the energy of interaction between the molecule's dipole and an external electrostatic 

field is given by: 𝑊̂(𝑡) = 𝜇̂ 𝐸(𝑡). The total Hamiltonian then is 𝐻̂ = 𝐻̂𝑜 + 𝑊̂(𝑡) where 𝐻̂𝑜 is the Hamiltonian 

for an isolated molecule. 𝐻̂𝑜 is time-independent in the absence of a laser pulse, however the coefficients 
themselves are time-dependent during interaction with the laser pulse, as the laser field is coupling the 
molecular eigenstates. Keeping all that into account, for a two-level system with a ground state and an 
excited state, two coupled equations as a solution to the time-dependent equations are obtained26: 

∂

∂t
𝑐1(𝑡) = +

𝑖

ℎ
𝑐0(𝑡)𝑒

−𝑖𝜔01𝑡⟨1|𝜇̂|0⟩𝐸(𝑡) 
 

∂

∂t
𝑐0(𝑡) = +

𝑖

ℎ
𝑐1(𝑡)𝑒

+𝑖𝜔01𝑡⟨0|𝜇̂|1⟩𝐸(𝑡) 

 Eq. 2.23 

where ⟨𝑛|𝜇̂|𝑚⟩ =
𝑑𝜇

𝑑𝑥
⟨𝑛|𝑥|𝑚⟩ is defined as the transition dipole moment, having two terms, d𝜇/dx which 

gives the transition dipole strength, and the second term that gives the selection rules; x is the coordinate of 
the vibrating bond. After solving the above coupled equations for a two-level system, after interaction with 
the laser pulse, the molecule is in a linear combination of eigenstates of |0⟩ and |1⟩ 

|𝜓(𝑡)⟩ = 𝑐0𝑒
−𝑖𝐸0𝑡/ℎ|0⟩ + 𝑖𝑐1𝑒

−𝐸1𝑡/ℎ|1⟩ 
Eq. 2.24 

where cn includes the transition dipole and other factors. This equation implies that the laser pulse creates a 
coherent linear superposition of states, in other words a wavepacket. The time dependence of this 
wavepacket is defined by the intrinsic time-dependence of the molecular Hamiltonian, and is known as the 
molecular response, R(t). This state is equivalent to the laser pulse pulling and pushing the charges to get the 
molecules vibrating27. 
The macroscopic polarization P(t) is measured by detecting the emission field created by the oscillating 
charges following Maxwell's equations. P(t) is calculated as the expectation value of the transition dipole27: 

𝑃(𝑡) = ⟨𝜇⟩ = ⟨𝜓(𝑡)|𝜇̂|𝜓(𝑡)⟩ 
= (𝑐0𝑒

𝑖𝐸0𝑡/ℎ⟨0| − 𝑖𝑐1𝑒
𝑖𝐸1𝑡/ℎ⟨1|) 𝜇 ̂ (𝑐0𝑒

−𝑖𝐸0𝑡/ℎ|0⟩ + 𝑖𝑐1𝑒
−𝑖𝐸1𝑡/ℎ|1⟩) 

= 𝑐0𝑐1⟨0|𝜇̂|1⟩ sin(𝜔01𝑡) + 𝑐0
2⟨0|𝜇̂|0⟩ + 𝑐1

2⟨1|𝜇̂|1⟩ Eq. 2.25 

the last two terms of the equation represent the molecule’s static dipoles in its ground and first excited 
states, and these being time-independent, do not contribute to the emission of the electric field. Also, the 
coefficient c1 is proportional to their transition dipoles, as can be seen from equation 2.23, so P(t) becomes: 

𝑃(𝑡) ≡ 𝑐0𝑐1𝜇01 sin (𝜔01𝑡) 
∝ +𝜇01

2  sin (𝜔01𝑡) Eq. 2.26 
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As per Maxwell's equations, oscillating charges create an electromagnetic wave which is 90° phase-shifted 
with respect to the macroscopic polarization26,27. Hence, P(t) = 𝜇01

2 sin (𝜔01𝑡) will create and emitted electric 
field proportional to −𝜇01

2 cos(𝜔01𝑡), which is at the fundamental frequency between |0⟩ and |1⟩. 

 

Brief introduction to density matrix formalism 

For molecules in a condensed state where the vibrational frequencies of each molecule are slightly different 
from one another, statistical treatment of the quantum mechanical description is required. The density 
matrix provides one way of doing that. The density matrix replaces the wave function, and repackages 
information from the time-dependent Schrödinger equation, enabling one to do relatively simple calculations 
of the time dependence of expectation values.  
  
Considering a 2-level system, where the laser pulse interacts only with the |0⟩ and |1⟩ quantum states, the 
density matrix is defined as27: 

𝜌 = (
𝜌00 𝜌01
𝜌10 𝜌11

) = (
⟨𝑐0(𝑡)𝑐0

∗(𝑡)⟩ ⟨𝑐0(𝑡)𝑐1
∗(𝑡)⟩

⟨𝑐1(𝑡)𝑐0
∗(𝑡)⟩ ⟨𝑐1(𝑡)𝑐1

∗(𝑡)⟩
) 

Eq. 2.27 

The diagonal terms are the populations, the off-diagonal elements are the coherences and are ultimately the 
source of the emitted field. 
  
When dephasing and population relaxation are considered to be absent, the time evolution of the density 
matrix elements is described as26: 

𝜌00(𝑡) = 𝑐0
2 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 

𝜌11(𝑡) = 𝑐1
2 = 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡 

𝜌01(𝑡) = −𝑖𝑐0𝑐1𝑒
+𝑖𝜔01𝑡 

𝜌10(𝑡) = 𝑖𝑐0𝑐1𝑒
−𝑖𝜔01𝑡 

Eq. 2.28 

Homogeneous dephasing is a result of the time decay of the off-diagonal elements, described27 utilizing a 
homogeneous dephasing time T2: 

𝜌01(𝑡) = −𝑖𝑐0𝑐1𝑒
+𝑖𝜔01𝑡𝑒−𝑡/𝑇2  

𝜌10(𝑡) = 𝑖𝑐0𝑐1𝑒
−𝑖𝜔01𝑡𝑒−𝑡/𝑇2 Eq. 2.29 

Also, population relaxation results in the decay of 𝜌11 with a time constant T1, together with refilling of the 
ground state 𝜌00. 

𝜌11(𝑡) = 𝜌11(0) 𝑒
−𝑡/𝑇1 

𝜌00(𝑡) = 1 − 𝜌11(𝑡) Eq. 2.30 

Homogeneous dephasing T2 and population relaxation T1 are related by: 

1

𝑇2
=
1

2𝑇1
+
1

𝑇2
∗ 

Eq. 2.31 

𝑇2
∗, which is the pure dephasing time is caused by the fluctuations of the environment. 

  



Static and time-resolved optical interactions  29 

 

 

The density matrix can also be expressed using quantum mechanical operators: ρ = |𝜓⟩⟨𝜓|. Its matrix 
elements are found by expanding the wavefunction in an eigenstate basis: 
|𝜓𝑠⟩ = ∑ 𝑐𝑛

𝑠|𝑛⟩𝑛  and for its conjugate complex: ⟨𝜓𝑠| = ∑ 𝑐𝑛
𝑠⟨𝑛|𝑛  where s is a molecule in the system. Taking 

an ensemble average over all molecules, we get: 𝜌̂𝑛𝑚 = ⟨𝑐𝑛𝑐𝑚
∗ ⟩ |𝑛⟩⟨𝑚| which means that the matrix 

elements ⟨𝑐𝑛𝑐𝑚
∗ ⟩ of the density operator are related to a coherence |𝑛⟩⟨𝑚| between states |𝑛⟩ and ⟨𝑚|. The 

polarization is calculated by: 

⟨𝜇⟩ =  ∑⟨𝑐𝑛𝑐𝑚
∗ ⟩𝜇𝑚𝑛 =  

𝑛𝑚

∑𝜌𝑛𝑚𝜇𝑚𝑛
𝑛𝑚

 
Eq. 2.32 

The right side of the equation above is called the trace of 𝜌𝜇  

⟨𝜇⟩ = 𝑇𝑟(𝜌𝜇) = ⟨𝜌𝜇⟩ Eq. 2.33 
 

Density matrix for the SFG process 

To take into account the interaction of a laser pulse with a molecule, 𝜌 is multiplied by 𝜇, from both the bra 
and ket sides. This procedure, upon interaction of one pulse gives: 

𝜌(1) = 𝑖(𝜇(0)𝜌(−∞) −  𝜌(−∞)𝜇(0)), where 𝜌(1) is a first-order term in the Taylor expansion of the density 
matrix. 
The macroscopic polarization evolves as per the molecular response, and is obtained by taking the trace 

⟨𝜇(𝑡1)𝜌
(1)⟩ to get the linear response function or the first-order response function27: 

𝑅(1)(𝑡1) = 𝑖⟨𝜇(𝑡1)𝜇(0)𝜌(−∞)⟩ − 𝑖⟨𝜌(−∞)𝜇(0)𝜇(𝑡1)⟩ which is slightly rearranged using invariance of the 
trace under cyclic permutation 

𝑅(1) is the first term of the perturbative expansion of the molecular wavefunctions to incorporate interaction 
with the light field.  
  
Depending on which side the μ acts on the density matrix, we can have different pathways to how an 
interaction proceeds. When a dipole operator acts from its left side on a density matrix in its ground state, 

𝑖𝜇(0)𝜌(−∞) = 𝑖 (
0 1
1 0

)  (
1 0
0 0

) =  (
0 0
𝑖 0

) there is coherence generated in the (10) state. If the dipole 

operator however acts from its right side on the density matrix in its ground state 𝑖𝜌(−∞)𝜇(0) =

𝑖 (
1 0
0 0

)  (
0 1
1 0

) =  (
0 𝑖
0 0

) then the coherence is generated in the (01) state. 

There are two pathways to the interaction of a single laser pulse, these are called the Liouville pathways or 
Feynman pathways: 
(𝜌00 → 𝜌01 → 𝜌00) ≡  (|0⟩⟨0| → |0⟩⟨1| → |0⟩⟨0|) and 
(𝜌00 → 𝜌10 → 𝜌00) ≡  (|0⟩⟨0| → |1⟩⟨0| → |0⟩⟨0|)  
  
To incorporate the effect of the electric field of the external pulse in the macroscopic polarization generation 
in the medium, ideally, the time-dependent Schrödinger equations should be solved for each of the 
molecules comprising the system, which is not realistic. Hence, the linear response theory is used wherein it 
is assumed that the laser pulse is weak. Under the linear response theory, the first-order response function 
is convoluted with the laser pulse. The electric field of the laser pulse is formally described as two terms with 
positive and negative frequencies. This is applied for the rotating wave approximation, wherein, upon 
convolution, when 𝜇 operates on the ket (left), it is 𝐸(𝑡) that creates the coherence, and we obtain for the 

linear polarization: 𝑃(1)(𝑡) =  ∫ 𝑑𝑡1 𝐸(𝑡 − 𝑡1)𝑅
(1)∞

0
(𝑡1) where 𝐸(𝑡) ∝ 𝑒−𝑖𝜔𝑡;  whereas when 𝜇 operates on 

the bra (right) side, the 𝐸∗(𝑡) which is ∝ 𝑒+𝑖𝜔𝑡  creates the coherence. 
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Finally, the macroscopic polarization can be represented rather well and compactly with Feynman diagrams. 
In the double-sided Feynman diagrams below, time runs from the bottom to the top; two vertical lines are 
used to represent evolution of the bra (right) and ket (left) sides of the density matrix. Interactions with the 
dipole operator at a given time are represented by arrows, and the corresponding matrix element to denote 
a coherence or population state is noted between two vertical lines. 
  
For the linear response, there are two pathways, as explained before, each pathway having two possibilities 
because of interaction with the electric field with positive frequencies, 𝐸(𝑡) ∝ 𝑒−𝑖𝜔𝑡, or negative 

frequencies, 𝐸∗(𝑡) ∝ 𝑒+𝑖𝜔𝑡. This creates four Feynman diagrams as in Figure 2.4.  
 

 

 

Figure 2.4: Feynman diagrams for the static SFG process 

 

In the Feynman diagrams, 𝐸(𝑡) ∝ 𝑒−𝑖𝜔𝑡 is depicted by an arrow pointing right, and 𝐸∗(𝑡) ∝ 𝑒+𝑖𝜔𝑡 by an 
arrow pointing to the left. As explained before, figure b does not survive the RWA for the left term of the 
linear response where μ acts on the ket side of the density matrix (shown by a |1⟩⟨0| coherence in figures a 
and b). Similarly, figure d also dissolves under the RWA for the second terms of the first-order linear response. 

 

Probing vibrational dynamics of interfacial systems 

The following section will look into using SFG in a time-resolved manner, to capture the ultrafast dynamics 

of vibrational motion of molecular systems. Optoelectronic systems used for photon detection as of yet do 

not have the resolution to measure phenomena occurring at a femtosecond level. The most efficient systems 

are capable of a few picoseconds, which is too slow for the field of femto-chemistry28,29. To probe dynamics 

at the femtosecond timescale, a pump-probe scheme is implemented where the time resolution of the 

measurement becomes independent of the resolution of the electronic devices. Some other techniques like 

photon echo, or CARS, etc. are also well-developed techniques, however this thesis would focus on pump-

probe SFG spectroscopy, applied for surface-specific vibrational measurements. 

 

Pump-Probe SFG 

In a pump-probe SFG experiment, the time resolution is obtained by implementing a variable time-delay 

between the pump beam – which excites the sample of interest, and the probe beam (a probe pair here – 

visible and IR beams together) which probes the sample after excitation, progressively in time. The vibrational 

spectra thus acquired at multiple time points after excitation by the pump, provides information on reaction 

intermediates, vibrational couplings, spectral diffusion, and vibrational relaxation time constants. This 
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information is useful for understanding general reaction mechanisms, especially on interfaces, with 

applications in atmospheric sciences, electrochemistry, biological reactions, etc. 

An excitation-level diagram for the pump-probe scheme for SFG experiments is depicted in Figure 2.5, where 

the pump and probe pulses cover the same frequency region. The pump pulse strikes the sample, and due 

to its high intensity, causes a certain number of oscillators to be excited from the ν = 0 to ν = 1 state 

(represented in lightly shaded circles). This excitation of oscillators requires two interactions with the 

electromagnetic field: the first interaction with the electromagnetic field causes a coherence state, and the 

second interaction causes the actual excitation of the oscillator. The excited state now has fewer oscillators 

in its ground state, such that the probe-pair when incident on the sample, generates a less-intense SFG signal 

compared to the unpumped situation. Both the pumped and unpumped signals are independently recorded 

in a pump-probe experiment. The relative decrease in intensity of the generated SFG signal is what is known 

as ‘bleach’ and is represented as a difference or ratio of the pumped and unpumped SFG signals. The 

presence of excited-state oscillators in the ν = 1 state when the probe-pair interacts with the sample, leads 

to an additional two signals: the excited state absorption (ESA), which probes the absorption of oscillators 

from the ν = 1 to ν = 2 vibrational states; and stimulated emission (SE) which causes relaxation of excited-

state oscillators in ν = 1 to ν = 0.  

 

Figure 2.5: Excitation-level diagram for the pump-probe SFG process 

 

Feynman diagrams for Pump-probe SFG 

Pump-probe SFG being a 4th order technique, will have a fourth-order response that can be represented 
compactly as following: 
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𝑅(4)(𝑡4, 𝑡3, 𝑡2, 𝑡1) ∝ 𝑖⟨𝜇(𝑡4 + 𝑡3 + 𝑡2

+ 𝑡1) [𝜇(𝑡3 + 𝑡2 + 𝑡1), [𝜇(𝑡2 + 𝑡1), [𝜇(𝑡1), [𝜇(0), 𝜌(−∞)]]]]⟩ 

= 𝑖 ⟨𝜇4 [𝜇3, [𝜇2, [𝜇1, [𝜇0, 𝜌(−∞)]]]]⟩ 

 
Eq. 2.34 

Since the visible interaction with a non-resonant or virtual level is very short-lived (~1 fs) when compared to 
the IR response (hundreds of fs to ps), it can be approximated as δ-shaped in the time-domain30. Under this 

assumption, the integral over the Visible field collapses, and the expression for 𝑃(4) simplifies to an integral 

over the 3 IR fields. 𝑃(4) looks very similar then to 𝑃(3) except for the polarizability (𝛼)  that enters the 
equation.  

𝑅(4)(𝑡4, 𝑡3, 𝑡2, 𝑡1) =  𝑅(3)(𝑡3, 𝑡2, 𝑡1). 𝛿(𝑡4) 

𝑃(4)(𝑡) ∝ (
𝑖

ℎ
)
4

𝛼𝐸4,𝑉𝑖𝑠(𝑡) ∫ 𝑑𝑡3

∞

0

∫ 𝑑𝑡2

∞

0

∫ 𝑑𝑡1

∞

0

 

𝜇3𝐸3(𝑡 − 𝑡3) 𝜇2𝐸2(𝑡 − 𝑡3 − 𝑡2) 𝜇1𝐸1(𝑡 − 𝑡3 − 𝑡2 − 𝑡1) 𝑅
(3)(𝑡3, 𝑡2, 𝑡1) 

 

Eq. 2.35 

The equation above for 𝑃(4) takes into account only the real-valued electric fields. Applying the RWA, 
particular Feynman diagrams are created by either 𝐸(𝑡) ∝ 𝑒−𝑖𝜔𝑡  or 𝐸∗(𝑡) ∝ 𝑒+𝑖𝜔𝑡  only for each of the three 
laser pulses, indicated by the directionality of the field interactions in the Feynman diagrams. The electric 
field also contains information on the wavevector and the phase, so the RWA selects not just the frequency 

𝑒−𝑖𝜔𝑡 or 𝑒+𝑖𝜔𝑡, but also determines the phase and wavevector. These prefactors can be used to discriminate 
between the pathways, and select particular ones for detection. For the pump-probe experiments, the 
generated 4th order polarization is detected in exactly the same direction as the probe, i.e. 𝑘𝑝𝑟. To fulfill the 

phase matching conditions, this geometry comes with the consequence that the pump pulse interacts twice27 
with the sample with wave vectors +𝑘𝑝𝑢 and −𝑘𝑝𝑢, from the same pump field, as illustrated in Figure 2.6.  

 

 
 

Fig 2.6: phase-matching condition for the pump-probe experiments, the outgoing field is generated in the same direction 
as the probe. 

 
For a 3-level system, the 6 Feynman diagrams that survive the RWA and the aforementioned phase-matching 
condition, are displayed in Figure 2.6, assuming that the probe pulse interacts after the first two interactions 
of the pump. 
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Since the visible pulse is for upconversion purposes31, the quantum state of the system is preserved, and the 

Feynman diagrams for the 𝑃(3) process, can be used, added with the visible field interaction towards the 
end.  

The diagrams in Figure 2.7 represent the three processes to be taken into account in a pump-probe 
measurement. The following points are to be noted: 

1. Diagrams on the top and bottom are different in just the ordering of the two pump interactions, but 

lead to the same response function. 

2. Considering the diagrams at the top, at t=0, a 𝜌10 off-diagonal matrix element of the density matrix 

is generated for all 3 processes, with a probability proportional to transition dipole moment 𝜇10. 

 

 
Figure 2.7: Feynman diagrams for the Pump-probe SFG process 

 
  

3. Evolution of this off-diagonal element into relaxation or dephasing is neglected, so t1 is short 

considering the second interaction from the pump pulse almost takes place instantaneously. The 

second interaction generates a diagonal density matrix 𝜌11 for SE and ESA, with a probability 

proportional to 𝜇10
2 . For the bleach process, the matrix element 𝜌00 is generated. However, since we 

assumed nothing happening during this time, the response for the GSB is the same as the SE diagram. 

4. The diagonal elements of the density matrix stay constant in time, so  𝜌11(𝑡2) ∝ 𝜇10
2 . 

5. With the third interaction, 𝜌10 matrix element is generated again for the SE and GSB processes, 

which develops as a function of time t3:  𝜌10(𝑡3) ∝ 𝜇10
3 𝑒−𝑖𝜔(𝑡3−𝑡1). For the ESA however, the third 

interaction generates a 𝜌21 coherence with probability 𝜇21. 



34                                                       Static and time-resolved optical interactions  

6. The signs of the SE and GSE process are the same, due to an even number of interactions on the ket 

side, ESA is negative due to an odd number of interactions on the ket side. 

  
  
The Feynman diagrams for a pump-probe experiment help elaborate easily three different processes taking 
place in a progressive step-by-step manner, which was not possible with the vibrational level diagrams. With 

this information, it is possible now to calculate the macroscopic polarizations of the 𝑃(2) and 𝑃(4) states. 

𝑃(2) =  𝑃𝑢𝑛𝑝𝑢𝑚𝑝𝑒𝑑
(2)

∝ −𝜇01𝛼01𝐸𝑉𝑖𝑠𝐸𝐼𝑅, where 𝜇01 is the transition dipole moment between vibrational 

ground state |0⟩ and excited state ⟨1|; 𝛼01 = 𝜇𝑉𝑖𝑠𝜇𝑆𝐹𝐺 is a combined term describing the interaction of Vis 
and SFG, and is called the transition polarizability; and 𝐸𝑉𝑖𝑠 and 𝐸𝐼𝑅 are the electric fields of the Visible and 

IR pulses.  𝑃(4) can be described as a summation of the 3 pump-probe polarizations and the static SFG 
polarization, as shown in the Feynman diagrams before: 

 𝑃𝑝𝑢𝑚𝑝
(4)

∝ 𝑃𝐺𝑆𝐵
(4)
+ 𝑃𝑆𝐸

(4)
+ 𝑃𝐸𝑆𝐴

(4)
+ 𝑃𝑢𝑛𝑝𝑢𝑚𝑝𝑒𝑑

(2)
 

 
From the Feynman diagrams, it was shown that the polarization for the GSB and SE is the same, that is,  

𝑃𝐺𝑆𝐵
(4)
= 𝑃𝑆𝐸

(4)
∝ 𝜇01

2 𝐸𝑝𝑢𝑚𝑝
2 𝜇01𝛼01𝐸𝑉𝑖𝑠𝐸𝐼𝑅, where 𝜇01

2 𝐸𝑝𝑢𝑚𝑝
2  is due to the two pump interactions.  

For ESA: 𝑃𝐸𝑆𝐴
(4)
∝ 𝜇01

2 𝐸𝑝𝑢𝑚𝑝
2 𝜇12𝛼12𝐸𝑉𝑖𝑠𝐸𝐼𝑅, where 𝜇12 and 𝛼12 are the IR transition dipole moment and the 

electronic transition polarizability, respectively, for the transition between states 1 and 2. 
Due to anharmonicity, the sum of the pump-probe processes does not actually cancel out (because 𝜇12 =

√2𝜇01 and the same for the transition polarizability), but just causes a shift in frequency of the ESA to the 
red side. 
  

To evaluate intensities, the 𝑃𝑢𝑛𝑝𝑢𝑚𝑝𝑒𝑑
(2)

 and the 𝑃𝑝𝑢𝑚𝑝
(4)

 are squared; the |𝑃𝑝𝑢𝑚𝑝
(4)

|
2
 term upon expansion leads 

to many cross-terms and four square terms. The anharmonicity is used again here to simplify the 𝐼𝑆𝐹𝐺,𝑝𝑢𝑚𝑝, 

as all cross-terms containing transitions 0-1 and 1-2 are assumed to be zero because of their separation in 

frequency. Also 𝑃𝐸𝑆𝐴
(4)
𝑃𝑢𝑛𝑝𝑢𝑚𝑝𝑒𝑑
(2)

= 0, and the difference in signal intensity with the pump on and pump off 

can be written as: 
∆𝐼𝑆𝐹𝐺 = 𝐼𝑆𝐹𝐺,𝑝𝑢𝑚𝑝 − 𝐼𝑆𝐹𝐺,𝑢𝑛𝑝𝑢𝑚𝑝𝑒𝑑: 

∆𝐼𝑆𝐹𝐺 ∝ |𝑃𝐸𝑆𝐴
(4)
|
2
+ 4|𝑃𝐺𝑆𝐵

(4)
|
2
+ 4𝑃𝐺𝑆𝐵

(4)
𝑃𝑢𝑛𝑝𝑢𝑚𝑝𝑒𝑑
(2)

 

The ratio between GSB+SE and ESA is 9:1, and thus peaks corresponding to decrease of the 0-1 transition 

dominate the intensity spectrum32. ∆𝐼𝑆𝐹𝐺  is the differential SFG signal; for the analysis 𝑅𝑎𝑡𝑖𝑜𝑆𝐹𝐺 is also used 

for a normalized SFG signal by: 𝐼𝑆𝐹𝐺,𝑝𝑢𝑚𝑝/𝐼𝑆𝐹𝐺,𝑢𝑛𝑝𝑢𝑚𝑝𝑒𝑑. 

 

Analysis of Pump-probe measurements 

For the pump-probe measurement, an SFG signal is detected individually for the unpumped and the pumped 

states, for different time-delay points, along with background signals at each time point. The setup is 

described in chapter 3. The spectra are background-subtracted, and 𝑅𝑎𝑡𝑖𝑜𝑆𝐹𝐺 is obtained at each time-point 

by dividing the unpumped spectrum by the pumped spectrum. The 𝑅𝑎𝑡𝑖𝑜𝑆𝐹𝐺 spectra can be plotted as a 

function of time, to obtain contour plots, to observe changes in the SFG intensity as a function of time and 

frequency. An example of such a contour plot is shown below, with a variation of colors representing negative 

or positive changes in the intensity.  
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Figure 2.8: a) contour plot for ice pumped at 3050 cm-1; b) an example of a Ground State Bleach (GSB) trace obtained by 

integrating specific spectral regions from plot a. The ‘bleach’ process in the trace displayed here is represented by the 

sharp decrease in the intensity ratio around time zero. 

From such contour plots, different frequency regions can be picked for intensity integration to obtain ‘traces’ 

representing the processes of GSB (plus SE), and ESA, as described above. The obtained traces (example 

shown in Figure 2.8b) are fitted using a 4-level model, describing populations in different states. This is a 

model typically used for fitting dynamics of aqueous systems33. 

 

Figure 2.9: 4-level model typically used for water in a pump-probe experiment 

The pump pulse excites a fraction of oscillators from the ground state v=0 to the excited state v=1. The 

excited molecules stay in state v=1 for an average lifetime of τ1 and decay via an intermediate state v=2 to 

the heated ground state v=3. The absorption of the highly intense pump beam causes the temperature of 

the system to change, and a heated ground state is accounted for as the temperature cools down at a much 

slower rate than the experiment resolution.  The model can be described by a system of coupled first-order 

linear differential equations as described below, where N is the total number of oscillators and Ni(t) denotes 

the corresponding number of oscillators in state i at time t. 

𝑁0(𝑡) = 𝑁 − 𝑁1(𝑡) − 𝑁2(𝑡) − 𝑁3(𝑡) 

𝑑𝑁1(𝑡)

𝑑𝑡
=  𝑆(𝑡) − 𝑁1(𝑡)/𝜏1 
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𝑑𝑁2(𝑡)

𝑑𝑡
=
𝑁1(𝑡)

𝜏1
−𝑁2(𝑡)/𝜏2 

𝑑𝑁3(𝑡)

𝑑𝑡
=  𝑁2(𝑡)/𝜏2 

The source term 𝑆(𝑡) is represented by a Gaussian function, with a temporal width equalling that of the 

instrument response function. The instrument response is obtained by performing a cross-correlation scan 

by recording the integrated intensity of the pump-probe-visible signal as a function of delay-points between 

the pump and the probe. The width of the obtained spectrum is used to estimate for the instrument response 

function, and describes the temporal width of the system. This is because the pulse duration of the individual 

pulses is complicated to measure, and of interest is the time dependency of the convolution of the pump 

pulse with the SFG signal. 
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Chapter 3 

 

Generation of ultrashort high-intensity pulses 

 

 

 

 

Vibrational dynamics influence molecular reactions and occur on a timescale of a few femtoseconds to 

picoseconds. To resolve such ultrafast dynamics, a probing methodology of a similar time resolution, if not 

shorter, is required. It took only two decades after the laser was invented for the duration of light pulses to 

shrink down by six orders of magnitude, from nanosecond to the femtosecond regime. So far, the shortest 

light pulse being generated is a mere 80 attoseconds. To put things into perspective, light only travels 300 

nanometers in 1 femtosecond. 

 

Laser basics 

Stimulated emission 

Einstein postulated that three different processes can take place when light interacts with matter (figure 

3.1): Absorption – a photon with a radiation field transfers its energy to an electron, which transfers its state 

from Em to En, with the probability Bmn; Spontaneous emission – From the excited state En, an electron with 

a probability Anm, spontaneously falls to the lower state Em, with simultaneous emission of a photon with 

energy hν = En – Em, with a random direction, phase and polarization; and Stimulated emission – wherein a 

photon with energy hν passes by an excited atom causing a stimulated emission of a twin photon, with the 

same energy, phase, polarization state, and direction of propagation, with the probability Bmn.  

Figure 3.1: elementary electron-photon interaction processes in atoms: a) absorption, b) spontaneous emission, c) 

stimulated emission 
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Stimulated emission is the working principle of lasers: the key idea being light amplification by creating a 

population inversion, that is, having more atoms in the excited states than in the ground state. This can be 

done via optical pumping, wherein a material with natural electronic states with 3 or more levels (figure 3.2) 

is able to sustain population inversion when energy is given to it. In such a material, state 2 acts as a 

metastable state, and the radiative transition of interest is from 2 to 1. Population inversion is achieved when 

a) the pumping rate from level 1 to 3 is large enough to overcome the spontaneous emission from state 2 to 

1, b) the electronic decay from state 3 to 2, that is the pumping to the radiative state is the fastest in the 

system, c) the radiative decay time is long enough to ensure that the intermediate metastable state is 

substantially over occupied. 

 

Figure 3.2: three-level system to illustrate population inversion 

 

Intensity dependence of Amplification 

Upon establishment of population inversion in a medium, light can be amplified. The following equation34 

describes light amplification in an inverted population system for an EM wave propagating along the z-

direction: 

𝑑𝐼(𝑧)

𝑑𝑧
=  −𝐼(𝑧) 𝛥𝑁 𝜎21 Eq. 3.1 

where 𝜎21 is the stimulated emission cross-section of the transition, and depends on both the medium and 

the wavelength of the light, and ΔN is the population inversion. The intensity dependence of the population 

inversion of an efficient gain medium can be formulated as below: 

𝛥𝑁 ≈  −𝑁  (1 + 
𝐼(𝑧)

𝐼𝑠
⁄ ) 

Eq. 3.2 

where 𝐼𝑠 is a constant intensity depending on the gain medium. When equation 3.2 is substituted into 

equation 3.1, we get: 

1

𝐼(𝑧)

𝑑𝐼(𝑧)

𝑑𝑧
=  𝑔0 (1 + 

𝐼(𝑧)

𝐼𝑠
)⁄  

Eq. 3.3 
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where 𝑔0 =  𝑁𝜎21 > 0 is the low-intensity gain. The saturation intensity 𝐼𝑠 allows one to distinguish between 

the low- and high-intensity regimes for light amplification in a gain medium. When 𝐼(𝑧) ≪ 𝐼𝑠, the intensity 

grows exponentially along the propagation direction, and the amplification process is said to be very efficient. 

For  𝐼(𝑧) ≫  𝐼𝑠, the intensity grows as a linear function, the amplification process is much less efficient, and 

the gain is said to saturate in the high-intensity regime. In the high-intensity regime, the gain saturation 

follows a hyperbolic model which is very similar to how saturable absorbers work, for important applications 

like pulse shortening. 

Most of the gain media, that is, the media used with electronic structures that facilitate population inversion, 

are formed into a geometrical shape such that one of their dimensions is larger than the others. This reduces 

the unwanted amplified spontaneous emission which takes place in laser amplifiers. To reduce such 

unwanted signal, amplifier decoupling is also done, using Faraday polarizers or saturable absorbers that use 

the principle of gain saturation. 

 

Longitudinal modes 

An oscillator is the association of an amplifier with a positive feedback loop. To produce short pulses using 

lasers, the most essential property of optical resonators is that the resonator supports longitudinal modes. 

Transverse modes (not considered here in detail) are a geometric consequence of light propagation; 

longitudinal modes are a time-frequency property. An electromagnetic (EM) field can be established 

between two parallel mirrors only when a wave propagating in one direction can interfere constructively 

with the wave propagating in the reverse direction. The resulting superposed wave is a standing wave, which 

is established if the distance L between the two mirrors is an integer-multiple of the half-wavelength of the 

light. τ being the period of the wave, and c the speed of light, and thus 𝜆 = 𝜏𝑐, the standing wave condition 

is: 

𝑚𝑐𝜏

2
= 𝐿, 𝑚 ∈ 𝑁+ Eq. 3.4 

which fixes the value of m. The cavity has a specific period T = mτ, which is also a round-trip time of flight T 

= 2L/c. These numbers fix the repetition rate of mode-locked lasers and also the period of the pulse train. 

For a typical laser cavity, L = 1 m, the period is 6.6 ns, and the characteristic frequency Δν = c/2L = 150 MHz. 

This frequency gives the spacing between the different modes of the laser cavity, and m gives the number of 

modes. The resonant modes of the cavity are considerably narrower in frequency than the bandwidth of the 

normal spontaneous atomic transition. For example, a ruby laser radiating at 694.3 nm, 0.53 nm wide, has a 

bandwidth of 300 GHz, compared to the 150 MHz spacing between different modes for the laser cavity.  

In a continuous wave (CW) regime, the amplification process of the laser is basically coherent and linear. 

 

Generation of ultrashort pulses 

Mode-locking 

A laser in a free-running regime has its longitudinal (and transverse) modes in a random phase relationship 

with each other. The interference of all these modes with no defined phase relations in time, produces a 
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chaotic sequence of fluctuations, giving a time-averaged statistical mean output value (figure 3.3a). Suppose, 

however, the different longitudinal modes of the laser are somehow made to have a fixed phase relationship 

to each other. In that case, this mode-locked condition produces periodic repetitions of a wave-packet 

resulting from the constructive interference of the longitudinal modes (figure 3.3b). Mode-locking, hence 

has the outcome of a train of pulses having a repetition period T, which is the round-trip time in the optical 

resonator, T = 2L/c. The temporal duration of the pulse tp, equals the round-trip time T divided by N, the total 

number of phase-locked modes35.  

The duration of the pulse is dependent on the number of longitudinal modes N; the longitudinal mode in 

turn depends on the laser gain bandwidth δλ by: N = 4Lδλ / λ0
2. Hence, the greater the number of longitudinal 

modes (depending on the cavity length) involved in a broader spectral transition (depending on the gain or 

lasing medium), the shorter is the mode-locked pulse35. The titanium-sapphire (Ti-Saph) laser is a vibronic 

solid-state laser wherein the coupling between the vibrational and electronic states leads to a considerable 

spectral band broadening, making it possible to generate femtosecond pulses. 

 

Figure 3.3: electric field as a function of time representing different modes in a) a free-running laser in multimode regime; 

b) a mode-locked laser; Figure from reference23. 
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The total electric field from the longitudinal modes N can be represented by: 

𝐸 = 𝐸0 exp (𝑖𝜔0𝑡)
𝑠𝑖𝑛

𝑁(𝛥𝜔𝑞𝑡 + 𝛥𝜑𝑞) 
2

𝑠𝑖𝑛
(𝛥𝜔𝑞𝑡 + 𝛥𝜑𝑞)

2

 

Eq. 3.5 

where 𝛥𝜔𝑞  𝑎𝑛𝑑 𝛥𝜑𝑞 are the frequency difference and the phase difference, respectively, between the 

neighboring longitudinal modes. If 𝛥𝜑𝑞 changes randomly, then the E changes chaotically. If 𝛥𝜑𝑞 between 

modes is constant, then E has its total intensity as an amplitude-modulated wave at a carrier frequency 𝜔0, 

equal to the central mode with the envelope expressed in the form  

𝐴(𝑡) =  𝐸0
𝑠𝑖𝑛𝑁(𝛥𝜔𝑞𝑡 + 𝛥𝜑𝑞)/2

𝑠𝑖𝑛(𝛥𝜔𝑞𝑡 + 𝛥𝜑𝑞)/2
 

Eq. 3.6 

The intensity, given by I(t) = A2(t) is a function of type (
sin 𝑛𝑥

sin𝑥
)2, which is well known from diffraction theory. 

Since it is a periodic function, it shows that the radiation intensity generated from synchronized longitudinal 

modes is a repetition of pulses, periodic in time. 

The pulse bandwidth and the pulse duration are tied together by the Heisenberg uncertainty principle: 

𝛥𝑡 𝛥𝐸 ≥ ℎ/2𝜋 and the magnitude of the equation is given by the pulse shape. For a Gaussian pulse shape, 

the product is equal to 0.441. This is an ideal situation, and such a pulse is also called a Fourier-transform 

limited pulse. 

 

Methods of Mode-locking 

As addressed before, a laser only would generate high-power short-duration pulses when the different 

frequency modes are phase-locked. This can be achieved via active, passive, and self-phase modulation 

methods. Active mode-locking includes using acousto-optic devices that produce a sound wave modulating 

laser beam’s intensity; or electro-optical modulators that are driven at exactly the frequency-separation of 

the modes. An active mode-locking mechanism involves modulating the longitudinal mode frequency ω0, 

with a modulation frequency Ω which causes additional radiation at the frequency component ω0 + Ω. When 

this additional component is equal to frequency-separation Δωq of the longitudinal modes, the additional 

components overlap with the neighboring modes and induce coupling, stimulating oscillations in the same 

phase35. An example of an acousto-optic device is a piezoelectric transducer. A Pockels cell is an example of 

an electro-optic device. Pockels cells are used in Ti-Saph amplifiers to retain high peak power pulses for 

Chirped Pulse Amplification (CPA).  
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Figure 3.4: Illustration depicting the Kerr lens modulation 

Passive mode-locking involves using saturable absorbers that modulate the amplification factor of an active 

medium. Using saturable dyes is an example, wherein at first, there is linear amplification and linear dye 

absorption, followed by non-linear absorption of the dye, and then finally non-linear amplification leading to 

bleaching of the dye. This method can only be applied when the dye has a lifetime comparable to the duration 

of modelocked pulses. For shorter, femtosecond pulses, a faster ‘shutter’ is needed, and has been replaced 

by Kerr Lens Modelocking or other passive methods like saturable Bragg reflectors. 

The Kerr Lens Modelocking (KLM) is based on the Kerr effect. For high intensities, the refractive index 

becomes a function of the light intensity I by 

𝑛 =  𝑛0 + 𝑛2𝐼 Eq. 3.7 

This is known as the Kerr effect, and it indicates an intensity-dependent variation of the laser beam profile, 

if that profile is different from a top-hat profile. For a Gaussian beam, the index modification of the beam is 

higher in the center, when seen along the x-axis as the beam propagates in the z-direction, than in the wings. 

This corresponds to inserting an additional lens of a Gaussian shape into the medium, thereby introducing a 

self-focussing effect. KLM requires no active or passive elements to mode-lock. Many solid-state lasers 

employ the KLM phenomenon combined with a hard aperture, to modulate the amplitude of the resonator 

modes, having a frequency determined by the round-trip time doubled. The refractive index ‘lens’ formed in 

the center of the beam leads to beam focusing, and the placement of an aperture in the resonator works as 

a selective shutter. Thereby, the edges of the continuous-wave beam incur more loss, while the centre is 

focussed even more. Thus the central part of the laser gain is monopolized with every new round-trip of this 

loss-amplification process, leading to amplitude modulation. This is called self-mode locking because the Kerr 

Lens medium can be the laser crystal itself. This is a heavily used method for Ti-Saph oscillators to produce 

stable and highly reliable femtosecond pulses. 

 

Amplification of pulses 

The amplification, done using the Chirped Pulse Amplification (CPA) process, involves first stretching the seed 

pulse in time using dispersive elements like a grating pair, to reduce the peak power and avoid destruction 

of the gain medium. The pulse is then amplified in the gain medium either by regenerative amplification or 

by a multipass amplifier, subsequently followed by compression in time. 
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In a regenerative amplifier, the gain medium is pumped to accumulate energy. An electro-optic switch is then 

used to inject the initial pulse into the resonator, which is opened only for a short time, shorter than the 

round-trip time of the oscillator. A Pockels cell in combination with a broad-band polarizer can be used as an 

electro-optic switch for trapping and letting the pulse in and out of the resonator. Pockels cell is a birefringent 

crystal that can change the polarization of a traveling laser field when high voltage is applied to it. Usually in 

a regenerative amplifier, two Pockels cells are employed, the first one in combination with a quarter wave 

plate. Voltage applied to switch the first Pockels cell into a quarter waveplate leads to 4*λ/4 = λ, therefore 

no change in polarization of the light, and the pulse stays inside the resonator until it reaches saturation. To 

release the pulse, the voltage to get λ/4 polarization is applied to the second Pockels cell, to have an overall 

2*λ/4 = λ/2 effect which changes the polarization state of the beam, which is subsequently reflected off a 

thin-layer polarizer36. 

The basic difference between a multi-pass and a regenerative amplifier, is how the input and output pulses 

are distinguished. In a multipass amplifier, it is done geometrically, whereas polarization is used in the case 

of a regenerative amplifier. 

After amplification, the amplified pulse is recompressed to its initial duration. Besides the dispersion of the 

stretcher, the compressor must also compensate for the dispersion introduced by the amplifier. This can be 

done by setting the gratings used to recompress at a larger distance than what was used between the 

gratings when stretching the pulse. More details on dispersion of a propagating pulse will be presented 

below. 

 

Pulse Propagation 

Figure 3.5 is a depiction of a mode-locked pulse train out of a femtosecond laser system. In red is represented 

the oscillatory electric field, with the oscillatory period ~2.7 fs for 800 nm wavelength, leading to very few 

oscillations present for a 25 fs pulse. For such short pulses, usually, the intensity is more convenient for 

describing the pulse properties. The amplitude is defined by the wave envelope, represented in black in the 

figure, and the intensity by the square37.  

 

Figure 3.5: mode-locked pulse train; dashed lines represent change in phase of the pulses 
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The amplitude envelope is defined as 𝐴(𝑡) ∝ 𝑒−Γ𝑡
2
 with the slowly-varying envelope approximation, where 

Γ ≡ Γ1 − 𝑖Γ2 is a complex function, with its real part related to the pulse duration 𝜏𝑝 = √
2𝑙𝑛2

Γ1
, and its 

imaginary part describing the time-dependence of frequency, 𝜔(𝑡) =
𝑑𝜙𝑡𝑜𝑡(𝑡)

𝑑𝑡
= 𝜔0 + 2Γ2𝑡, therefore 

accounting for ‘chirp.’ 

In a dispersive medium, as 𝜙(𝜔) = 𝑘 𝑛(𝜔) 𝐿, where L is the length of the dispersive medium, the pulse 

acquires a frequency-dependent phase-shift. The phase shift can be expanded using the Taylor series around 

the central angular frequency 𝜔0: 

𝜙(𝜔) = 𝜙0 +
𝜕𝜙

𝜕𝜔
(𝜔 − 𝜔0) +

1

2

𝜕2𝜙

𝜕𝜔2
(𝜔 − 𝜔0)

2 +
1

6

𝜕3

𝜕𝜔3
(𝜔 − 𝜔0)

3 +⋯ 
Eq. 3.8 

where 𝜙0 is the absolute phase of the pulse, the first derivative of 𝜙 changing linearly with  𝜔 is the group 

delay without any change in the temporal shape of the pulse. The higher-order phase shifts modify the shape 

of the pulse, the second-order derivative corresponds to Group Delay Dispersion or GDD, and the Third Order 

Dispersion (TOD) becomes increasingly important the shorter the pulse duration gets. 

The GDD describes a linear frequency dependence of the group delay, 
𝜕(
𝜕𝜙

𝜕𝜔
⁄ )

𝜕𝜔
, and separates the frequency 

components of the pulse. A positive GDD corresponds to the components at higher frequencies being 

delayed with respect to the components at lower frequencies, creating a positive chirp, where red precedes 

the blue in time. A negative chirp is when blue recedes the red in time. Figure 3.6 depicts an unchirped, and 

a positively and negatively chirped Gaussian pulse. 

 

Figure 3.6: Gaussian pulse with a) positive chirp; b) zero chirp, perfect mode-locking; c) negative chirp; figure adapted38. 

  

Experimental laser setup 

A Ti-Saph oscillator (Mai Tai, Spectra Physics), pumped by a frequency-doubled Nd:YAG, generates laser 

pulses of 30 femtoseconds, with a pulse rate of about 80 MHz, at a central wavelength of 800 nm and 60 nm 

bandwidth. The output pulse from the Ti-Saph oscillator is stretched in time and used as a seed laser for the 

Ti-Saph regenerative amplifier (Spitfire Ace), which is pumped by a frequency-doubled Nd:YLF. The amplified 

pulses are compressed using a pair of gratings or prisms. Ultrashort high-intensity pulses with a pulse energy 

of 5 mJ and an average power of 5 W, at a pulse rate of 1 kHz, and a pulse duration of 40 fs are generated. 
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The pulsed visible beam generated from the Ti-saph amplifier is expanded in beam diameter, and divided 

into 4 parts. Roughly 1 of the 5 W is sent to an etalon, where the spectral bandwidth is reduced from typically 

55 nm to ~1 nm. Additionally, in the path of the visible beam to the sample, a combination of a half-wave 

plate and a polarizer are used for polarization filtering, and an additional half-wave plate is added to reduce 

power for sensitive samples like the ice surface or lipid monolayers. 

 

Figure 3.7: Pump-probe SFG setup: P: polarizer; F: filter; L: lens; HWP: half-waveplate; G: galvanometer 

The second and third parts of the laser output, (roughly 1 W) are sent to an Optical Parametric Amplifier 

(TOPAS-C) each for generation of short to mid-wavelength infrared pulses using non-linear parametric 

generation processes. The first OPA generates IR light tunable in frequency, typically around 3300 cm-1 (3030 

nm), with a pulse energy of ~10 μJ, used for time-averaged SFG experiments, and called the probe-IR in the 

pump-probe SFG experiment. To generate the Pump IR beam, the idler output (~2000 nm) from the second 

OPA is frequency-doubled using a BBO crystal, and this ~1000 nm output is overlapped with the last 4th part 

of the laser output in a KTP crystal, to undergo a Difference Frequency Generation (DFG) process, producing 

an intense IR beam tunable in the 3000 to 3700 cm-1 range. A brief working mechanism of the OPA is 

described below. 

 

General OPA mechanism 

The principle of an OPA is based on a DFG process, in a non-linear crystal, a high-intensity high-frequency 

beam (pump beam, 𝜔3) amplifies a lower-frequency seed beam (signal beam, 𝜔2), also additionally 

generating a lower-frequency third beam (idler, 𝜔1). During the process, both energy and momentum 

conservation is fulfilled; energy conservation determines the resulting frequencies, and momentum 

conservation leads to phase-matching determining the direction of the beam39. 

A small part of the pump beam (can be 800 nm - the fundamental frequency, or 400 nm – the second 

harmonic of the Ti-Saph laser) is used to generate the seed beam via a process called the supercontinuum 

white light generation, wherein the pump beam is focussed into a thin (1-2 mm) sapphire plate. The pulse 

undergoes self-phase modulation (SPM) due to high intensity-dependent refractive index changes, and other 
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effects like spatial and temporal focussing, there is a change in the carrier frequency on both the leading and 

trailing edges of the pulse, leading to broadening of the spectrum.  

 

Figure 3.8: Working principle of a near-IR OPA setup to generate near-IR wavelengths in dashed green box; DF: dichroic 

filter, DM: dichroic mirror, BS: beam splitter. Figure adapted40. Further DFG process to produce mid-IR wavelength beams. 

Following the seed generation, the pump and the seed pulses undergo amplification in two stages, via spatial 

and temporal overlapping in a non-linear crystal, by the non-linear parametric amplification process, where 

the pump beam (ω3), amplifies the lower frequency signal beam (ω2), also additionally producing a lower 

frequency idler beam (ω1). The first amplification stage is used to compensate for the group velocity 

mismatches between the pump and signal pulses using a delay line. The second amplification stage, called 

the power stage, causes significant pump depletion with a conversion efficiency above 30%. The second stage 

is able to produce much more stable pulses as the seed fluctuations are minor after the first amplification. 

After the second amplification process, the signal and idler beams are separated from the pump beam using 

dichroic mirrors or filters. 

The signal and idler produced in the near-IR region are subsequently separated using dichroic mirrors to 

induce time-delay changes, and go through a Type II DFG process in an AgGaS2 crystal to produce pulses in 

the mid-IR frequency range. The whole process is depicted in Figure 3.8. 
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Chapter 4 

 

Interfacial Vibrational Spectroscopy of the 

Water Bending Mode on Ice Ih 

 

 

 

This chapter is adapted with permission from the published manuscript in the Journal of Physical Chemistry 
C, 2021, with the assigned DOI: https://doi.org/10.1021/acs.jpcc.1c08046 

 

ABSTRACT: We study the molecular-level properties of the single-crystal ice Ih surface using interface-specific 
Sum Frequency Generation spectroscopy. We probe the water vibrational bend region around 1650 cm-1 of 
the basal plane of hexagonal ice, to understand the interfacial structure from vibrational properties. As 
opposed to the stretch mode of ice, the bend mode response depends very weakly on temperature. The 
large linewidth of the bending mode response, relative to the response on water, is inconsistent with 
inhomogeneous broadening, and points to ultrafast pure dephasing. The bend mode of ice provides an 
excellent means to study adsorbate-ice interactions and understand differences in ice and water reactivity.  

 

Introduction 

The water-air and ice-air interfaces act as actives sites for chemical reactions in both natural and engineering 
settings. Water molecules at the surface are different from those in bulk, owing to the truncation of the 
hydrogen bond network. The properties of interfacial water molecules have been extensively studied owing 
to relevance in atmospheric41,42, biological43, electrochemical44,45, and geological sciences46. Ice interfaces 
have raised particular scientific interest owing to their reported high catalytic activity47,48, and implications in 
frost heave, supraglacial chemistry49, and exchange of trace gases establishing atmospheric concentrations 
of species50. Information on the molecular properties of specifically the interface can be obtained with 
surface-specific vibrational spectroscopic methods, such as Sum Frequency Generation (SFG) 
spectroscopy24,51. As a second-order nonlinear technique, SFG is inherently interface-specific owing to its 
selection rule that inversion symmetry must be broken for the signal to be generated. In this method, two 
laser beams, an infrared beam in resonance with a vibrational transition, and a visible beam for upconversion 

https://doi.org/10.1021/acs.jpcc.1c08046
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are overlapped in space and time. An SFG signal is generated at the sum of the frequencies of the two 
incoming laser beams. When the infrared beam is vibrationally resonant with surface molecules, the signal 
is enhanced. The SFG intensity as a function of infrared frequency thus provides the vibrational spectrum of 
specifically the interfacial molecules.  

SFG research has traditionally focused on the ~3300 cm-1 OH stretch mode of water in the study of interfacial 
properties of aqueous systems. The stretch mode frequency is correlated to hydrogen bond strength52,53, 
allowing access to molecular structure information from spectroscopic observables. The stretch-mode region 
of water gives a relatively high intensity compared to other vibrational modes, simplifying signal detection. 
Despite the clear advantages, water vibrational stretch mode spectra can be challenging to interpret due to 
the strong effects of inter- and intra-molecular couplings on the spectral lineshape54. This coupling causes 
delocalization of vibrational OH stretch quanta, affecting the vibrational response. Further complications 
appear in the presence of other moieties with OH groups due to interference of the vibrational OH-stretch 
of water with that of alcohols, other biomolecules, etc. The HOH bend mode of water can act as an insightful 
alternative to the stretch mode: as it avoids such complications. The weaker inter-molecular coupling for the 
bend mode and the correlation of the bend mode frequency to the hydrogen-bonding strength can 
complement the stretch mode results55,56. Due to its smaller transition dipole moment, the bend mode is 
expected to be less influenced by intermolecular dipole-dipole coupling, which was recently experimentally 
verified for water interfaces57. Furthermore, the bend mode of water is spectrally separate from the C-O-H 
and C-N-H bending modes of alcohols and biomolecules, making such composite systems simpler to study. 
The vibrational bend region has thus recently gained interest to obtain molecular information of both bulk 
and interfacial systems. 

The first SFG measurements of the vibrational bend mode of interfacial water, at ~1650 cm-1, dates back to 
201258, but has not yet been reported for ice. Previous theoretical work has shown that, for ice, the total 
dipole moment is reduced due to anti-correlated effects of permanent and induced dipole moments, 
indicating it is more challenging to determine the bending mode response from the surface of ice than of 
water 59,60. Nevertheless, the bend mode region of interfacial ice is of fundamental importance, as its 
lineshape may provide information on the low-frequency excitations and bend-libration coupling 
mechanisms61 at interfaces, and on the bending overtone, which determines the rate of vibrational energy 
relaxation62. As the bending mode is expected to be a more ‘local’ probe than the stretch mode, it can be 
important for studies of adsorbate-based systems on the surface of ice, allowing to observe spectral changes 
without intermolecular coupling effects59.  

 

Results and Discussion 

Here, we report vibrational bend mode spectra of the basal plane of interfacial ice Ih, measured using SFG 
spectroscopy. Figure 4.1 a and b show SFG spectra of ice in the vibrational stretch and bend mode regions, 
respectively, at comparable temperatures in the SSP polarization combination (S-polarized SFG, S-polarized 
visible, and P-polarized infrared). The stretch mode spectrum is dominated by a signal at roughly 3200 cm-1 
assigned to O-H modes hydrogen-bonded to neighbours. The signal at 3700 cm-1 originates from so-called 
free OH groups, while the 3500 cm-1 could be mainly attributed to the asymmetric stretch mode of fully 
coordinated water molecules63 . 
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Figure 4.1: Experimental SFG measurements (dots) and fits (solid lines) in the vibrational stretch (a) and (b) bend mode 
region recorded from the surface of ice at two different temperatures, both measured using SSP polarization combination. 
The intensity axes in the left and right panels can be directly compared, indicating that the bend mode intensity is at least 

an order of magnitude smaller than that of the stretch mode. 

As apparent from figure 4.1a, the ice surface exhibits a strong temperature-dependence in the OH-stretch 
region, with a ~100% intensity increase for a ~7% temperature decrease from 260 to 243 K. A straightforward 
explanation for this signal increase would be the enhanced orientation of interfacial water molecules at lower 
temperatures. However, MD simulations, shown in Figure 4.2, reveal that the orientational ordering of water 
molecules in the top two bilayers on the surface of ice can only account for a ~10% increase in the SFG 
intensity over this limited temperature interval. Thus, the major change in the stretching mode intensity for 
interfacial ice is attributed to temperature-dependent intermolecular coupling in the stretch region64.  

In contrast, Figure 4.1b shows no indication of a similar intensity increase for the interfacial ice bend mode 
region upon lowering the temperature, in line with the notion that bending modes are weakly coupled. The 
response in the bend region is, however, less straightforward than in the stretch region. For the stretch 
region, several clear peaks can be identified. In contrast, the bend mode response appears derivative-like, 
due to a relatively sizeable non-resonant contribution to the overall signal, as apparent from the high baseline 
relative to the signal size. 

Figure 4.1a reveals a redshift of the stretch mode upon a decrease in temperature, as reported before65. A 
redshift in the stretch mode region is associated with stronger hydrogen bonding. Conversely, stronger 
hydrogen bonding is reflected by a blueshift of the bend mode frequency, as first shown by Falk66. For the 
given temperature interval, the ~15 cm-1 redshift of the low-frequency peak of ice in the stretch region 
translates to a negligible frequency shift in the bending region, as per the empirically inferred relationship67 
between the frequencies of the two modes. Indeed, no shift is apparent from the data in Figure 4.1b. Having 
established that the bend mode is less affected by intermolecular coupling, we further analyze the bending 
mode response at the ice interface, and compare it with the response of water. The polarizations of the 
incoming visible beam and the SFG beam were varied to generate signals in SSP and PPP polarization 
combinations. The three letters indicate the polarization of the SFG, Visible, and IR beams, respectively. 
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Figure 4.2: Probability distributions of water molecules with the OH-group pointing up (cosθ=0.3) and with the OH pointing 
down (cosθ=-0.3) for the top two bilayers on the surface of basal ice Ih. The figures are obtained from MD simulations, 
from the work of Sanchez et al9. Both the bilayers show certain asymmetry between the peaks representing the up and 

down pointing OH groups, which eventually leads to generation of an SFG signal. To elucidate the contribution of 
orientational ordering of water molecules to the increasing SFG intensity upon lowering the temperature in the stretch 

region, we evaluate the difference in probability distribution of the water molecules at the two temperatures. We 
integrated the Probability*cosθ within the range of -0.5 to 0.5 for both bilayers and compared the difference at the 

temperatures 240 and 260 K. We find an increase of 5.7% in the value for 240 K compared to 260 K, meaning an intensity 
increase to be (1.057)2 = 11%. Thus we expect that the ordering of water molecules would lead to an intensity increase of 

roughly 10% upon lowering the temperature from 260 to 240 K. 

 

The bend mode of interfacial ice compared to water 

Figures 4.3 a and b represent the bend mode SFG intensity obtained from the interfaces of ice and water for 
the polarization combinations SSP (left column) and PPP (right column) as a function of the IR frequency. 
From the raw data, it is apparent that the bending mode response of ice is blueshifted and substantially 
broadened compared to water.  

Both effects are qualitatively also present in the bulk infrared response (Figure 4.3e), but the blueshift is 
more pronounced at the interface. Perhaps remarkably, the SFG intensity for ice and water in the bend mode 
region is comparable. This observation is remarkable for two reasons: First of all, the intensities in the stretch 
mode region are strikingly different, with interfacial ice having a considerably higher intensity than water, as 
shown in Figure 4.4. This difference is in line with the strong intermolecular coupling present in the stretch 
region for ice64, and its absence in the bend region. Secondly, the bulk infrared response of the ice bending 
mode is substantially weaker (by a factor 2-3) than that of liquid water (see Figure 4.3e). Nonetheless, the 
SFG bend mode intensities are very similar for ice and liquid water. 
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Figure 4.3: a) and b): Experimental SFG measurements (dots) and fits (solid lines) in the vibrational bend mode region of 
interfacial ice (blue) and water (red) with SSP measurements depicted in the left column, and PPP in the right. Water and 
ice spectra, also SSP and PPP are plotted on the same scale; see the Appendix for correction due to intensity alteration on 
the window of the ice cell. c) and d): Imaginary 𝛘(2) for both polarization combinations obtained from the spectral fits. e) 

Linear infrared absorption spectra for bulk ice and water in the H-O-H bending region. 

The bend spectra display dispersive lineshapes for both polarization combinations. The PPP spectra are less 
intense for both ice and water, compared to the SSP spectra. The SSP response is most insightful since it is 

determined by one independent (𝜒𝑥𝑥𝑧
(2) = 𝜒𝑦𝑦𝑧

(2) ) element of the 𝛘(2) second rank tensor; the PPP response, in 
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contrast, contains contributions from two (𝜒𝑥𝑥𝑧
(2)  and 𝜒𝑧𝑧𝑧

(2)
) independent tensor elements25, as explained in the 

Appendix. To quantify the observed spectral changes, the SSP spectra are fitted using a purely real non-
resonant contribution and two complex resonant Lorentzian contributions (see Table 4.1 for the fitting 
parameters). The interfacial water SSP spectrum was described in accordance with previously reported 
parameters56 in agreement with the reported heterodyne measurements of the water-air interface68. The 
high-frequency resonance is attributed to a DD-type water molecule, which donates two hydrogen bonds. 
The low-frequency resonance corresponds to a D-type molecule having one H-bond donating OH group and 
a dangling, free OH group55,56,69,70. Thus, the low- and high-frequency contributions correspond to water 
molecules having a free-OH and the strongly hydrogen-bonded water molecules at the surface, respectively. 

 

Figure 4.4: SFG spectra in the OH-stretch region of ice at 243 K and of water close to melting temperature 

 

Ice and water – fit comparisons 

To fit the interfacial ice SSP spectrum, the center frequency and linewidth of the low-frequency feature, 
corresponding to interfacial molecules with a free-OH, are kept similar to the fit for water. This assumption 
is based on the observation that the free-OH groups at the interface of water and ice have a very similar 
stretch frequency (Figure 4.4). The amplitude, central frequency, and linewidth of the high-frequency bend 
feature are allowed to vary between ice and water spectra. The SFG spectra in the bend-mode region are 
fitted using the expression:  

𝐼𝑆𝐹𝐺(𝜔) = |χ
(2)(𝜔) 𝐸𝑉𝑖𝑠(𝑤)  𝐸𝐼𝑅(𝜔)|

2
 Eq. 4.1 

wherein 𝛘(2) is a sum of resonant and non-resonant contributions, related with a phase difference Φ, as 
follows: 

𝐼𝑆𝐹  ∝  |χ𝑅
(2)
+ χ𝑁𝑅

(2)
|
2
 

𝑜𝑟, χ(2) = 𝐴𝑁𝑅 ∗ 𝑒
𝑖(𝛷) + ∑𝑗 (

𝐴𝑗 ∗ 𝛥𝜔𝑗

𝛥𝜔𝑗
2 + 𝜎𝑗

2 +
−𝑖𝐴𝑗 ∗ 𝜎𝑗

𝛥𝜔𝑗
2 + 𝜎𝑗

2) 
Eq. 4.2 
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where ANR is the non-resonant amplitude related to the resonant signal by a phase difference Φ; A is the 
strength of the vibrational mode, 𝛥𝜔 is the difference in the resonant and excited frequency, 𝜎 is the HWHM 
of the Lorentzian peak, and j is an integer representing number of Lorentzian resonances. 

From fitting the interfacial ice SSP spectrum, a strong correlation between the position and width of the high-
frequency peak was observed. The peak frequency varied between 1706 to 1689 cm-1, when varying the peak 
width between 200 and 300 cm-1; Table 4.1 shows the fitting parameters, and Figure 4.3c shows the 
imaginary part of the fitted response function.  

A comparison of the interfacial ice and water spectra of the SSP polarization combination reveals that the ice 
bending mode is blueshifted by ~35 cm-1, (taking an average peak position of 1697 cm-1 for the ice SSP 
response). This blueshift for the bend-mode feature represents stronger hydrogen bonding. From the 
empirical relationship67 between the bend and stretch frequencies, a blueshift of 35 cm-1 for the bending 
mode of ice corresponds very well with the ~200 cm-1 redshift observed, Figure 4.4 displays the stretch mode 
in ice compared to water. 

Table 4.1: Fitting parameters for the bend mode spectra of SSP and PPP polarization combinations for both ice and water. 
Values in brackets for ice denote alternative fitting parameters.  

 Ice SSP Water SSP Ice PPP Water PPP 

NR Amp -0.14 -0.16 0.1 0.13 

ω1 cm-1 1612 1612 1612 1612 

2σ(ω1) cm-1 130 130 130 130 

A (ω1) 0.9 (2.57) 1.3 -0.54 (-1.5) -0.78 

ω2 cm-1 1706 (1689) 1661 1706 (1689) 1661 

2σ(ω2) cm-1 200 (300) 110 200 (300) 110 

A (ω2) -7.3 (-13.8) -3.6 4.38 (8.28) 2.16 

ω3 cm-1   1646 1679 

2σ(ω3) cm-1   60 60 

A (ω3)   1.1 -0.8 

 

The vibrational bend bandwidth is roughly doubled for interfacial ice (200-300 cm-1) compared to water 
(110 cm-1), as is apparent from the raw data in figure 4.3a and the fits presented in Figure 4.3c and Table 
4.1. This is in strong contrast to the OH-stretch lineshape being much narrower for interfacial ice than for 
interfacial water as seen in Figure 4.4, further narrowing upon lowering the temperature of ice71. If the 
ice surface bend mode were inhomogeneously broadened, the observed bandwidth > 200 cm -1 would 
translate to an extremely broad band of more than a 1000 cm-1 in the stretch region, using the empirical 
relationship mentioned above. This is clearly not observed, indicating that the bend mode of ice is 
predominantly homogeneously broadened, with a short dephasing time of the ice bend mode, which 
would include the pure dephasing time, population and orientational relaxation. Ultrafast studies of the 
bulk water bend mode report a vibrational lifetime of ~170 fs 57,72, and ultrafast anisotropy decay of 80 
fs73. The >200 cm-1 bandwidth of the bend mode of ice compared to water, and the incompatibility with 
inhomogenous broadening mechanism, suggest sub-25 fs vibrational dephasing times for the bend mode 
of ice. Consistent with the interfacial spectra, the bulk bend mode spectrum also has a broader lineshape for 
ice, as seen from Figure 4.3e, also opposite to the stretch mode74. 
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Comparison of the SSP and PPP spectra 

Fitting for the PPP spectra was conducted keeping the SSP parameters corresponding to the effective (i.e. 

including the Fresnel factors) 𝜒𝑥𝑥𝑧
(2)  consistent (the amplitudes were adjusted according to prefactors as per 

equation 2.18), and adding an additional peak representing an effective 𝜒𝑧𝑧𝑧
(2)  as the additional tensor element 

in PPP spectra. The non-resonant signal contribution is kept purely real. Both PPP spectra can be very well 
fitted in (see Fig. 4.3b) and result in an additional peak at 1646 and 1679 cm-1 for ice and water, respectively.  

From a comparison of the raw data for the two polarization combinations, we observe a spectral shift to the 
red side for the PPP spectrum compared to the SSP spectrum for both ice and water (Figure 4.5). Considering 
the complications of direct comparison from the data fits according to tensor elements described before, the 
spectral shift was quantified using simple sigmoidal fits to the ice and water spectra. For water, the PPP 
spectrum shift is quantified to be ~20 cm-1 to the red side. This shift is in line with the 15 cm-1 shift reported 
before70, explained by the authors as an interference effect of two types of hydrogen bonding populations 
giving the same resonances in both the PPP and SSP response. However, we observe that an additional peak 
is needed to describe the PPP response; solely the SSP response is not enough. Interestingly, we observe an 
even larger frequency redshift for PPP compared to SSP in the case of interfacial ice, amounting to ~50 cm-1 
as per the sigmoidal fit. This 50 cm-1 shift is in good agreement with the frequency difference between ω2 

and ω3 in Table 4.1 indicating that for ice the PPP signal is dominated by the 𝜒𝑧𝑧𝑧
(2)  tensor element. A section 

in the Appendix elaborates on effects due to Fresnel factors, showing that optical effects due to setup 
geometry are not causing the differences.  

 

Figure 4.5: Sigmoidal fits to ice and water spectra in SSP and PPP polarization combinations. The fitting was performed to 
extract x-axis positions for the bend bands from the raw data to illustrate frequency shifts between the SSP and PPP 

spectra. From the fits, for water, the PPP (1634 cm-1) spectrum shifts to the red side by ~20 cm-1 compared to the SSP 
spectrum (1656 cm-1). For ice, a larger shift of ~50 cm-1 is observed between the PPP (1649 cm-1) and SSP (1699 cm-1) 

spectra. 
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Conclusions 

In conclusion, this work has shed light upon the observed contrasting features of the bend mode spectra for 
ice and water, compared to the stretch mode. Stronger hydrogen bonding for ice manifests as a redshift in 
the stretch-mode region, and a blueshift in the bend mode region, as was empirically predicted and 
experimentally confirmed by our measurements. A comparable intensity of the bend mode for ice and water 
(unlike for the stretch mode), and little or no temperature dependence in our range of temperature variation, 
points towards negligible intermolecular coupling for the bend mode region. The anomalously increased 
bandwidth of ice in the bend mode compared to water points towards the line broadening mechanism to be 
predominantly homogeneous, unlike in the stretch mode. Also, polarization-dependent studies in the bend 
mode region indicate an inherent 20 and a 50 cm-1 frequency shift between the SSP and PPP spectra, for ice 
and water respectively, the origins of which remain incompletely understood.  

  



56   Interfacial Vibrational Spectroscopy of the Water Bending Mode on Ice Ih  

Appendix 

 

Intensity alteration due to CaF2 window 

Ice samples were measured inside a cell, with a CaF2 window to allow equilibration of the ice sample in a 
closed environment, and to avoid evaporation to facilitate long-time measurements of the sample. However, 
to make a fair comparison of the SFG intensities on ice for SSP and PPP polarization combinations, one has 
to take into account the different reflectivity of P and S polarized light when interacting with a CaF2 surface. 
An analysis for the Visible and SFG wavelengths is done below, as the Infrared remains constant for the SSP 
and PPP polarization combinations. 

 

  

Figure 4.A1: left column: reflection coefficients of 800 nm S and P polarized light at the CaF2 interface; right column: 
transmission accounted for incoming visible and outgoing SFG beams at the air-CaF2 and CaF2-air interfaces. 

Figure 4.A1 left column shows the different reflectivity for S and P polarized light as a function of the incoming 
angle at an air-CaF2 interface. The figure is depicted for an incoming visible beam of 800 nm wavelength. The 
refractive index of CaF2 for the visible beam of 800 nm and the SFG outgoing beam of ~704 nm was taken as 
1.4306 and 1.4317, respectively. The incoming angle of the visible beam was 64° and the SFG beam was 
calculated to be reflecting at 60°. The S and P reflection coefficients were calculated using the Fresnel 
equations for reflection and transmission. From Figure 4.A1 left column, it is apparent that at an angle of 
~65°, there is a ~20-fold difference in the reflectivity coefficients of S and P polarized light. Using Fresnel 
equations for intensity reflectance and transmission coefficients, the transmission (or 1 – reflectance) of 
Visible light at the air-CaF2 interface (P=0.98, S=0.81), and at the CaF2-air interface (P=0.98, S=0.81), coupled 
with the reflection loss of SFG light at the air-CaF2 interface (P=0.99, S=0.84), and then at the CaF2-air 
interface (P=0.99, S=0.84), as depicted in the right column of Figure 5.A1, the subsequent light transmission 
out of the window is 0.94 for the PPP, and 0.45 for the SSP beams. Therefore, for fair comparison between 
SSP and PPP spectra, the SSP spectra were multiplied by a factor 2 to account for the reflection losses due to 
the CaF2 window. 
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Contributions due to setup geometry: influence of Fresnel factors 

The lineshape of an SFG spectrum can be adversely affected by the local electric fields of the 
incoming/outgoing beams at the interface75. An introduction to Fresnel factors was made in Chapter 2. For 
the experiment, the refractive index of air n1 was taken as 1, for n2 (refractive index of second medium: water 
or ice), the value was taken from Warren (1984)76 for Visible wavelength 800nm and SFG wavelength 704 
nm. For the infrared light, the values were taken from Zasetsky et al77, for ice at 235 K and water at 273 K. 

  

Figure 4.A2: Imaginary χ(2) responses of the SSP and PPP spectra obtained from fitting SFG intensity data shown in red and 
green respectively; and of the calculated yyz and zzz tensor elements shown in blue and orange respectively. Left column 

displays spectra for ice, and right for water. 

To analyse the effects of incoming beam angles and polarizations, Fresnel-corrected spectra are obtained for 

the χ(2) tensor elements corresponding to SSP and PPP polarizations. The complex χ𝑒𝑓𝑓
(2)

 required for the 

Fresnel factor analysis, are obtained from fitting the measured SFG intensity spectra in SSP and PPP 
polarization combinations; the fitting parameters are mentioned in the main text. The imaginary part of the 

χ𝑒𝑓𝑓
(2)

 obtained from fits to the SSP and PPP data are plotted in green and red respectively, for ice (left column) 

and water (right column), in Figure 5.A1. These responses were used to calculate the χ𝑦𝑦𝑧
(2)

 and χ𝑧𝑧𝑧
(2)

 for the 

two systems, also plotted in Figure 4.A1 in blue and orange respectively. χ𝑦𝑦𝑧
(2)

 is calculated using equation 

2.18 where the χ𝑒𝑓𝑓,𝑆𝑆𝑃
(2)

 is obtained from fitting the measured SFG intensity in SSP polarization combination. 

The χ𝑦𝑦𝑧
(2)

 thus obtained is then used to calculate χ𝑧𝑧𝑧
(2)

 from equation 2.19. χ𝑦𝑦𝑧
(2)

 and χ𝑧𝑧𝑧
(2)

 are the χ(2) responses 

without influence of the Fresnel factors. Clearly, the differences between ice and water also remain in the 

χ𝑦𝑦𝑧
(2)

 and χ𝑧𝑧𝑧
(2)

 spectra. Therefore, we conclude that the differences between ice and water in spectral features 

observed for the SSP and PPP polarization spectra are not an optical artefact, but an inherent feature. 

Figure 4.A3 is a direct comparison of the χ𝑦𝑦𝑧
(2)

 for ice and water (in solid and dashed lines, respectively). The 

blue-shift for the ice spectrum compared to water for the Fresnel-corrected SSP spectrum, reinstates the 
frequency shift observed in the measured intensity spectra to be indeed a physical phenomenon, and not an 
optical ‘illusion’ seen in the intensity spectra. 
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Figure 4.A3: direct comparison of the χ𝑦𝑦𝑧
(2)

  responses of ice and water. 
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Chapter 5 

 

Proton ordering on the surface of ice 

 

 

 

 

ABSTRACT: The surface of ice is complex, yet imperative for glacier motion, sliding and adhesion, and 
providing the atmospherically relevant environment for molecular adsorption and photocatalytic conversion. 
As such, the ice surface has been intensely studied and several of its unique properties have been elucidated, 
in particular the presence of a disordered liquid-like layer at temperatures well below the freezing point. The 
bulk of ice being orientationally disordered has also long been established, but the surface of ice is thought 
to reconstruct to a proton-ordered formation accounting for electrostatic stability. This work explores the 
proposition of the coexistence of the disordered liquid layer, followed by a proton-ordered layer before the 
remainder bulk of the ice. The concepts of residual entropy and enthalpy are explored, and related to 
experimental measurements in the –OH stretch region of interfacial ice. The current status of the work 
hinders from making conclusive statements, and asks for further research in this domain. 

 

Introduction 

The ice surface has been a subject of fundamental interest encompassing atmospheric, terrestrial, and 
interstellar sciences. After postulation of the ice rules by Bernal and Fowler78 in 1933, Pauling79 already in 
1935, based on disordered positions of hydrogen atoms in the ice crystal, theoretically calculated the residual 
entropy of ice, which was soon affirmed by experiments in 1936 based on measurement of the heat capacity 
of ice by Giauque and Stout80. Pauling’s estimate however was a lower bound, as was recognized by advanced 
theoretical approximations by Nagle81. Various computational approaches have since then taken over, and 
the residual entropy of ice has become a standard to test accuracy of simulation algorithms82. 

Residual entropy is directly related to the configuration number, an estimate of the discreet representative 
positions of a system. It has been shown theoretically that the proton order versus disorder effects in the 
bulk of the ice do not have a major impact on the crystal lattice energy11,83, a difference within ~5 meV/H2O 
was seen for the different configurations. At the surface, the energy differences between differently proton 
ordered configurations amounted to almost an order of magnitude more11, ~100 meV/H2O. The surface 
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proton activity of ice has been shown to be markedly enhanced (three orders of magnitude more) compared 
to its bulk84. While the bulk of ice remains fully disordered over the entire temperature range, the ice surface 
will not become fully disordered at any meaningful temperature before the onset of pre-melting11,85. The 
estimated order-disorder transition temperature at the surface is as high as 390 K86. Low surface entropy of 
polar liquids like water has been associated to ordering of layers of surface molecules, proposed in 195687. 

Fletcher in 1992 proposed that at temperatures below the quasi-liquid-layer (QLL), the surface of ice will 
undergo reconstruction to reduce surface free energy involving the orientation of surface dipoles into a 
striped phase with alternating rows of dangling H and dangling O atoms88. Today, we know that the 
temperature89 at which pre-melting begins is estimated to be in the range of 200 – 260 K9,71,90,91. In fact, a 
recent study reported that as temperature increases above 200 K, there is a strong interplay of disordering 
of the bond order keeping oxygen positions fixed, and the disruption of oxygen framework altogether, in the 
structural evolution of the ice surface92. In this work, we explore the proposition of the coexistence of three 
distinct regions: the disordered QLL on the top, proton-ordered layer(s) below that, and finally the bulk of 
the ice crystal. The proposed idea accounts for counteracting findings of the prevalence of proton ordering 
at temperatures as high as 390 K, and pre-melting starting to occur already at 200 K.  

We employed both experimental and theoretical methods to study the proposition, being Sum Frequency 
Generation (SFG) spectroscopy to probe the buried proton-ordered layers at the surface of ice at varying 
temperatures; and ab-initio-based POLI2VS molecular dynamics simulations simulating the SFG spectra. To 
be able to experimentally study ice surfaces, large single-crystalline ice samples are synthesized and 
measured in a moving cell to prevent laser-induced heating. Moreover, consistency in the temporal overlap 
of the two laser beams, on the order of a hundred femtoseconds, is maintained during spectroscopic 
measurements to avoid variation of frequency-dependent lineshape of SFG spectra93. 

 

Results and discussion 

Figure 5.1 displays the SFG intensity of interfacial ice at temperatures from 228 K (blue) to 255 K (yellow), as 
a function of the IR frequency. The interfacial ice spectra have three prominent features: the hydrogen-
bonded OH-stretch symmetric mode around 3200 cm-1, the asymmetric stretch mode of fully-coordinated 
water molecules around 3500 cm-1, and the high-frequency peak at 3700 cm-1 arising from water molecules 
with a free-OH pointing up. Clearly, the 3200 cm-1 feature is strongly temperature-dependent, increasing 
sharply upon lowering the temperature. The peak intensity increases almost 4.5-fold for an 11% drop in 
temperature from 255 K. The Free-OH region however maintains a rather stable intensity count in this 
temperature range. The experimental spectra of interfacial ice are qualitatively consistent with previous 
reports. However, there have been discrepancies reported in the intensity ratio of the bonded-OH to the 
Free-OH peaks63,71,94. The wide range of values can be attributed to the sensitivity of the ice surface to 
evaporation, contamination, equilibration conditions, variation in surface reflectivity, and macroscopic 
changes induced due to surface tension effects over time. Therefore, considerable attention was paid to 
growth and handling conditions of ice samples for measurement. 

This chapter aims to explain the underlying mechanism of the sharp increase of the 3200 cm-1 peak of the 
interfacial ice spectra with decreasing temperature. As mentioned above, this decrease has been observed 
before, but a fundamental understanding of the behaviour is lacking. Theoretical studies point towards 
intermolecular coupling as the major contributing factor for the sharp rise in intensity64,95. However, an 
increasing number of studies also point to the reordering of the surface, potentially reasoning the to the 
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observed rising SFG intensity87,96,97. This work aims on disentangling these two effects with the help of 
simulations, and basic theoretical calculations, supporting experimental data. 

 

Figure 5.1: SFG spectra (in arbitrary units) plotted as a function of the IR frequency in wavenumbers for hexagonal ice 
oriented to the basal plane, at temperatures ranging from 228 K (darkest color) to 255 K (lightest color) 

 

Simulations on proton-ordered models 

To shed light on the strong intensity increase of the 3200 cm-1 peak with decreasing temperature, ab-initio-
based molecular dynamics simulations based on the POLI2VS model were conducted at three temperatures. 
The 3200 cm-1 peak is associated to the hydrogen-bonded OH-stretch populations, and is reported to be 
sensitive to intermolecular couplings. Intermolecular coupling is extremely sensitive to the relative 
orientation of chemical bonds through their transition dipole moments98.  

In 1961, Fletcher proposed the surface of ice to be arranged in an alternately striped pattern of water 
molecules, composed of molecules with their Free-OH groups pointing up, and those with an Oxygen lone-
pair pointing up. ‘Fletcher pattern’ is widely accepted in the community to present the most likely form of 
proton ordering on the ice surface owing to its electrostatic stability. The Ferroelectric model has also been 
proposed, but was concluded to be energetically less favourable. The Ferroelectric model is described by all 
surface molecules in the upper half of the first bilayer having a Free-OH pointing up99. 

The Fletcher pattern, comprising of a simple striped arrangement of protons, applies to the single top layer 
of the ice surface. Figure 5.2 is a top view, looking down the c-axis of a Fletcher-patterned proton-ordered 
basal ice surface.  
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Figure 5.2: Fletcher-patterned proton-ordered ice surface looking down the c-axis. Figure from reference88. 

The bold circles represent water molecules with broken hydrogen bonds or the three-coordinated water 
molecules on the surface, the thin circles represent fully H-bonded four-coordinated molecules. The negative 
circles represent an Oxygen lone-pair pointing up, and positive circles represent the Free-OH pointing up. 

However, what if this proton-ordered arrangement extends beyond the exposed surface layer? Although 
multiple ordered bilayers entail an entropic cost, that could be compensated by increased electrostatic 
interactions between the molecules. To test this hypothesis, three different models, Ih0, Ih2, and Ih3 were 
initiated as starting points for simulation trajectories. Since the ice structure is a ‘bilayered arrangement’, the 
models comprise of 0, 1.5, and 2.5 ordered bilayers respectively, and the configurations were chosen so the 
individual bilayers are in accordance with the Fletcher pattern.  

Figure 5.3 shows snapshots of the three model configurations and their SFG spectra at different 
temperatures. Clearly, for the proton-disordered model Ih0, there is less than 40% increase in signal intensity 
for a temperature decrease of ~18%, which does not go along with the experimental observations. For the 
proton-ordered models Ih2 and Ih3, with 1.5 and 2.5 top bilayers ordered, respectively, the increase in 
intensity is quantitatively more comparable to the experimental results. To directly compare the 
experimental and theoretical results, the ratio of the 3200 cm-1 and 3700 cm-1 peak areas (considering 
spectral ranges 3050 to 3280 cm-1, and 3660 to 3740 cm-1) as a function of temperature is plotted for the 
simulation models and the experimental data in Figure 5.4. The ratio of the peak areas is considered and not 
the individual intensity to minimize nuclear quantum effect. A choice of quantum correction factors can be 
used to simulate systems. Taking a ratio of the two peaks instead of the 3200 cm-1 peak individually to 
evaluate peak areas, led to similar quantum corrections at low and high temperature for both the standard 
and the harmonic quantum correction factors, i.e. 𝑄𝑆 and 𝑄𝐻 respectively. 
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Figure 5.3: models and calculated SFG spectra at different temperatures: data from Yuki Nagata and Fujie Tang 

The simulations are run for a few nanoseconds; the molecular orientation of water molecules is maintained 
throughout the trajectory. From Figure 5.4, each of the models, including the proton-disordered and the 
proton-ordered configurations, show a temperature dependence. Comparing the three models, clearly, 
there is a stronger temperature dependence for a more proton-ordered model. The experimental curve 
behaves different from any of the simulation models. 

At 255 K, the experimental curve is in closer proximity to the proton-ordered models and not the proton-
disordered model, suggesting prevalence of proton ordering at the ice surface, already at 255 K. Proton 
ordering taking place at high temperatures is in agreement with theoretical calculations, predicting the order-
disorder ‘transition temperature’ to be near 390 K which is well above the melting temperature. The figure 
also points towards the different temperature dependence for the experimental data compared to the 
simulation models. The models have a linear-like function, while the experimental curve appears more 
exponential. As pointed out before, the simulation models represent a fixed ordering arrangement, as the 
trajectory runs were too short for rotational equilibration of water molecules to occur. Experiments though 
depict a time-averaged situation, and the data could thus suggest a hopping proton ordering mechanism 
wherein there is a jump from one model to another as proton ordering progressively increases upon decrease 
in temperature. The above analysis is thus not very precise in accounting for change of proton ordering over 
the studied temperature range. It is still of interest to theoretically evaluate if such a hopping were to take 
place, and the temperature range for the thermodynamic stability of such systems.  
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Figure 5.4: comparison of the ratio of the 3200 and 3700 spectral areas for the simulation models Ih0, Ih2, Ih3 and linear 
fits to them, as well as the experimental data with an exponential fit. 

 

Entropic and enthalpic calculations for the different models 

In the reconstructed Fletcher model (Figure 5.2), every surface molecule has six other neighbouring surface 
molecules (see second neighbours in the crystal structure in Figure 5.2), 4 of them point in the anti-parallel 
direction, and 2 point in the parallel direction. Considering water to be a symmetric tetrahedral structure, 
the bond dipole μ can be calculated from the total water molecular dipole 𝜇𝑤 as: 𝜇𝑤 = 𝜇 cos52°, obtaining  

𝜇 ≈ 2 ∗ 10−30 𝐶𝑚 

Considering only the broken bonds protruding from the surface, as depicted in Figure 5.3a, the Coulomb 
forces between one bond dipole and its neighbouring 2 antiparallely (resulting from 4 antiparallel and 2 
parallel) arranged dipoles can be evaluated. This leads to an electrostatic interaction energy of an 
approximate magnitude: 

Δ𝑈𝐵 = −
𝜇2

𝜋𝜀0𝑎
3
≈ −2 ∗ 109

𝜇2

𝑟3
 

where r is the O-O bond length, and a = 1.6r, giving -109 J for interaction with one neighbouring dipole 
moment. 

For a molecule at a randomly configured surface, or a proton-disordered surface, the antiparallel and parallel 
neighbours are equal in number, giving zero net electrostatic energy. Using the above equation, the change 
in enthalpy (Δ𝑈𝐵) for the different simulation models, and for the Fletcher-patterned surface, as well as a 
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Ferroelectric model surface is calculated and displayed in Table 5.1. The evaluation was done for a system 
containing 10 bilayers, every bilayer having 60 water molecules. Only bond dipoles (the –OH bond dipole 
moment obtained from molecular dipole moment of water, as described above) in the first bilayer are 
considered when evaluating Δ𝑈𝐵 values, since dipoles in the bulk would have a counterpart. Hence, the Ih2 
and Ih3 models end up having the same change in enthalpy as the Fletcher model, and Ih0 has no enthalpy 
change as the surface is randomized. 

Table 5.1: Evaluation of Fletcher, Ferroelectric, and simulation models; number of molecules for the simulation models split 
up in brackets as per contribution from different bilayers 

 Fletcher Ferroelectric Ih0 Ih2 (Ih2_qll) Ih3 (Ih2_qll) 

Number of ordered 
molecules 

30 30 0 90 (60+30) 150 
(60+60+30) 

Total neighbouring 
dipoles per bond 
dipole 

2 6 0 2 2 

Δ𝑈𝐵 (kcal per mol) -0.055 0.166 0 -0.055 -0.055 

 

 

Figure 5.5: Blue-outlined: Covalently bonded 
hydrogen atoms; red: oxygen atom; mustard: 

oxygen lone-pairs. Displayed are 6 ways 
following the ice rules from 16 possible 

conformations of 4 Hydrogen atoms arranged 
around 1 Oxygen atom. Additionally, the left 

column depicts the 3 orientations of a molecule 
with a Free-OH pointing up, and the right 

column for molecules with an Oxygen lone-pair 
pointing up. Figure adapted100. 

 

Similarly, the residual entropy can be calculated for the above models, making use of the ‘ice rules’. For a 
proton-disordered crystal, the following simple scheme can be employed: 

∙ First rule: there is 1 hydrogen atom on each bond 
∙ Second rule: there are two hydrogen atoms covalently bonded to each oxygen atom.  
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∙ If we consider N water molecules in a crystal, then there would be 2N Hydrogen atoms. 
∙ Ignoring the 2nd rule for now, there are 22N configurations possible for the Hydrogen atoms to 

fulfil the first rule, since each Hydrogen atom has possibilities to bond to 2 oxygen atoms to form 
a H-bond. 

∙ With the 4 Hydrogen atoms around 1 Oxygen atom, 16 different configurations are possible (42), 
however only 6 of them satisfy the 2nd rule. These 6 configurations are shown in Figure 5.5. 

∙ Hence, the configurational number W0= 22N * (6/16)N = (3/2)N 
∙ Residual entropy is thus equal to: S0 = kB * ln(W0) = kB * ln (3/2)N 

For the Fletcher-patterned surface, there are further orientational restrictions imposed on the surface 
molecules in the upper bilayer, with either a dangling-OH or an oxygen lone-pair pointing up. These 3-fold 
coordinated water molecules can orient in 3 different ways from the 6 shown in Figure 5.5. The left and right 
columns depict possibilities for molecules with a dangling-OH and an oxygen lone-pair, respectively. The 
residual entropy for these molecules thus turns out to be: 

SFletcher = kB * ln (3/2)N (3/6)N = kB * ln (3/4)N 

This amounts to a change in entropy of kB ln (3/2) - kB ln (3/4) = - kB * ln 2 for the surface molecule. 

 

Figure 5.6: a) categorization of water molecules into 4 different types for entropic calculations; b) 6-membered water 
molecule ring with molecular orientations as illustrated in part a. 

For the simulated models Ih2 and Ih3, the molecules are restricted in more ways than just the restrictions 
owing to the Fletcher pattern ordering. As can be seen in Figure 5.3, the ordering of molecules is prevalent 
not just at the surface, but extends further down to multiple bilayers. The fixed orientations of the OH-groups 
pointing up in the second/third bilayer, also pose restrictions on the 4-coordinated water molecules in the 
bilayer above them, which were left free in the Fletcher-patterned proton ordering model. To evaluate the 
entropy, the molecules due to their different orientational restrictions in the simulation models Ih2 and Ih3 
are categorized into 4 types, as illustrated in Figure 5.6a. 

Although with more restrictions added, it would be intuitive to think that the residual entropy of molecules 
corresponding to the second and third bilayers in model Ih3 would be far higher than that of the first layer 
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(Fletcher pattern). Upon further thought, the constrained bond dipoles of the free-OH pointing up (type 1), 
and a free-OH pointing down (type 4) are able to interconnect bilayers through interacting with the oxygens 
of the bilayers above or down. This eventually leads to a cumulative effect of every bilayer acting as a Fletcher 
layer, with the free-OH pointing up or down, or the oxygen lone-pair pointing up or down, each having 3 
from 6 possibilities as described before. Therefore, one would expect that the residual entropy would be 
calculated as per the Fletcher pattern, corresponding to the number of constrained molecules per bilayer to 
be considered. 

To confirm the above speculation on entropic contribution, we decided to work on a simplified system of a 
6-membered water molecule ring, considering molecules of restrictions of the 4 types described in Figure 
5.6a, and evaluate the different configurations of the molecules possible. Such a ring is shown in Figure 5.6b, 
and turns out that with the restrictions taken into account, 14 different configurations were possible, all of 
them displayed in Figure 5.7. 

 

Figure 5.7: All possible configurations for a 6-membered water molecule ring consisting of the 4 types of molecules 
displayed in Figure 5.6b, same colours denoting the type of molecules; covalently bonded hydrogen atoms shown in 

yellow. 

Hence, W0
 = 14/26 for 6 molecules; and W0 = (14/26)1/6 = 0.776 for 1 molecule 

This is very similar to the entropic contribution for a Fletcher-patterned surface which amounts to W0
 = ¾ = 

0.75, as was described above. This leads to a total change in the entropic contribution to be – kB ln(2).  
Therefore, the final entropic change for the Ih2 and Ih3 models are: 
ΔSIh2 = – 1.5*60 kB ln(2): which comes from having 1.5 bilayers, and each bilayer having 60 molecules 
consisting of dangling-OHs and oxygen lone-pairs. 
ΔSIh3 = – 2.5*60 kB ln(2): from 2.5 bilayers. 
The residual entropy for the Ferroelectric model is going to be the same as the Fletcher model. 

Finally, using the enthalpic and entropic contributions evaluated above, the change in Gibb’s free energy is 
calculated, and plotted as a function of temperature in Figure 5.8 for all the models described above. 

From Figure 5.8, it is clear that the proton-disordered model (blue dashed line) has the lowest Gibb’s free 
energy for almost the entire temperature range, compared to all the other proton-ordered models. Only 
after we approach very low temperatures is there a crossing point of the Fletcher model, which starts to 
become more stable with still lower temperatures. The Fletcher model, represented in green in Figure 5.8 
starts becoming energetically favourable at around 40 K, which is close to the temperature range suggested 
by Fletcher in 199288. Therefore, we would expect a complete proton ordering on the surface of ice to take 
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place in that temperature regime. The ordering of the surface energetically points towards the Fletcher 
pattern, as the Ferroelectric model remains unfavourable across the entire temperature range. Ih2 and Ih3 
models are also energetically unfavourable, and only happen to cross over with the proton-disordered 
system around 5 K.  

 

Figure 5.8: Free energy as a function of temperature for the different models 

So far, for simplicity of explanation, it was assumed that water molecules in all bilayers are arranged in an 
ice-like fashion. However, at least the top surface bilayer of ice is known to be a quasi-liquid layer (QLL) at 
temperatures above 200 K. Assuming our original system taking into account the top layer to be a QLL, and 
the second bilayer being proton ordered, the Ih2 system perfectly transforms into a Fletcher-patterned 
proton-ordered system with a QLL on top of it. Similarly, the Ih3 model transforms into an Ih2 model with a 
QLL on top.  

The entropic and enthalpic values theoretically calculated for the models before clearly did not lead to values 
compatible with experiments. However, using Buch’s enthalpic values from MD simulations for a Fletcher-
patterned ice basal surface86, the Gibb’s free energy was proposed to cross over the proton-disordered state 
at a temperature as high as 390 K, as plotted in Figure 5.9 and mentioned earlier in the text. Since the entropy 
consideration by Buch was indeed using the Fletcher model itself, it seems likely that our enthalpy 
calculations are based on an oversimplified model, and rigorous simulation trajectories can indeed do a 
better job, also considering distant bond dipoles, etc. 

With the Ih0, Ih2, and Ih3 simulation models above, and also having calculated values for the Fletcher and 
Ferroelectric models, we expect a complete proton-ordered transformation at the surface of ice at 
temperatures much below our temperature range of study. Although the analysis above could provide 
quantitative information about the equilibrated state of complete proton ordering, information on the 
transitory states in between is missing. The models used above are not consistent with the ‘real’ proton 
ordering observed in experiments, as the status of proton ordering in the simulations remains static with 
temperature. Thus, a different model that explains the transitioning of the ice surface from a less proton-
ordered to a more proton-ordered state, might be helpful. 
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Figure 5.9: Gibb’s free energy plot using parameters from Buch 

 

Less proton-ordered state to a more proton-ordered state 

A different way to analyse the data is by considering a continuous transition from a less ordered to a more 
ordered state. Equilibrium constant 𝐾𝑒𝑞 of the reaction from a less ordered to a more ordered state, can be 

represented as: 

𝐾𝑒𝑞 =
[𝑚𝑜𝑟𝑒 𝑜𝑟𝑑𝑒𝑟𝑒𝑑]

[𝑙𝑒𝑠𝑠 𝑜𝑟𝑑𝑒𝑟𝑒𝑑]
 

Eq. 5.1 
𝐾𝑒𝑞 can be linked to ∆𝐺 by: 

∆𝐺 = −𝑅𝑇 ln𝐾𝑒𝑞 Eq. 5.2 
As we know that, 

∆𝐺 = ∆𝐻 − 𝑇∆𝑆 Eq. 5.4 
𝐾𝑒𝑞 can be related to ∆𝐻 and ∆𝑆: 

ln𝐾𝑒𝑞 =
∆𝐺

−𝑅𝑇
=
∆𝐻

−𝑅𝑇
−
𝑇∆𝑆

−𝑅𝑇
=
−∆𝐻

𝑅𝑇
+
∆𝑆

𝑅
 Eq. 5.5 

Assuming that the SFG signal is a measure for an ordered state, 𝐾 = √𝑆𝐹𝐺 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦 

Figure 5.10 represents the natural log of the square root of spectral areas for the 3200 cm-1 SFG peaks, as a 
function of the inverse temperature. Plotting ln𝐾𝑒𝑞 as a function of 1/𝑇, the slope will be ∆𝐻 𝑅⁄ , while the 

intercept should be related to ∆𝑆. However, as the intercept depends on our measurement conditions (i.e. 
higher acquisition time will increase the intercept; while slope remains the same), we cannot conclude 
anything about the entropy from our data. However, we could link the slope to the change in enthalpy.  

From the average value of the experimental slope, we obtain that  
∆𝐻 = -11.8 kJ/mol = -2.79 kcal/mol 
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Figure 5.10: Arrhenius plots for a less proton-ordered to a more proton-ordered state; legend displays the slope values for 
multiple sets of experimental measurements 

To place this number into context, the ΔH obtained using the method above is ~50 times the value obtained 
from the dipole-dipole coupling model (Table 5.1). The value obtained from the dipole coupling model is a 
lower limit, since, for instance, it does not take the distant-dipoles coupling into account. But our value 
obtained is also 5 times larger than Buch. More accurate calculations using simulations would be helpful. 

 

Conclusions 

Clearly, from the analysis so far, our understanding about proton ordering on the ice surface is far from 
complete. The proposition of having a quasi-liquid layer (QLL) at the ice surface, followed by a proton-ordered 
layer, and finally by the bulk is an enticing one, but definitely requires more theoretical help for a better 
estimation of the enthalpic contribution of such a system. Our assumption in the current study of the 
enthalpic contribution being the same as for the Fletcher model may have considerably outplayed the 
considered models. With the current analysis, the Gibb’s free energy values for the proton-ordered models 
have a crossing point with the proton-disordered models at temperatures that far too low in comparison 
with the temperature range of our experimental studies. However, considering a different analysis modus 
and assuming a simple transition from a less ordered to a more ordered state of the ice surface, we could 

estimate an enthalpic value of ~2.79 kcal/mol, which is on a higher end of the values reported both by Buch, 
and that obtained from the dipole-dipole coupling model. As of yet, we are unable to make solid claims on 
what this means, but we hope to encourage further efforts in this direction from both experimental and 
theoretical contributions. 
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Chapter 6 

 

Interfacial vibrational dynamics of Ice Ih and 

liquid water 

 

 

 

This chapter is reused in most of its content, with permission, from the published article: J. Am. Chem. 
Soc. 2020, 142, 28, 12005–12009; with the source https://pubs.acs.org/doi/abs/10.1021/jacs.0c04526. Any 
further permissions related to the material should be directed to the ACS. 

 

ABSTRACT:  Insights into energy flow dynamics at ice surfaces are essential for understanding chemical 
dynamics relevant to atmospheric and geographical sciences. Here, employing ultrafast surface-specific 
spectroscopy, we report the interfacial vibrational dynamics of ice Ih. A comparison to liquid water surfaces, 
reveals accelerated vibrational energy relaxation and dissipation at the ice surface for hydrogen-bonded OH 
groups. In contrast, free-OH groups sticking into the vapor phase exhibit substantially slower vibrational 
dynamics on ice. The acceleration and deceleration of vibrational dynamics of these different OH groups at 
the ice surface are attributed to enhanced intermolecular coupling, and reduced rotational mobility, 
respectively. Our results highlight the unique properties of free-OH groups on ice, putatively linked to the 
high catalytic activities of ice surfaces.  

 

Introduction 

Solar photon-induced vibrational overtone pumping induces photodissociation of atmospherically-relevant 
compounds101 like HNO4

102, HO2NO2
103, H2SO4

104, etc. When such reagents are adsorbed on omnipresent 
aqueous or ice surfaces, their vibrational modes can couple to water vibrational modes, e.g., through energy 
transfer105, thereby influencing the reaction pathway. Adsorption on aqueous surfaces can, moreover, shift 
and intensify OH-stretch overtone absorptions106, and accelerate photodissociation reactions by orders of 
magnitude107. Besides the potential importance for atmospheric chemistry47,108, vibrational energy dynamics 
on aqueous surfaces are also of fundamental interest for understanding the surface and interfaces109,110 of 
arguably the most important molecule on earth: water.  

https://pubs.acs.org/doi/abs/10.1021/jacs.0c04526
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Figure 6.1: Static SFG spectra of ice and water at 248 and 278 K respectively, normalized to the free-OH peak around 3700 
cm-1. Shown in black are the excitation pulses for the pump-probe measurements centered at 3050, 3310, and 3700 cm-1. 

The vibrational dynamics of interfacial ice have not previously been reported, to the best of our knowledge, 
owing to the substantial experimental challenge of combining ultrafast surface-sensitive spectroscopy with 
molecularly-defined single-crystalline ice surfaces. Many studies have reported on vibrational dynamics of 
bulk ice111–114 and water115–120, and vibrational dynamics of interfacial water110,121–124. Here, we compare the 
vibrational dynamics of surface OH groups on single-crystalline hexagonal ice (Ice Ih) oriented to the basal 
plane with those on water. OH-oscillators are selectively excited using a femtosecond infrared pulse. The 
effect of excitation is probed using surface-specific femtosecond sum-frequency generation (SFG) 
spectroscopy. SFG is a second-order nonlinear process, generally generating signal only from the interfacial 
molecules. Monitoring the relaxation process of excited oscillators provides information on vibrational 
lifetimes, heat dissipation, and energy transfer mechanisms. 

We study both, hydrogen-bonded-OH groups at the surface, and free, dangling-OH groups protruding from 
the surface into the vapor phase. The fraction of interfacial water molecules with a free-OH group is 
approximately 0.25 for both ice125 and water126. Free-OH groups at the surface of ice are thought to influence 
chemical reactivities of adsorbates by preferential adsorption127, molecular ordering86, and energy transfer 
dynamics84,107. We find that, going from water to ice, the vibrational dynamics of hydrogen-bonded-OH 
groups are accelerated, while that of free-OH groups slow down substantially.  

 

Results and Discussion 

Figure 6.1 displays the static SFG spectra of water and ice as a function of IR frequency, normalized to the 
free-OH peak at 3700 cm-1. While the free-OH response is quite similar in its frequency and shape, the 
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hydrogen-bonded region (3000 to 3600 cm-1) is different. The SFG spectrum of ice in the hydrogen-bonded 
region is more intense, peaking at ~ 3200 cm-1, while the water spectrum is much broader, peaking around 
~ 3400 cm-1. The spectral red-shift for ice compared to water is indicative of stronger hydrogen bonds in 
ice128. The increased SFG intensity can be explained by the OH-oscillators being more ordered due to the 
inherent arrangement of water molecules in ice crystals, as opposed to water. This ordering and hence the 
SFG intensity gets stronger with decreasing temperature. The static ice SFG spectrum shown here is in 
agreement with previous reports9.  

 

Time-resolved measurements of water and ice 

 
In the time-resolved experiments, ice and water surfaces were excited at two frequencies in the hydrogen-
bonded region of the OH-stretch band: 3050 and 3310 cm-1 to elucidate if low or high-frequency excitation 
affects the surface dynamics; and at the free-OH stretch region 3700 cm-1 to elucidate dynamics of the free-
OH oscillators on ice (black traces in figure 6.1a). 

Figure 6.2: Ratio of SFG spectra for ice and water, each excited at νexc=3050 and 3310 cm-1. Orange and sky blue dashed 
lines represent the spectral region integrated for the ground state bleach (GSB) and the excited state (ES) traces, 

respectively. Ice is measured at 248 K, and water at 278 K. Although measured at different temperatures, the data can still 
be compared as it is known from literature114 that the liquid water dynamics do not significantly depend on temperature, 
at least from 278 to 300 K. Please note the different z-scale for the different panels. The fine structure for water pumped 
at 3050 cm-1 is caused by noise, resulting from low signal levels. By varying the integration limits, we confirmed that the 

results are independent of the precise value. 
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Figure 6.2 shows the ratio of SFG spectra 𝐼𝑆𝐹𝐺
𝑒𝑥𝑐/𝐼𝑆𝐹𝐺

𝑟𝑒𝑓
 as a function of delay time after excitation, with 𝐼𝑆𝐹𝐺

𝑒𝑥𝑐  and 

𝐼𝑆𝐹𝐺
𝑟𝑒𝑓

 being the SFG spectrum in the presence and absence of the excitation pulse, respectively, for ice (left 
column) and water (right column)  excited at the frequencies 3050 cm-1 (first row) and 3310 cm-1 (second 
row). For simplicity, we focus on one of the four plots shown in the figure, which is ice pumped at 3050 cm-

1. The initial bleach (ratio <1, indicating depopulation of the ground state) around 3150 cm-1 is spectrally 
narrow and very short-lived. The bleach is accompanied by an apparent excited-state SFG response from the 
first vibrationally excited state, represented by the positive signal around 3000 cm-1. Upon decay of the 
vibrational excitation, there is a relatively slow ingrowth of the signal centered around 3175 cm-1, which 
reflects the dissipation of excess energy over the system. 

To quantify the dynamics, we integrate data in figure 6.2 over specific frequency ranges to create traces as a 
function of pump-probe delay shown in figure 6.3. Choosing individual integration regions for each sample 
and excitation wavelength is inevitable, due to a) different IR absorption line-shapes and peaking frequencies 
for ice and water; b) sample-dependent response for the same excitation frequency – maximum bleach being 
centered at different frequencies for ice and water; c) super-fast spectral diffusion, complicating the 
designated area of integration further to procure vibrational lifetimes. More generally, ground state bleach 
regions were chosen to be close to the excitation frequency, incorporating spectral diffusion (movement of 
bleach signal at early times across spectral range), and also spectral area with high bleach signal. 

 

Figure 6.3: Dynamics traces following vibrational excitation of ice (248 K, panels a, b) and water (278 K, panel c, d) surfaces. 
Data points in red represent νexc=3050 cm-1; in blue: νexc=3310 cm-1. Probe frequency range for each system mentioned in 
legends. Circles in panels a and c show probe traces assigned to ground state bleach; triangles (νexc=3050 cm-1 for ice and 
νexc=3310 cm-1 for water) show response assigned to excited state SFG. The associated central frequency shift of the SFG 

response is shown in panels b and d. Datapoint at 2050 fs in panels b and d is an average of later time points, up till 10,500 
fs. Inset in panel b depicts the 4-level model used to describe the traces, represented by solid lines. Traces for ice with 
νexc=3310 cm-1 and water with νexc=3050 cm-1 are offset for clarity. Typical error bars for each plot are shown at 550 fs. 

In Figure 6.3, panels a and c show traces for ice (248 K) and water (278 K) respectively excited, at νexc=3050 
cm-1 (red) and νexc=3310 cm-1 (blue). The signals integrated close to the respective excitation frequency (filled 
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circles) demonstrate a sharp decrease around time 0, and are assigned to ground state depletion; the 
recovery is concurrent with heat effects, which appear already within a few 100 fs. These traces marked by 
circles in panels a and c will hereafter be called ground-state-bleach (GSB) traces. Ice excited at νexc=3050 cm-

1 and water excited at νexc=3310 cm-1 show, in addition, a transient increase in SFG signal at lower frequencies 
represented by triangles in the upper two panels. This signal is assigned to SFG generated from the first 
excited state, frequency-shifted by the anharmonicity. The excited state (ES) response for the other 
excitation frequency could not be detected, probably due to overlap with the bleach and heat signals. The 
response at the excited state frequency also contains a contribution from the ingrowing heat. Panels b and 

d show the temporal evolution of the first spectral moment of 𝐼𝑆𝐹𝐺
𝑒𝑥𝑐/𝐼𝑆𝐹𝐺

𝑟𝑒𝑓
, obtained from Gaussian fits. These 

traces highlight relatively slow spectral changes that presumably reflect the ingrowth of heat.  

Upon pumping ice at 3050 cm-1, the first spectral moment of 𝐼𝑆𝐹𝐺
𝑒𝑥𝑐/𝐼𝑆𝐹𝐺

𝑟𝑒𝑓
 shifts to higher frequency upon 

relaxation, while it shifts to lower frequency for pumping water at 3310 cm-1. In both cases, the shifts in the 
OH stretch frequencies are the result of ultrafast heating, following vibrational relaxation; that the direction 
of the shift is opposite is the result of the spectral position of the excitation pulse below (exciting ice at 3050 

cm-1) and above (exciting water at 3300 cm-1) the peak of the 𝐼𝑆𝐹𝐺
𝑒𝑥𝑐/𝐼𝑆𝐹𝐺

𝑟𝑒𝑓
 SFG response (respectively, 3150 and 

3250). Hence, for ice pumped at low frequencies, the excitation occurs below the main response, and there 
is an up-shift due to the heating, while for water, there is a down-shift. 

 

Modelling dynamics for the hydrogen-bonded –OH stretch 

The observed dynamics are modeled (solid lines, figure 6.3) using the 4-level system, shown in the inset of 
figure 6.3b33,129. Excitation occurs from the ground (v=0) to the first excited (v=1) state. Relaxation with the 
time constant τ1 occurs to an intermediate state (v*, possibly the overtone of the bending mode130,131), from 
which relaxation to a heated ground state (v=0*) occurs with a time constant τ2. Single-pulse excitation 
triggers a local temperature rise of a few degrees, weakening the hydrogen bonds128, and thereby reducing 
and blue-shifting the vibrational response128. As can be seen, upon pumping ice at 3050 cm-1, the first spectral 

moment of 𝐼𝑆𝐹𝐺
𝑒𝑥𝑐/𝐼𝑆𝐹𝐺

𝑟𝑒𝑓
 shifts to higher frequency upon relaxation, while it shifts to lower frequency for 

pumping water at 3310 cm-1. In both cases, the shifts in the OH stretch frequencies are the result of ultrafast 
heating, following vibrational relaxation; that the direction of the shift is opposite is the result of the spectral 
position of the excitation pulse below (exciting ice at 3050 cm-1) and above (exciting water at 3300 cm-1) the 

peak of the 𝐼𝑆𝐹𝐺
𝑒𝑥𝑐/𝐼𝑆𝐹𝐺

𝑟𝑒𝑓
 SFG response (respectively, 3150 and 3250). Hence, for ice pumped at low frequencies, 

the excitation occurs below the main response, and there is an up-shift due to the heating, while for water, 
there is a down-shift. 

The equations used to describe the ground state bleach (GSBSFG), excited-state SFG response (ESSFG), and the 

thermal effects (HeatSFG) are as follows: 

𝐺𝑆𝐵𝑆𝐹𝐺(𝑡) =
( 𝑁0(𝑡) − 𝑁1(𝑡) + 𝑁∗(𝑡) + 𝑎𝑁0∗(𝑡) )

2

𝑁0(0)
2

   
Eq. 6.1 

𝐸𝑆𝑆𝐹𝐺(𝑡) = (1 + 𝑏𝑁1(𝑡) + 𝑐𝑁0∗(𝑡))
2 Eq. 6.2 

𝐻𝑒𝑎𝑡𝑆𝐹𝐺(𝑡) =
𝑑𝑁0∗(𝑡)

2

𝑁0(0)
2
+ 𝑜𝑓𝑓𝑠𝑒𝑡 

Eq. 6.3 
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𝑎 and 𝑐 are constants scaling the contribution of the heat, 𝑏 is a normalization constant accounting for the 

difference in cross-section between the 0-1 and the 1-2 transition. The observed frequency shift is used as a 

signature of the heated ground state. To model this frequency shift, we scaled and shifted the trace observed 

in the model by the constant 𝑑 and an offset.  

For each of the four data sets (ice and water pumped at νexc=3050 and 3310 cm-1), the respective ground 
state bleach, excited state response, and thermal effects (figures 6.2 b and d), are described using the same 
set of parameters τ1 and τ2. Specifically, the GSB trace includes the population difference of ν=0 and ν=1, the 
population of ν* and ν=0*. The ES trace includes ν=1 with a contribution from ν=0* (heat). Since the shift of 
the central frequency (figures 6.2b, 2d) reflects heating, it is modeled with the population of ν=0* (heat). τ2 
was fitted globally to all data sets, for ice (180 fs) and water (380 fs). τ1 was allowed to vary with excitation 
frequency.  

Table 6.1: Inferred lifetimes from the 4-level model used to analyze vibrational dynamics, corresponding to fitting lines in 
figure 2. Errors reflect variations between different measurements. 

 Ice 3050 Water 3050 Ice 3310 Water 3310 Ice 3700 Water 3700 

τ1 (fs) 80±30 60±50 50±30 110±20 2500±600 1150±400 

τ2 (fs) 180±60 380±80 180±60 380±80 – – 

Given the constraints described above, the model describes the data well (lines in figure 6.3). Table 6.1 shows 
the inferred time constants. The dynamics for the hydrogen-bonded region appear, on average, faster for ice 
than for water, which can be attributed to stronger intermolecular coupling effects in ice111. τ1 is a measure 
of the energy relaxation time of the excited oscillators, but will also include spectral diffusion. Within 
experimental uncertainty, we find no evidence for a frequency dependence of τ1 for ice, implying relative 
homogeneity of the hydrogen-bonded OH groups for ice. τ2 for ice is substantially faster than for water, 
illustrating highly efficient heat dissipation. Interestingly, τ2 for interfacial water is very similar to that 
observed for bulk33,123, yet τ2 for interfacial ice is substantially faster than the ~500 fs reported for bulk ice112. 

 

Dynamics of the free-OH groups 

Figure 6.4 shows the vibrational dynamics of the free-OH stretch (spectral feature at ~3700 cm-1 in Figure 1a) 
at both water (replotted from reference132) and ice surfaces. Ice was pumped at ~3680 cm-1 and probed from 
3675 to 3705 cm-1. The free-OH groups are less sensitive to heat effects, owing to the vanishingly small 
absorption in bulk at this frequency133. A simple single exponential decay convoluted with the instrument 
response function describes the data well (solid lines in figure 6.4 and Table 6.1 for the timescales).  

As apparent from the data, the vibrational relaxation of free-OH groups protruding from ice is substantially 
slower than for water. At first sight, this may appear surprising, given the accelerated vibrational dynamics 
for ice in the hydrogen-bonded region. The vibrational relaxation of the free-OH groups protruding from 
liquid water has been shown to take place via the combination of two mechanisms132,134: (i) the reorientation 
of water molecule containing free-OH groups, so that these become hydrogen-bonded; and (ii) 
intramolecular energy transfer (IET) from the free-OH group to the other OH group in the same water 
molecule. In both cases, the excitation disappears from the free-OH group.121,132 Since water molecules in ice 
form a more rigid structural arrangement compared to water, the first mechanism involving reorientation of 
the water molecule is expected to be suppressed for ice. IET in ice should also slow down, owing to the larger 
frequency mismatch between the free-OH and the hydrogen-bonded OH within the same molecule for ice125 
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(3690 to 3350 cm-1) compared to water135 (3700 to 3510 cm-1).  The suppression of reorientation due to 
structural rigidity and slow-down of IET result in substantially slower free-OH dynamics for ice. 

 

Figure 6.4: Vibrational dynamics at the free-OH frequency. Traces were obtained by exciting and probing the ice (blue) and 
water (red) surfaces at 3700 cm-1. Lines are single-exponential decays convoluted with the instrument response function. 

 

Conclusions 

In conclusion, we have reported ultrafast vibrational dynamics of the ice interface. This study paves the way 
to time-resolved studies using optical or UV excitation to initiate surface photochemistry, and follow the 
subsequent dynamics in real-time. The vibrational dynamics of water molecules at the surface of ice are 
faster or slower compared to liquid water, depending on whether the hydrogen-bonded or dangling-OH 
groups are considered. The ordered crystalline arrangement of water molecules in ice promotes strong inter- 
and intra-molecular coupling, making energy transfer in the bonded-OH stretch region extremely fast. This 
efficient energy transport from the bonded-OH groups into the bulk ice crystal, is potentially relevant for the 
dissipation of adsorbed (OH-bonded) reactants at the ice surface. In contrast, the dangling-OH shows much 
slower dynamics for ice compared to liquid water, due to the structural rigidity of ice. The long vibrational 
lifetime of free-OH groups reflects their long physical lifetime, offering a potential explanation for kinetic 
trapping mechanisms136 on the surface of ice, and for the isolation of reaction intermediates and preferential 
stabilization of charged species on the surface137. Differences in binding mechanism127 and vibrational 
relaxation rates may account for differences in photochemical reactions on the surfaces of ice and 
water138,139. 
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Chapter 7 

 

Molecular Structure versus Structural Order: 

Understanding Heterogeneous Ice Nucleation 

 

 

 

 

This chapter is based on collaborative work between the Max Planck Institute for Polymer Research, the Max 

Planck Institute for Chemistry, and the University of Warwick. The manuscript was majorly compiled and 

written by Gabriele Sosso, and this chapter is an adaption of the manuscript in major parts.  

 

ABSTRACT: Water remains supercooled at much lower temperatures than the melting point, and only starts 

nucleating to form ice at ~233 K, a process called homogeneous nucleation. Ice formation typically almost 

always occurs at higher temperatures, owing to the presence of ice-nucleating agents, that lower the free 

energy cost of creating large enough ice nuclei. These INAs range from biological fragments of bacteria to 

mineral dust, and form ice via heterogeneous nucleation. The molecular structure, as well as the extent of 

structural order within the INA, both play an essential role in determining its effectiveness. Disentangling the 

two contributions has been a major challenge both experimentally and theoretically. In this work, we have 

systematically investigated the ice nucleating ability of cholesterol, from its ordered crystalline form to 

disordered self-assembled monolayers: thus changing the order while maintaining the same molecular 

structure. Utilizing a combination of experimental methods and simulations, we find that the degree of order 

plays a much more critical role than molecular structure in determining the extent to which an INA can 

facilitate ice nucleation. These findings, besides providing a novel perspective on the fundamental problem 

of ice nucleation, also have practical implications for the rational design of synthetic ice-nucleating agents, 

particularly those harnessed from biological materials. 

 

Introduction 

The phase transition of supercooled liquid water to ice is one of the most important ones, playing a role in 

global phenomena like climate change140–142, and having key implications in transformative medical 
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treatments such a regenerative medicine143–146, as biological materials are stored using cryopreservation 

protocols where control over the extent of ice formation in cells is essential. Besides a few exceptions, ice 

almost always forms at temperatures higher than that of homogeneous ice nucleation temperature ~233 K 

due to the presence of impurities, which lower the free energy cost of creating ice nuclei large enough to 

grow into an actual ice crystal140,147. This process is called heterogeneous nucleation, and is facilitated by 

impurities ranging from mineral dust140,148–150 to bacterial fragments151–155. The mechanism behind the 

facilitation effective nucleation by these substances is still unclear. 

Recently, both simulations and experiments in this regime have made substantial progress147,149,164–168,156–163. 

Recent studies suggest that the activity of an ice-nucleating agent (INA) might be an interplay between its 

inherent order (like crystallinity, presence of defects, or a long-range ordered nature), and its molecular 

structure, particularly the presence of certain functional groups like the hydroxyl –OH group169–173. Which of 

the two characteristics – molecular functionality or the degree of order – is most important is still unknown, 

and the disentanglement of the two contributions has been challenging for both experimental and simulation 

studies147,173. Most often, the effectiveness of the different materials is compared, without insight into 

differences of the contributing effects of molecular structure and order. In this study, we aim to answer this 

question by probing the ice-nucleating activity of the same substance – cholesterol (CHL), in different forms 

– crystalline174, and self-assembled monolayers175,176, characterized by a variable degree of order and 

flexibility. Probing its two different phases, we can investigate the role of order, while maintaining the same 

exact molecular structure – thus being able to assess which of the two effects plays a more prominent role 

in heterogeneous ice nucleation. 

Bringing together experimental approaches like Sum Frequency Generation Spectroscopy (SFG), and Ice-

Nucleation Freeze assays, and atomistic computer simulations, we find that the ice-nucleating activity of the 

CHL monolayers are weaker than that of its crystalline phase. A detailed systematic investigation of different 

coverages of CHL monolayers, characterizing different degrees of structural order and flexibility, reveals that 

the degree of order of the monolayers translates into the structuring of interfacial water molecules, which 

in turn directly impacts the population of pre-critical ice nuclei forming at the CHL-water interface. Hence we 

can argue that in this case, order outweighs molecular structure, as ordering of the monolayer has a 

tremendous impact on the ice-nucleating activity. Steroids of a similar structure as cholesterol, but varying 

in crystal size type and dimensions have been reported to show equally-strong ice-nucleating ability177,178. 

Our systematic investigation of the impact of order and disorder on the ice-nucleating ability of a biologically-

relevant compound, allows us to unravel the microscopic mechanisms underpinning the ice-nucleating 

activity, and hence offer valuable guidelines towards rational designing of next-generations INAs. Particularly, 

our results imply that the supra-molecular aspects of biological INAs should be more emphasized opposed 

to the molecular structure. 

 

Method section 

Droplet freezing assays 

Freezing experiments of the CHL monolayer were performed using the high-throughput Twinplate Ice 

Nucleation Assay (TINA)179. Droplets of pure water (30 μL volume) were pipetted into sterile 384-well plates 

(Eppendorf, Hamburg, Germany) by a liquid handling station (epMotion ep5073, Eppendorf). Pure water was 

prepared as described earlier179. To obtain monolayers of CHL on top of the pure water droplets, 1 μL aliquots 
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of CHL in chloroform at different concentrations were pipetted on top of the pure water droplets using a 

liquid handling station. The concentration of the solutions ranged from 0.046 mM to 4.69 mM, corresponding 

to a surface area ranging from 400 Å2/molecule to 4 Å2/molecule, respectively. Of each concentration, 96 

droplets were measured, and experiments were performed from 0 °C to -30 °C at a cooling rate of 1°C /min. 

The temperature uncertainty was 0.2 °C. As controls, 30 μL droplets of pure water, and 30 μL droplets of 

pure water with 1 μL droplets of pure chloroform were measured. From the fraction of total droplets frozen, 

we have computed the cumulative number of nucleation sites per cholesterol molecule, referred to as 𝑛𝑠, 

which allows us to compare the ice-nucleating ability of the different CHL monolayers with that of CHL 

crystals. The higher the value of 𝑛𝑠, the stronger the ice nucleation activity of the sample (per molecule). 

Confidence intervals were calculated using Monte Carlo simulations180, based on the assumption that the 

number of freezing events in a temperature interval is expected to follow a Poisson distribution. For each 

experiment, the data was divided into temperature intervals of 0.5 K width. The observed number of events 

in each temperature interval was taken as the expectation value for the number of events, and 1000 Poisson 

distributed random numbers were generated for each temperature interval. This effectively gives 1000 

independent possible experimental outcomes, which were used to calculate possible 𝑛𝑠 values. The 

confidence intervals are the 10th to 90th percentile range of the simulated values. Due to the relatively high 

number of droplets used in these experiments the confidence interval is relatively narrow. 

 

Molecular Dynamics Simulations 

Cholesterol and water molecules were both modelled at the atomistic level via the CHARMM36 force 

field181,182 and the TIP4P/Ice183 model, respectively. This specific combination has been validated on multiple 

occasions within the recent literature: not only has it been demonstrated to provide an accurate description 

of supercooled water and ice at the interface with biological material184–186, but we have also explicitly verified 

its reliability for water and ice in contact with cholesterol172. The GROMACS package (version 5.1.4.)187 has 

been used to perform molecular dynamics (MD) simulations within a variety of ensembles, including the NT 

ensemble (with constant surface tension )188 so as to take into account different CHL coverages (i.e., different 

values of surface area per molecule, 𝑆𝐴 𝑚𝑜𝑙⁄ ). A leap-frog algorithm189 has been used to integrate Newton’s 

equations of motion with a time step of 2 fs. A twin cutoff of 12 Å has been used for both electrostatic and 

van der Waals interactions, where, for the latter, forces have been smoothly switched to zero between 10 

and 12 Å. The Bussi-Donadio-Parrinello thermostat190 has been used to sample the canonical ensemble, in 

conjunction with the Berendsen barostat (in a semi-isotropic fashion given the slab geometry)191 if 

performing simulations in the NPT or NT ensemble. The coupling constants for the thermostat and barostat 

are 0.5/1.0 (CHL/water) and 4.0 ps, respectively. The LINCS192 and SETTLE193 algorithms have been used to 

constrain the CHL bonds involving hydrogen atoms and to enforce the geometry of water molecules, 

respectively.  

To simulate self-assembled CHL monolayers at the interface with water, we have used the setup depicted in 

Fig. 2a: the symmetry of the system along its z-axis (parallel to the long edge of the simulation box which has 

been extended according to the mentioned guidelines194) is such that it eliminates spurious electrostatic 

effects due to the intrinsic dipole moment of CHL molecules. 2D periodic boundaries conditions have been 

employed to deal with this slablike computational setup, in conjunction with the Bostick and Berkowitz Ewald 

summation scheme194. We have also considered a setup involving a single layer of CHL molecules, a situation 

that might be problematic because of spurious effects related to nonphysical electric fields within the 

simulation box, however, the results are perfectly consistent with the setup featuring two layers of CHL 

molecules in contact with the upper and lower part of the water slab - the thickness of which is enough to 
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guarantee bulk-like structural properties of water within the middle of it. Different coverages of CHL self-

assembled monolayers were achieved as follows: 64 CHL molecules were randomly positions at a distance of 

3 Å from a water slab equilibrated within the NPT ensemble at ambient temperature and pressure. The 

minimum distance between the CHL molecules in the xy-plane was 5 Å. A series of NϒT simulations enforcing 

different values of ϒ were then performed to gradually increase the 𝑆𝐴 𝑚𝑜𝑙⁄  - we are thus computing surface 

pressure vs. area isotherms via a compression protocol. Each of these simulations lasted a minimum of 50 

ns, which we have verified is sufficiently long to converge the structural properties of the system at room 

temperature. 

NVT simulations were performed at selected values of 𝑆𝐴 𝑚𝑜𝑙⁄  in order to eliminate the effect of pressure 

fluctuations: after 50 ns of equilibration, each configuration has been quenched from 300 to 230 K in 50 ns 

following a linear quenching protocol. These configurations have finally been used as the starting point for 

the long (~1.4 μs) production runs used to obtain the results reported in this work to study the formation of 

ice nuclei. We note that we validated this quenching protocol in Ref. 33, where we also pinpointed 230 K as 

the ideal supercooling to investigate icy water for the TIP4P/Ice water model. Molecules belonging to ice 

nuclei have been identified thanks to a clustering algorithm based on the local order parameter introduced 

by Wang et al.195, which in turn leverages the so-called Steinhardt order parameters196.  

 

Sum Frequency Generation Spectroscopy 

SFG setup: The SFG experiments were performed using a Ti-Saph regenerative amplifier setup (Spitfire Pro, 

Spectra-Physics) generating 800 nm pulses with a repetition rate of 1 kHz and a duration of ~40 fs. Part of 

the output was used to generate broadband infrared pulses in an optical parametric amplifier (TOPAS-C, Light 

Conversion) with subsequent difference frequency generation. The IR pulse energy at the sample was 

approximately 3 μJ. The other part of the laser output was spectrally narrowed to 15 cm-1 using a Fabry-Perot 

etalon. The resulting 800 nm beam had a pulse energy of 20 μJ. All sample spectra were collected in SSP 

(SFG-Visible-IR) polarization with incident angles of 34° and 36° for the visible and IR beam, respectively. To 

reduce heating effects from the laser, the trough containing the CHL monolayer on water was rotated197. To 

prevent oxidation during the experiment, the sample area was purged with nitrogen. The sample SFG spectra 

were divided by an SFG spectrum from z-quartz spectra to account for the IR laser pulse spectral content. All 

spectra were acquired for 10 minutes. 

Sample Preparation: For the SFG experiments, CHL (Sigma Aldrich) was dissolved in chloroform to a 

concentration of 0.64 mM; all solutions were prepared in a glove box to avoid sample oxidation. To form a 

monolayer on water, a well-defined number of drops were deposited onto the water surface to get a specific 

surface coverage (calculated using the trough surface area and number of molecules in a drop), using a 

microliter syringe (from Hamilton) with a droplet size of 0.5 μl. The surface pressure was monitored 

throughout the experiment using a Kibron surface tensiometer. The CHL layer was monitored via Brewster 

Angle Microscopy as well. 
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Results and Discussion 

 

Comparison of the ice-nucleating ability of monolayers and crystals 

Droplet freezing assays is a commonly used method to provide quantitative information on the ice-nucleating 

activities of substances. Figure 1 displays the cumulative number of ice-nucleating sites, 𝑛𝑠, for CHL crystals172 

and for self-assembled CHL monolayers of varying coverages characterized by 𝑆𝐴 𝑚𝑜𝑙⁄  values. 𝑛𝑠 is a measure 

of the nucleating activity per molecule, and a higher value of 𝑛𝑠 denotes stronger ice-nucleation activity of 

the sample (more in Methods section). Clearly from Figure 1, the two phases of CHL show different ice-

nucleation activities, the crystalline phase having a much higher potency than the self-assembled monolayer.  

 

Figure 7.1: Cholesterol crystals are much more active ice-nucleating agents than cholesterol monolayers. Cumulative 

number of nucleation sites (𝑛𝑠) as a function of temperature, measured via droplet fraction frozen experiments for CHL 

monohydrate crystals as well as for self-assembled CHL monolayers characterised by different values of surface area per 

molecule, 𝑆𝐴 𝑚𝑜𝑙⁄ . The volume of the water droplets in contact with CHL crystals and monolayers is 1 μl and 30 μl, 

respectively. The uncertainty, in terms of temperature, associated with the data for CHL crystals and monolayers is 0.4 and 

0.2 K, respectively. 

The crystalline phase, despite being clearly more efficient, also shows a two-step trend, whereas the 

monolayers display a more homogeneous, broad growth. The two-step trend for the crystalline form is 

largely because of different nucleation sites on the surface of CHL crystals that are active at different 

temperatures. The monolayers however do not have specific nucleation sites as the monolayer-water 

interface is very homogeneous with no defect states as opposed to the crystalline surfaces. The monolayer 
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interfaces thus offer a well-defined substrate for ice nucleation to occur, whereas the crystalline form offers 

a diverse variety of nucleation sites, also typical of other crystalline INAs149,198,199. 

Moreover, the ice-nucleating activity of CHL monolayers is dependent on the coverage. Surface coverage 

would be inversely proportional to the 𝑆𝐴 𝑚𝑜𝑙⁄  quantity. In Figure 7.1, a very high coverage of the CHL 

monolayer, i.e. at 0.4 Å/molecule, displays an almost negligible ice-nucleating ability. This coverage 

corresponds to a regime where the concentration of CHL molecules on the surface is high, and the CHL 

monolayers have collapsed200 (also reported by MD simulations). At a lower coverage of 4 Å2/molecule, the 

ice-nucleation activity increases, and appears very similar to that at 10 Å2/molecule. The 40 Å2/molecule case 

does indeed show slightly still better activity. At this coverage, an intact monolayer is present at the interface, 

as seen by the sharp rise in the pressure isotherm of cholesterol displayed in Figure 7.2. Despite the high ice-

nucleation activity seen for the 10 and 40 Å2/molecule surface coverages, the distinction from the 

background curves was not a clear process. Eliminating background effects is in general a challenging process 

with droplet freeze assays201,202, in particular when dealing with substances displaying relatively weak ice-

nucleation effects, like CHL monolayers. 

Therefore, given the limited resolution of the droplet freeze assays, we probed a range of 𝑆𝐴 𝑚𝑜𝑙⁄  coverages 

using both SFG experiments and MD simulations, to assess if there is a ‘sweet spot’ in terms of the ice-

nucleation activity. Such a sweet spot does indeed exist, attributed to the microscopic structure of 

monolayers at different coverages, as illustrated in the next section. 

 

The structural order of CHL monolayers depends strongly on its coverage 

We now focus on the degree of order within the CHL monolayers characterized by its surface pressure or 

𝑆𝐴 𝑚𝑜𝑙⁄  values, and its influence on the ice-nucleation activity. Firstly, we investigated the surface pressure 

of CHL monolayer – water interface as a function of surface area per molecule 𝑆𝐴 𝑚𝑜𝑙⁄ . The computational 

setup is depicted in Figure 7.2a, which involves two CHL monolayers at the top and bottom of a slab of water. 

The result from the MD simulations for the surface pressure is depicted in Figure 7.2c in blue, along with the 

experimentally measured data depicted in yellow. The experimental results are consistent with previously 

measured pressure isotherms of cholesterol on water200. Also, the simulation data are in excellent qualitative 

agreement with the experimental measurements. There is a slight overestimation of the absolute values of 

surface pressure in the simulation data, owing to the relatively small size of simulation box, however the 

discrepancies are very small. Both experiments and simulations point towards ~40 Å/molecule as a critical 

value, below which the surface pressure sharply increases. This value denotes the formation of an 

increasingly compact monolayer, before the monolayer collapses, and has been reported experimentally 

before175,176,203,204. The MD simulations show a structural collapse < 30 Å/molecule, and the mismatch can be 

attributed to the formation of bi- and multi-layers in the experiment before collapse. Also, the range of 

𝑆𝐴 𝑚𝑜𝑙⁄  in Figure 7.2 c,d correspond to coverages yielding very similar ice-nucleation activity measured via 

droplet freeze assay, thereby showcasing the molecular-level resolution achievable. Moreover, both 

experiments and simulations identify negative surface pressure values in the high range. This could be an 

indication of metastability, wherein the CHL molecules are repelled by the interface to an extent, also 

reported for low coverages of other lipids, proteins and polymers205–207, but not CHL before; or could be an 

artefact as seen under some conditions also without CHL, due to evaporation in experiments, and finite size 

effects and surface tension mismatch in the simulations. 
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Figure 7.2: The structure of cholesterol 

monolayers dramatically changes as a 

function of surface pressure. (a) A 

representative snapshot of a molecular 

dynamics simulation used to model self-

assembled cholesterol monolayers in contact 

with water: the hydrophilic heads of the 

cholesterol molecules within two monolayers 

point toward the water phase. (b) Atomistic 

model of a cholesterol molecule: the vector 

connecting the C25 to the C3 carbon atoms 

forms an angle 𝜃𝑧 with the z-axis of the 

simulation box; carbon, hydrogen and oxygen 

atoms are depicted in light blue, white and 

red, respectively. (c) Surface pressure (from 

molecular dynamics simulations, ”MD” [blue] 

and experimentally measured surface tension, 

”Exp” [yellow] as a function of surface area 

per molecule 𝑆𝐴 𝑚𝑜𝑙⁄ ; the region of the plot 

shaded in light blue highlights the sharp rise in 

the surface pressure below a critical value of 

𝑆𝐴 𝑚𝑜𝑙⁄ , beyond which the monolayer 

collapses. (d) The 𝜃𝑧 angle defined in panel (b) 

(from molecular dynamics simulations [blue]) 

and the experimentally measured square root 

of the integrated intensity of the sum-

frequency generation spectroscopy signal 

corresponding to the C-H stretch region 

[yellow]; the same shaded region defined in 

panel (c) highlights the abrupt ordering of the 

cholesterol molecules within the monolayer in 

a specific interval of 𝑆𝐴 𝑚𝑜𝑙⁄ . 
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To understand potential structural changes in the layer, one has to first define a molecular axis for CHL 

molecules, as depicted in Figure 7.2b. It is defined as the vector connecting the C25 and C3 carbon atoms, and 

𝜃𝑧 is defined as the angle between the C25 - C3 molecular axis and the z-axis of the simulation box 

(perpendicular to the CHL-water interface). From Figure 7.2d, the region with 𝑆𝐴 𝑚𝑜𝑙⁄  = 35-45 Å2 shaded in 

blue corresponds to compact monolayers, having a higher degree of structural order compared to the region 

with higher 𝑆𝐴 𝑚𝑜𝑙⁄  values. This is demonstrated by the high 𝜃𝑧 average value in this region, indicating that 

the molecular axes of CHL molecules are on average more perpendicular to the surface, making this surface 

coverage region ‘optimal.’ 

 

Figure 7.3: Brewster Angle Microscopy (BAM) images of cholesterol over water for varying surface coverages 

To unravel the overall structure of CHL molecules as a function of surface coverage, we first perform Brewster 

Angle Microscopy (BAM), which enables visualization of monolayers at the air-water interface; images for 

different coverages are shown in Figure 7.3. A p-polarized light beam is sent to the air-water interface, at the 

Brewster angle of water, 53°. Bare water surface shows as dark areas due to no reflection of light, and 

monolayers show in a brighter form depending on the changed refractive index with the added sample. The 

images reported in Figure 7.3 confirm the increasing coverage of the CHL molecules on the surface of water 

going from left to right, and a very homogeneous coverage around 40 Å2/molecule.  

For more quantitative information, we performed SFG experiments of CHL on water, to observe intensity 

variation in the –CH and –OH regions at varying surface coverages. The SFG spectra for 𝑆𝐴 𝑚𝑜𝑙⁄  varying from 

71.6 Å2 to 38.5 Å2 are shown in Figure 7.4. SFG intensity is plotted as a function of the IR frequency in 

wavenumbers.  

From Figure 7.4, there is a relatively strong signal seen in the frequency region centred around 2900 cm-1. 

The region from 2700 to 2850 cm-1 is generally associated to aldehyde or ketonic groups, and from 2850 to 

3100 cm-1 is associated to CH3, CH2, or CH stretch modes. The OH vibrational stretch covers a broad range 

from 3000 to 3700 cm-1. The SFG intensity in the –CH region increases sharply from higher 𝑆𝐴 𝑚𝑜𝑙⁄  up to an 

optimal surface concentration of cholesterol, ~40 Å2. SFG intensity being maximum at this density 

corresponds to densely-packed ordered CHL molecules on the surface, in agreement with the very 

homogeneous surface seen in the BAM images at 40 Å2. Moreover, this value closely aligns with the 

monolayer formation point of CHL molecules, as seen from the surface pressure Figure 7.2 c. At 𝑆𝐴 𝑚𝑜𝑙⁄  

lower than 40 Å2, the SFG intensity in the –CH region declines again, pointing towards monolayer disruption 

or formation of multiple layers, and hence a decrease in the structural order. SFG intensity in the –OH region 

show a similar trend, although difficult to observe against the super-strong –CH signals. 
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Figure 7.4: SFG spectra for various CHL coverages. The intensity of the SFG signal is anti-correlated with the decrease of 

the 𝑆𝐴 𝑚𝑜𝑙⁄  until it reaches the sweet spot around 40 Å2/molecule, below which the SFG intensity reduces. 

The integrated SFG signal corresponding to the –CH region in the spectral range 2750 – 3050 cm-1 as a 

function of the 𝑆𝐴 𝑚𝑜𝑙⁄  is depicted in Figure 7.2 d. Maximum collective alignment of the CHL molecules takes 

place for 𝑆𝐴 𝑚𝑜𝑙⁄  values within the shaded blue region in the figure corresponding to highly structured 

compact monolayers, as described above. Interestingly, from the MD simulations, the surface of interest for 

CHL crystals is characterized by 𝑆𝐴 𝑚𝑜𝑙⁄  = 38.44 Å2, thus suggesting that indeed the range 35-45 Å2 might 

correspond to the most efficient packing density, depicted in Figure 7.2 d in dark blue. This result from MD 

simulations further supports the SFG spectroscopy measurements. At this stage, the key question is whether 

the structure of the CHL monolayers characterized by the degree of order, has a direct impact on the ice-

nucleation activity. We investigate on this in the next section. 

 

Microscopic insight into the formation of ice nuclei 

From the previous section we concluded that the degree of order of the CHL monolayer highly depends on 

the surface area per molecule. The MD simulations reveal that these structural changes in the CHL 

monolayers translate into formation of pre-critical ice nuclei of different propensities at the CHL-water 

interface. This is illustrated in Figure 7.5. Particularly, we report the probability density P(COMz) of the z-

coordinate of the centre of mass of the largest ice nucleus found in each configuration generated using 0.5 

μs long MD simulations. The peak positions corresponding to increase in nuclei population at the CHL-water 

interface have been aligned to zero. The distributions have been normalized so that the baseline 
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corresponding to the nuclei population within the bulk of the water slab is equal to one. From the figure, the 

CHL crystals display a strong tendency to form ice nuclei at the CHL-water interface (shaded area) compared 

to the bulk, with a P(COMz-Max) ten times higher in the interfacial region. For CHL monolayers, the tendency 

for the nuclei to occur at the CHL-water interface is dependent on the 𝑆𝐴 𝑚𝑜𝑙⁄ . For 𝑆𝐴 𝑚𝑜𝑙⁄  = 40 Å2 

corresponding to highly ordered CHL monolayers, there is a significant propensity for the ice nuclei to form 

at the ice-water interface, in comparison to lower or higher values of 𝑆𝐴 𝑚𝑜𝑙⁄  corresponding to disordered 

layers beyond the threshold collapse, and disordered layers due to sparsity.  

 

Figure 7.5: The population of pre-critical ice nuclei changes according to the structure of the cholesterol surface. (a) 

Probability density P(COMZ) of the z-coordinate of the center of mass of the largest nucleus found in each CHL-water 

configuration generated by means of long (0.5 μs) MD simulations. The positions of the peaks of these distributions, 

corresponding to the increase in the nuclei population at the CHL-water interface, have been aligned to zero. The 

distributions have also been normalized so that the baseline corresponding to the population of nuclei within the bulk of 

the water slab is equal to one. We report results for water on a CHL crystal and on three CHL monolayers characterized by 

𝑆𝐴 𝑚𝑜𝑙⁄ =30, 40 and 60 Å2. The light green shaded region qualitatively highlights the width of the CHL-water interface. (b) 

and (c) representative snapshots of pre-critical ice nuclei at the CHL-water interface (taken from an MD simulation of the 

𝑆𝐴 𝑚𝑜𝑙⁄ =40Å2 system): double-diamond and hexagonal cages (see text) are highlighted in blue and red, respectively. 

Oxygen atoms belonging to ice nuclei and their interatomic bonds are depicted in green and orange, respectively. The 

oxygen belonging to the CHL -OH groups hydrogen-bonded with the ice nuclei are highlighted in purple. 

The results thus indicate, that the analysis of the pre-critical nuclei208 population is predictive of ice nucleation 

ability of the different systems considered. As already pointed out in Figure 7.1, CHL crystals are more active 

ice-nucleating agents than CHL monolayers, and this difference is very consistently reproduced by the data 

in Figure 7.5a. While frozen droplet assays, because of their relative potency could not assess the differences 

between the ice-nucleation activity of CHL monolayers of varying coverages, the MD simulations pinpoint a 

specific range of 𝑆𝐴 𝑚𝑜𝑙⁄  where CHL layers are most active. This sweet spot is at 𝑆𝐴 𝑚𝑜𝑙⁄  = 40 Å2, that lies in 

between low-coverage (high 𝑆𝐴 𝑚𝑜𝑙⁄ ) and collapsed (low 𝑆𝐴 𝑚𝑜𝑙⁄ ) regions, highlighting the correlation 

between the degree of order within the monolayer and its ice-nucleating ability. 

Interestingly, the examination of the nature of pre-critical nuclei in the supercooled regime considered in the 

MD simulations, pointed out the coexistence of cubic and hexagonal ice nuclei, potentially indicating towards 

the formation of stacking disordered ice209–211. As shown in Figures 7.5b and 7.5c, the building blocks of cubic 

and hexagonal ice, being double-diamond cages (DDCs) and hexagonal cages (HCs) respectively212, can form 

at the CHL-water interface aided by hydrogen bonding between water and hydrophilic CHL head groups. The 

–OH groups of CHL, being amphiphilic in nature, can both donate and accept hydrogen bonds, and are 

directly the sites where ice nuclei form. This is in contrast to reports of certain ice-nucleating proteins, where 
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a layer of ‘structured’ water acts as a template upon which the ice nuclei grow155,213. The presence of 

amphiphilic –OH groups seems to facilitate ice nucleation for CHL monolayers in a similar fashion to what 

was reported for CHL crystals172, where also the emergence of both cubic and hexagonal ice was observed. 

 

The structuring of water determined from experiments and simulations 

From the previous section, we have seen that CHL monolayers corresponding to the 𝑆𝐴 𝑚𝑜𝑙⁄  where the 

cholesterol molecules are more ordered, have a strong ice-nucleating ability; which however is still inferior 

compared to CHL crystals (see Figure 7.1). The microscopic mechanism underpinning the ice-nucleation 

activity behind the ordering of the monolayers, lies in the structuring of water molecules at the CHL-water 

interface, as shown in Figure 7.6. From the MD simulations, the average angle of the –OH fragments of both 

the water and the cholesterol molecules to the z-axis of the simulation box, can be computed for different 

𝑆𝐴 𝑚𝑜𝑙⁄  values (Figure 7.6a). The extent of the CHL-water interface chosen to define ‘interfacial water’, was 

for oxygen atoms within ~7 Å2, to also be able to compare analysis to previous work done on CHL crystals172. 

Besides, it was verified that results for the range 5 – 10 Å2 were consistent.  

The 𝜃𝑧 values obtained from the MD simulations are compared to the experimentally-measured signal. The 

SFG signal for the –OH groups cannot be differentiated for the CHL or the water molecules. The simulation 

data interestingly, allow disentanglement of the contributions of –OH fragments belonging to either water 

or CHL molecules. From the comparison displayed in Figure 7.6a, while 𝜃𝑧(𝜇𝑂𝐻
𝐶𝐻𝐿) displays only a marginal 

variation as a function of 𝑆𝐴 𝑚𝑜𝑙⁄ , 𝜃𝑧(𝜇𝑂𝐻
𝑊𝑎𝑡𝑒𝑟) shows a sharp increase in the CHL-ordered region. This trend 

is in excellent agreement with the experimental data, where the SFG intensity of the –OH region is integrated 

(from spectra displayed in Figure 7.4) and displayed as a function of 𝑆𝐴 𝑚𝑜𝑙⁄  (Figure 7.6a in pink). This 

demonstrates that the increase in SFG signal is indeed due to ordering of interfacial water as the CHL 

monolayers become more ordered. 

 

 

Figure 7.6: The structuring of interfacial water underpins the ice-nucleating abilities of cholesterol monolayers. (a) 

Comparison of the average orientation of the dipole moments (see panel (b)) of CHL 𝜃𝑧(𝜇𝑂𝐻
𝐶𝐻𝐿) and water molecules as 

obtained via MD simulations with the square root of the integrated intensity of the experimental SFG signal in the -OH 

spectral region. (b) Schematics of the dipole moments of CHL and water defined with respect to the z-axis of the MD 

simulation box. (c) Probability density of the dipole moment for interfacial water molecules (P[𝜃𝑧(𝜇𝑊𝑎𝑡𝑒𝑟)], see text for 

the definition) at low and high coverage (𝑆𝐴 𝑚𝑜𝑙⁄  = 70 and 30 Å2, respectively), compared with the result obtained for a 

value of 𝑆𝐴 𝑚𝑜𝑙⁄  (40 Å2) corresponding to the highly ordered region of CHL highlighted in Fig. 2; representative 

orientations of the water molecules are included as insets. 
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Through the MD simulations, we can also investigate the changes in the orientation of interfacial water at 

different coverages of CHL. As before, the results for the orientation at 𝑆𝐴 𝑚𝑜𝑙⁄  = 40 Å2 corresponding to a 

highly ordered CHL monolayer are compared to 𝑆𝐴 𝑚𝑜𝑙⁄  = 30 Å2 and 𝑆𝐴 𝑚𝑜𝑙⁄  = 70 Å, the high and low 

coverages respectively (see Figure 7.2). As shown in Figure 7.6c, on average the interfacial water molecules 

tend to align on top of the CHL monolayers in a configuration 𝜃𝑧(𝜇𝑊𝑎𝑡𝑒𝑟)~102°, where one of the hydrogen 

atoms points towards the CHL surface, leaving the oxygen atom available to hydrogen-bond with an –OH 

group of the CHL. A similar configuration provides a shoulder in the probability density at 𝜃𝑧(𝜇𝑊𝑎𝑡𝑒𝑟)~130°, 

which remains unchanged with the value of 𝑆𝐴 𝑚𝑜𝑙⁄ . However, the population feature at 𝜃𝑧(𝜇𝑊𝑎𝑡𝑒𝑟)~55°, 

substantially decreases for CHL coverages corresponding to the highly ordered region. Therefore, the highly 

ordered CHL monolayer has a higher probability to have its water molecules in the 𝜃𝑧(𝜇𝑊𝑎𝑡𝑒𝑟)~120° 

configuration, and a lower probability to find them in the 𝜃𝑧(𝜇𝑊𝑎𝑡𝑒𝑟)~55° configuration. This subtle change 

in the specific 𝑆𝐴 𝑚𝑜𝑙⁄  interval of CHL monolayers orders interfacial water to an extent to trigger ice 

nucleation.  

 

Figure 7.7: Phase-resolved SFG measurements. Imaginary 𝜒(2) spectra of pure water (black), CHL monolayer on water (red) 

and DPTAP (blue). As it concerns the CHL spectrum, alkyl chains point away from the water; the intensity in the OH region 

decreases compared to pure water. 

Figure 7.6c shows the average angle of the ordered CHL monolayer to be above 90°. This result from 

simulations can be experimentally verified as well, by performing phase-resolved SFG spectroscopy. The 

imaginary 𝜒(2) spectrum obtained via phase-resolved SFG measurements is indicative of the orientation of 

the measured sample in reference to the orientation of the known sample. The reference sample we used is 

a monolayer of DPTAP, which is a long-chain alkyl lipid, positively charged, and hence strongly aligns the 

water molecules. Figure 7.7 shows the imaginary 𝜒(2) spectra of the DPTAP sample in blue, which gives a 

very strong negative peak in the –OH signal, corresponding to the –OH group pointing down, due to the 

positive charge of the lipid at the interface. The negative peak in the –CH region for DPTAP signifies the alkyl 

chains pointing up, originating from the –CH2 and –CH3 symmetric stretches. The phase-resolved spectrum 
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of CHL on water, represented in red has a lower intensity in the –OH region compared to water (in black). 

The negative signal indicates on average a downward pointing dipole, which is in good agreement with Figure 

7.6c, showing that the average angle is above 90°.  

This sweet-spot in terms of ice-nucleating ability cannot be detected with the frozen droplet assays, reported 

in Figure 1, as the activity of CHL monolayers is still relatively weak within the relevant range of 𝑆𝐴 𝑚𝑜𝑙⁄ . 

However, both the MD simulations and the SFG experiments successfully identify this subtle trend. Clearly, 

the CHL molecules have a higher degree of order and packing in its crystalline phase, which translates into 

being able to structure interfacial molecules better, and the ice nucleation activity being better than CHL 

molecules in its most ordered monolayer form. These results are consistent also with a very recent 

computational work214 on phloroglucinol dehydrate monolayers, where the structuring of interfacial water 

determines whether ice nucleation follows classical nucleation theory or a two-step mechanism instead147.  

 

Conclusions 

The freezing of water into ice is, as its very core, a question of which particular impurity can facilitate 

heterogeneous ice nucleation and how. Recent evidence suggests that amongst the different microscopic 

factors playing a role in this process, the interplay between the molecular structure and the degree of order 

of an impurity might be the key169–173. However, it is not clear if the molecular structure outweighs the order, 

or the other way around. This is primarily because disentangling the two effects is a very challenging task for 

experiments and simulations both. In this work, we tackle this open question by monitoring and rationalizing 

the ice-nucleating ability of the same compound, cholesterol (CHL), from crystals to self-assembled 

monolayers with varying degrees of order. We have found that CHL crystals outperform any self-assembled 

CHL monolayer. Additionally, our results demonstrate that the more ordered the monolayers are, the better 

they can facilitate the formation of ice, albeit always less than the crystal. We argue that an analysis of the 

pre-critical nuclei, as obtained by means of unbiased molecular dynamics simulations can be used in 

conjunction with experimental measurements such as SFG, to infer the actual ice-nucleating ability of a given 

material. 

While this work focusses entirely on CHL, we expect our findings to be directly applicable to similar systems: 

for instance, particles containing long-chain fatty acids are of great relevance to the formation of ice driven 

by sea-spray aerosols215, and there are many examples of ice-nucleating impurities in the form of self-

assembled monolayers of alcohols216–218. In addition, the formation of ice in biological matter, which is key in 

the context of cryopreservation, does involve the formation of ice on/through the lipid bilayers which form 

the building blocks of cells219–222. 

Importantly, the fact that order seems to outweigh molecular structure when it comes to heterogeneous ice 
nucleation has a strong impact on the design and discovery of the next-generation of ice-nucleating agents, 
many of which are bound to be biological in nature140,154,223–225. In fact, some of them harness already 
supramolecular structures with variable degrees of ordering (ice nucleating proteins being an obvious 
example226–229) to facilitate ice formation. At the moment, there is a strong emphasis on the molecular 
structure of these compounds as opposed to their topology: our results suggest that we might want to shift 
our attention towards the design of supramolecular assemblies as opposed to trying to discover the most 
effective functional groups that are supposed to trigger ice formation – often a trial-and-error process. 
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Summary 

Water has a 71% coverage on Earth, of which only 0.001% is present in the atmosphere in the form of small 
droplets, ice crystals, and water vapour. Despite a small fraction, water in its condensed states in the 
atmosphere has implications in heterogeneous photochemical reactions, most notable being the catalysis of 
ozone hole formation on crystalline ice surfaces. Understanding molecular structure, dynamics and energy 
transfer pathways at water interfaces, which are the immediate reaction sites, are thus a gateway to 
understanding fundamentally relevant physical, chemical and biological processes. Vibrational spectroscopy 
is a suitable method to study the dynamic cohesive three-dimensional hydrogen bond network of water in 
its liquid and solid states. The vibrational modes of water are sensitive to the hydrogen bond environment 
and provide information on the hydrogen bond strength and types. By using the second-order non-linear 
technique Sum Frequency Generation (SFG) spectroscopy in the Infrared frequency range, vibrational 
properties of specifically the interface can be obtained. This thesis is a comprehensive study of the interfacial 
vibrational properties of water in its solid and liquid states, to answer fundamental questions on the 
microscopic differences we observe for the two states.  

The first experimental chapter is centred on probing the spectral region around 1600 cm-1 where we perform 
the first H-O-H vibrational bend mode measurements of interfacial ice. From isotopic dilution measurements 
on water, it is known that the vibrational bend mode is less influenced by intermolecular coupling compared 
to the stretch region, making it interesting to study systems without spectral complications due to 
intermolecular coupling effects. The bend mode is also important for vibrational relaxation mechanisms, 
acting as an intermediate between the high-frequency stretch, and the low-frequency librational and 
rotational bands. Surprisingly, the interfacial vibrational bend mode of ice is considerably wider in 
comparison to liquid water. In contrast, the vibrational stretch band of ice is considerably narrower for ice 
than water. Moreover, the vibrational stretch mode in its intensity and central frequency is strongly 
temperature dependent, while hardly any temperature effects were observed for the bend mode. Our 
measurements reveal that the ice bend mode is primarily homogeneously broadened. This is an interesting 
result, pointing towards ultrafast pure dephasing of the bend mode, thereby asserting the importance of the 
bend mode region for energy transfer mechanisms. Further comparison of the bend mode for ice and water, 
and differences to the stretch mode shed more light on the structure of interfacial ice. 

The second experimental chapter explores the possibility of proton order at the ice interface. It is known that 
the bulk of ice, although having an ordered crystalline arrangement of oxygen atoms, has a disordered 
hydrogen arrangement throughout the entire temperature range till absolute zero. At the surface however, 
due to different electrostatics than in the bulk, reconstruction of the proton arrangement is proposed to 
occur. We measure the -OH stretch vibrational SFG spectra of ice, ranging from the low-frequency strongly 
hydrogen-bonded, to the high-frequency free-OH region, as a function of temperature. The low-frequency 
3200 cm-1 stretch region, being sensitive to relative orientation of dipoles, is a potential measure of the 
orientational disorder of water molecules at the ice surface. Experimental measurements are correlated to 
calculated SFG spectra in an attempt to unravel the nature and mechanism of proton ordering on the surface 
of ice. Estimations of the enthalpic and entropic contributions of differently proton-ordered surfaces are 
performed to complement the simulation models and experimental data. Our understanding is far from 
complete, and through our thorough analysis we hope to be able to encourage further experimental and 
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theoretical work in this direction. Specifically, simple entropic and enthalpic contributions do not sustain in 
the temperature range of our experimental study; the data however could be described by a simple 
disordered to ordered transition, with an associated reaction enthalpy. 

The third experimental chapter uses an advanced pump-probe scheme of SFG spectroscopy to perform time-
resolved measurements in the vibrational stretch region of interfacial ice. We employed the pump-probe 
method on both ice and water, in the hydrogen-bonded and the free-OH stretch region, to elucidate 
vibrational relaxation dynamics of the two systems. We find a faster relaxation time constant for ice in the 
hydrogen-bonded region compared to water, but surprisingly a rather slow time constant in the free-OH 
region. These differences in dynamics can point towards differences in photochemical reaction mechanisms 
for ice and water. Specifically, our results potentially shed light on the efficient catalytic properties of ice, 
possibly explained due to better adsorption of species on the ice surface because of slower re-orientation of 
the free-OH species, when compared to water. 

Finally, the last experimental chapter is focussed on understanding if the molecular structure or the structural 
order is majorly accountable for the ice nucleation efficiency of a substance. We looked at the water-
cholesterol interface, combining SFG experiments, ice nucleation assay experiments, and MD simulations to 
understand the ice nucleating activities of cholesterol in its crystalline and monolayer forms. From a 
comparison of the different physical forms explored of the same ice nucleating agent cholesterol, varying in 
structure flexibility and order, we conclude that order outweighs molecular structure, as the ordering of the 
monolayer directly impacts the ice nucleating efficiency. This work may provide some guidelines into 
designing of next-generation ice-nucleating agents, especially focussing on its supra-molecular chemistry. 
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Samenvatting 

71% van de aarde is bedekt met water. Slechts 0,001% daarvan is aanwezig in de atmosfeer in de vorm van 
kleine druppels, ijskristallen en waterdamp. Ondanks zijn kleine fractie heeft water in gecondenseerde 
toestand in de atmosfeer belangrijke implicaties in heterogene fotochemische reacties, met als meest 
opmerkelijke de katalyse van de vorming van ozongaten aan kristallijne ijsoppervlakken. Inzicht in de 
moleculaire structuur van en de dynamica en energieoverdracht aan wateroppervlakken, is dus belangrijk 
om fysische, chemische en biologische processen te begrijpen. Vibratiespectroscopie is een geschikte 
methode om het dynamische driedimensionale waterstofbruggennetwerk van water in zijn vloeibare en 
vaste toestand te bestuderen. De trillingsmodes van water zijn gevoelig voor de waterstofbrug omgeving en 
geven informatie over de waterstofbrug sterkte en types. Door gebruik te maken van de tweede-orde niet-
lineaire techniek somfrequentiegeneratie (SFG) spectroscopie in het infrarode frequentiegebied, kunnen 
vibratie-eigenschappen van specifiek het oppervlak worden verkregen. Dit proefschrift gebruikt de vibratie-
eigenschappen van water aan een oppervlak in zijn vaste en vloeibare toestand, om fundamentele vragen te 
beantwoorden over de microscopische verschillen die we waarnemen voor de twee toestanden.  

Het eerste experimentele hoofdstuk is gericht op het spectrale gebied rond 1600 cm-1 waar we voor de eerste 
keer de H-O-H buigvibratie van het oppervlak van ijs hebben kunnen meten. Uit isotopische 
verdunningsmetingen aan water is bekend dat de buigvibratie minder wordt beïnvloed door intermoleculaire 
koppeling dan de strekvibratie; deze vibratie maakt het dus mogelijk water te bestuderen bijna zonder 
spectrale complicaties als gevolg van intermoleculaire koppelingseffecten. De buigvibratie is ook belangrijk 
voor trillingsrelaxatiemechanismen, omdat deze vibratie fungeert als een intermediair tussen de 
hoogfrequente strekband en de laagfrequente librationele en rotationele banden. Onze data laten zien dat 
de buigmodus van ijs aan het ijs-lucht grensvlak aanzienlijk breder is in vergelijking met vloeibaar water. 
Daarentegen is de strekvibratieband van ijs aanzienlijk smaller dan die van water. Bovendien is de intensiteit 
en de centrale frequentie van de strekvibratieband sterk afhankelijk van de temperatuur, terwijl er nauwelijks 
temperatuureffecten zijn waargenomen bij de buigvibratieband. Onze metingen laten zien dat de buigmodus 
van ijs voornamelijk homogeen verbreed is. Dit is een interessant resultaat, dat wijst op ultrasnelle pure 
dephasing van de buigmodus, waarmee het belang van de buigmodus voor energieoverdracht wordt 
bevestigd. Verdere vergelijking van de buigmodus voor ijs en water, en verschillen met de strekmodus 
werpen meer licht op de structuur van oppervlakte-ijs. 

Het tweede experimentele hoofdstuk onderzoekt de mogelijkheid van protonorde aan het grensvlak van ijs. 
Hoewel in bulk ijs de zuurstofatomen volgens het kristalrooster zeer geordend zijn, zijn de waterstofatomen 
over het gehele temperatuurbereik tot aan het absolute nulpunt zeer ongeordend.  Aan het oppervlak 
echter, als gevolg van een andere elektrostatica dan in de bulk, zou een reconstructie van de protonorde 
plaats moeten kunnen vinden. Met SFG hebben we de O-H strekvibratie van ijs, in het waterstofgebonden 
en het vrije O-H gebied, als functie van de temperatuur gemeten. Het signaal bij 3200 cm-1 van de 
waterstofgebrugde molekulen is gevoelig voor de relatieve oriëntatie van dipolen en dus een potentiële maat 
voor de oriëntatie van watermoleculen aan het ijsoppervlak. De experimenten worden gecorreleerd aan 
berekende SFG spectra in een poging om de aard en het mechanisme van proton ordening aan het oppervlak 
van ijs te ontrafelen. Schattingen van de enthalpische en entropische bijdragen van verschillend proton-
geordende oppervlakken worden uitgevoerd om de simulatiemodellen en experimentele gegevens aan te 
vullen. Ons inzicht is verre van volledig. Door onze grondige analyse hopen we toekomstig experimenteel en 
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theoretisch werk in deze richting te kunnen aanmoedigen. In het bijzonder, de eenvoudige entropische en 
enthalpische bijdragen laten zien dat pas in de buurt van het absolute nulpunt protonorde aan het oppervlak 
plaats zou vinden. De experimenten kunnen beschreven worden door een eenvoudige ongeordende naar 
geordende overgang, met een bijbehorende reactie-enthalpie. 

Het derde experimentele hoofdstuk maakt gebruik van een geavanceerd pomp-probe schema van SFG 
spectroscopie om tijdsopgeloste metingen uit te voeren in het strekvibratie gebied van het ijsoppervlak. We 
hebben de pomp-probe methode toegepast op zowel ijs als water, in het waterstof-gebonden en het vrije-
OH strekgebied, om de dynamica van de trillingsrelaxatie van de twee systemen op te helderen. We vinden 
een snellere relaxatie voor ijs in het waterstof-gebonden gebied dan voor water, maar verrassend genoeg 
een eerder trage relaxatie in het vrije-OH gebied. Deze verschillen in dynamica kunnen wijzen op verschillen 
in fotochemische reactiemechanismen voor ijs en water. Meer specifiek, onze resultaten werpen mogelijk 
licht op de efficiënte katalytische eigenschappen van ijs, mogelijk te verklaren door betere adsorptie van 
molekulen aan het ijsoppervlak als gevolg van langzamere reoriëntatie van de molekulen met een vrije OH, 
vergeleken met water. 

Het laatste experimentele hoofdstuk is gericht op de vraag of de moleculaire structuur of de ordening van 
de molekulen in belangrijke mate verantwoordelijk is voor de ijsvormingsefficiëntie van een stof. We hebben 
gekeken naar het grensvlak tussen water en cholesterol, waarbij we SFG-experimenten, 
ijsvormingsexperimenten en MD-simulaties hebben gecombineerd om te onderzoeken wat bepalende 
factoren zijn voor de formatie van ijs. We hebben cholesterol in twee verschillende fysische vormen, 
kristallijn en als monolaag vergeleken. We concluderen dat ordening zwaarder weegt dan moleculaire 
structuur, omdat de ordening van de monolaag direct van invloed is op de efficiëntie van ijsformatie. Dit werk 
kan een aantal richtlijnen geven voor het ontwerpen van de volgende generatie ijs-nucleatiemiddelen, 
waarbij de aandacht vooral uitgaat naar de supramoleculaire chemie. 
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