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ABSTRACT

In the second work of this series, we explore the optimal search strategy for serendipitous and

gravitational-wave-triggered target-of-opportunity observations of kilonovae and optical short-duration

gamma-ray burst (sGRB) afterglows from binary neutron star (BNS) mergers, assuming that cos-

mological kilonovae are AT2017gfo-like (but with viewing-angle dependence) and that the prop-

erties of afterglows are consistent with those of cosmological sGRB afterglows. A one-day ca-

dence serendipitous search strategy with an exposure time of ∼ 30 s can always achieve an optimal

search strategy of kilonovae and afterglows for various survey projects. We show that the optimal

detection rates of the kilonova-dominated (afterglow-dominated) events are ∼ 0.2/0.5/0.8/20 yr−1

(∼ 500/300/600/3000 yr−1) for ZTF/Mephisto/WFST/LSST, respectively. A better search strat-

egy for SiTian is to increase the exposure time. SiTian can find ∼ 5(6000) yr−1 kilonova-dominated

(afterglow-dominated) events. We predict abundant off-axis orphan afterglows may be recorded in the

survey database although not been identified. For target-of-opportunity observations, we simulate the

maximum BNS gravitational-wave (GW) detection rates, which are ∼ 27/210/1800/2.0 × 105 yr−1,

in the networks of 2nd/2.5th/3rd(Voyager)/3rd(ET&CE)-generation GW detectors. In the upcoming

2nd-generation networks, follow-up observations with a limiting magnitude of mlimit & 22 − 23 mag

can discover all EM signals from BNS GW events. Among these detected GW events, ∼ 60% events

(∼ 16 yr−1) can detect clear kilonova signals, while afterglow-dominated events would account for the

other ∼ 40% events (∼ 11 yr−1). In the 2.5th- and 3rd(Voyager)-generation era, the critical magni-

tudes for the detection of EM emissions from all BNS GW events would be ∼ 23.5 mag and ∼ 25 mag,

respectively. Foreseeable optical survey projects cannot detect all EM signals of GW events detected

during the ET&CE era.

Keywords: Gravitational waves (678), Neutron stars (1108), Gamma-ray bursts (629)

1. INTRODUCTION

Kilonovae (Li & Paczyński 1998; Metzger et al. 2010)

and short-duration gamma-ray bursts (sGRB; Paczyn-

ski 1986, 1991; Eichler et al. 1989; Narayan et al. 1992;

Zhang 2018) have long been thought to originate from

binary neutron star (BNS) and neutron star–black hole

(NSBH) mergers. The interaction of the sGRB relativis-

tic jets with the surrounding interstellar medium would

produce bright afterglow emissions from X-ray to radio1

(Rees & Meszaros 1992; Meszaros & Rees 1993; Paczyn-

1 If BNS and NSBH mergers occur in active galactic nucleus (e.g.,
Cheng & Wang 1999; McKernan et al. 2020) accretion disks,
sGRB relativistic jets would always be choked and kilonova emis-
sions would be outshone by the disk emission (Zhu et al. 2021e;
Perna et al. 2021). The choked jets and subsequent jet-cocoon
and ejecta shock breakouts can generate high-energy neutrinos
which may significantly contribute diffuse neutrino background
(Zhu et al. 2021a,b).

ar
X

iv
:2

11
0.

10
46

9v
1 

 [
as

tr
o-

ph
.H

E
] 

 2
0 

O
ct

 2
02

1

http://orcid.org/0000-0002-9195-4904
http://orcid.org/0000-0002-9188-5435
http://orcid.org/0000-0001-6374-8313
http://orcid.org/0000-0002-9725-2524
http://orcid.org/0000-0002-7348-4304
http://orcid.org/0000-0002-3100-6558
http://orcid.org/0000-0002-1932-7295
http://orcid.org/0000-0002-1067-1911
zhujp@pku.edu.cn
shichao.wu@aei.mpg.de
ypyang@ynu.edu.cn
bing.zhang@unlv.edu


2

ski & Rhoads 1993; Mészáros & Rees 1997; Sari et al.

1998; Gao et al. 2013b).

On 2017 August 17, the first BNS gravitational wave

(GW) event, i.e., GW170817, was detected by the Ad-

vanced Laser Interferometer Gravitational Wave Obser-

vatory (LIGO; Harry & LIGO Scientific Collaboration

2010; LIGO Scientific Collaboration et al. 2015) and

the Advanced Virgo (Acernese et al. 2015) detectors

(Abbott et al. 2017a). This BNS GW event has been

subsequently confirmed in connection with an sGRB

(GRB170817A; Abbott et al. 2017b; Goldstein et al.

2017; Savchenko et al. 2017; Zhang et al. 2018a), an ul-

traviolet–optical–infrared kilonova (AT2017gfo; Abbott

et al. 2017c; Andreoni et al. 2017; Arcavi et al. 2017;

Chornock et al. 2017; Coulter et al. 2017; Covino et al.

2017; Cowperthwaite et al. 2017; Dı́az et al. 2017; Drout

et al. 2017; Evans et al. 2017; Hu et al. 2017; Kasliwal

et al. 2017; Kilpatrick et al. 2017; Lipunov et al. 2017;

McCully et al. 2017; Nicholl et al. 2017; Pian et al.

2017; Shappee et al. 2017; Smartt et al. 2017; Soares-

Santos et al. 2017; Tanvir et al. 2017; Utsumi et al. 2017;

Valenti et al. 2017; Villar et al. 2017) and a broadband

off-axis jet afterglow (Alexander et al. 2017; Haggard

et al. 2017; Hallinan et al. 2017; Margutti et al. 2017;

Troja et al. 2017, 2018, 2020; D’Avanzo et al. 2018; Do-

bie et al. 2018; Lazzati et al. 2018; Lyman et al. 2018; Xie

et al. 2018; Piro et al. 2019; Ghirlanda et al. 2019). The

multi-messenger observations of this BNS merger pro-

vided smoking-gun evidence for the long-hypothesized

origin of sGRBs and kilonovae, and heralded the advent

of the GW-led astronomy era.

To date, except for AT2017gfo, other kilonova candi-

dates were all detected in superposition with decaying

sGRB afterglows (e.g., Berger et al. 2013; Tanvir et al.

2013; Fan et al. 2013; Gao et al. 2015, 2017; Jin et al.

2015, 2016, 2020; Yang et al. 2015; Gompertz et al. 2018;

Ascenzi et al. 2019; Rossi et al. 2020; Ma et al. 2021;

Fong et al. 2021; Wu et al. 2021; Yuan et al. 2021). One

possible reason is that most BNS and NSBH mergers

are far away from us. Their associated kilonova signals

may be too faint to be directly detected by present sur-

vey projects. However, thanks to the beaming effect of

relativistic jets, in Paper I of this series (Zhu et al.

2021d), we have shown that a large fraction of cosmo-

logical afterglows could be much brighter than the asso-

ciated kilonovae if the jets move towards or close to the

line of sight. Bright afterglow emissions would help us

detect potential associated kilonova emissions. On the

other hand, a too bright afterglow would also affect on

the detectability of the associated kilonova.

Catching more kilonovae and afterglows by current

and future survey projects would expand our knowl-

edge about the population properties of these events.

Kasliwal et al. (2020); Mohite et al. (2021) constrained

the population properties of kilonovae based on the non-

detection of GW-triggered follow-up observations during

O3. Although the properties of kilonova and afterglow

emissions from BNS and NSBH mergers can be reason-

ably well predicted, their low luminosities and fast evo-

lution nature compared with supernova emission makes

it difficult to detect them using the traditional time-

domain survey projects. Several works in the literature

have studiied the detection rates and search strategy for

kilonovae by serendipitous observations (e.g., Metzger &

Berger 2012; Coughlin et al. 2017, 2020a; Rosswog et al.

2017; Scolnic et al. 2018; Setzer et al. 2019; Sagués Car-

racedo et al. 2021; Zhu et al. 2021e; Andreoni et al.

2021a; Almualla et al. 2021; Chase et al. 2021). Because

afterglow emission could significantly affect the obser-

vation of a large fraction of kilonova events, one cannot

ignore the effect of afterglow emission when considering

the research strategy and detectability of kilonova emis-

sion. In the second work of this series, we will perform

a detailed study on optimizing serendipitous detections

of both kilonovae and optical afterglows with different

cadences, filters, and exposure times for several present

and future survey projects. The survey projects we con-

sider in this work include the Zwicky Transient Facility

(ZTF; Bellm et al. 2019; Masci et al. 2019), the Multi-

channel Photometric Survey Telescope2 (Mephisto; Er

et al. 2021, in preparation), the Wide Field Survey Tele-

scope (WFST; et al. Kong et al. 2021, in preparation),

the Large Synoptic Survey Telescope (LSST; LSST Sci-

ence Collaboration et al. 2009), and the SiTian Projects

(SiTian; Liu et al. 2021). We note that NSBH mergers

may have a lower event rate density, that NSBH kilono-

vae may be dimmer than BNS kilonovae (e.g., Zhu et al.

2020) and that most NSBH mergers in the universe are

likely plunging events (e.g., Abbott et al. 2021a; Zappa

et al. 2019; Drozda et al. 2020; Zhu et al. 2021c; Broek-

gaarden et al. 2021). As a result, the detection rates

of kilonova and afterglow emissions from NSBH merg-

ers should be much lower than those from BNS merg-

ers (Zhu et al. 2021f). In the following calculations,

we only consider kilonova and afterglow emissions from

BNS mergers.

Furthermore, with the upgrade and iteration of GW

observatories, numerous BNS mergers from the distant

universe will be discovered. Future foreseeable GW ob-

servations will give a better constraint on the localiza-

tion for a fraction of BNS GW events, which will benefit

2 http://www.mephisto.ynu.edu.cn/site/

http://www.mephisto.ynu.edu.cn/site/
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the search for associated electromagnetic (EM) counter-

parts. For example, some GW sources will be localized

to ∼ 10 deg2 by the network including the Advanced

LIGO, Advanced Virgo, and KAGRA GW detectors

(Abbott et al. 2020; Frostig et al. 2021). Therefore, tak-

ing advantage of target-of-opportunity (ToO) follow-up

observations of GW triggers will greatly improve the

search efficiency of kilonovae and afterglows. The kilo-

nova follow-up campaigns by specific survey projects,

e.g., ZTF, LSST, and the Wide-Field Infrared Transient

Explorer, for GW BNS mergers in the near GW era have

been simulated recently (Sagués Carracedo et al. 2021;

Cowperthwaite et al. 2019; Frostig et al. 2021). In this

paper, we present detailed calculations of the BNS de-

tectability by the GW detectors in the next 15 yr and

the associated EM detectability for GW-triggered ToO

observations.

The paper is organized as follows. The physical mod-

els are briefly presented in Section 2. More details of our

models have been presented in Paper I. The search strat-

egy and detectability of kilonova and afterglow emissions

for time-domain survey observations is studied in Sec-

tion 3. We also perform calculations of EM detection

rates for some specific survey projects. In Section 4, we

simulate the GW detection and subsequent detectabil-

ity of EM ToO follow up observations for networks of

2nd-, 2.5th-, and 3rd-generation GW detectors. Finally,

we summarize our conclusions and present some discus-

sion in Section 5. A standard ΛCDM cosmology with

H0 = 67.8 km s−1 Mpc−1, ΩΛ = 0.692, and Ωm = 0.308

(Planck Collaboration et al. 2016) is applied in this pa-

per.

2. MODELLING

In this section, we only briefly introduce our model.

The modeling details of redshift distribution, jet after-

glow and kilonova emissions of BNS mergers has been

presented in Paper I.

The total number of BNS mergers in the universe can

be estimated as (e.g., Sun et al. 2015)

ṄBNS ≈
∫ zmax

0

ρ̇0,BNSf(z)

1 + z

dV (z)

dz
dz, (1)

where ρ̇0,BNS is the local BNS event rate density, f(z) is

the dimensionless redshift distribution factor, and zmax

is the maximum redshift for BNS mergers. The comov-

ing volume element dV (z)/dz in Equation (1) is

dV

dz
=

c

H0

4πD2
L

(1 + z)2
√

ΩΛ + Ωm(1 + z)3
, (2)

where c is the speed of light and DL is the luminosity

distance, which is expressed as

DL = (1 + z)
c

H0

∫ z

0

dz√
ΩΛ + Ωm(1 + z)3

(3)

Recently, Abbott et al. (2021b) estimated the local

BNS event rate density as ρ̇0,BNS = 320+490
−240 Gpc−3 yr−1

based on the GW observations during the first half of

the third observing (O3) run (see Mandel & Broek-

gaarden 2021, for a review of ρ̇0,BNS). Hereafter, if

not otherwise specified, ρ̇0,BNS used in our calculations

are simply set as the median value of the GW con-

straint by the LIGO/Virgo Collaboration (LVC), i.e.,

ρ̇0,BNS ' 320 Gpc−3 yr−1.

BNS mergers can be thought as occurring with a delay

timescale with respect to the star formation history. The

Gaussian delay model (Virgili et al. 2011), log-normal

delay model (Wanderman & Piran 2015), and power-

law delay model (Virgili et al. 2011) are main types of

delay time distributions. Among these three delay mod-

els, the log-normal delay model is one of the favored one

to explain the observations of sGRBs (Sun et al. 2015).

We therefore only adopt the log-normal delay model as

our merger delay model and the analytical fitting ex-

pression of f(z) is presented as Equation (A8) in Zhu

et al. (2021f). With known redshift distribution f(z),

we randomly simulate a group of nsim = 5 × 106 BNS

events in the universe based on Equation (1).

For each BNS event, we then generate its EM emis-

sions. We briefly assume that all of BNS events in the

universe would only power three main types of EM sig-

nals, i.e. the sGRB, the jet afterglow, and the kilonova.

We note that sGRBs are only used in the discussion

of GW-triggered ToO observations in Section 4. Our

viewing-angle-dependent semianalytical model of sGRB

emission follows Song et al. (2019) and Yu et al. (2021).

The signature of sGRBs depends on the on-axis equiv-

alent isotropic energy E0, the core half-opening angle

θc, and the latitudinal viewing angle θview, while the af-

terglow emission has a dependence on four additional

parameters, i.e. number density of interstellar medium

n, power-law index of the electron distribution p, frac-

tions of shock energy distributed in electrons, εe, and

in magnetic fields, εB . Furthermore, the kilonova emis-

sion is only determined by θview. According to the dis-

tributions of above parameters as described in Paper I

in detail, one can randomly generate the EM emission

components for each simulated BNS event.

3. DETECTABILITY FOR SERENDIPITOUS

SEARCHES

3.1. Method
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Following Zhu et al. (2021f), we adopt a method of

probabilistic statistical analysis to estimate the EM de-

tection rate for BNS mergers. The probability that a

single simulated event can be detected could be con-

sidered as the ratio of survey area within the time du-

ration (∆t) that the brightness of the associated EM

signal is above the limiting magnitude (mlimit) to the

area of the celestial sphere (Ωsph = 41252.96 deg2).

The maximum probability for a source to be detected

is ΩFoV ṫope∆t/Ωsph(nexptexp + toth), where ΩFoV is the

field of view (FoV) for the specific survey project, ṫope

is the average operation time per day, nexp is defined as

the exposure number for each visit, texp is the exposure

time, and tother is other time spent for each visit. How-

ever, high-cadence observations would restrict the sur-

vey area, which means that the probability of a source

being detected by the high-cadence search would be a

constant, i.e., ΩFoV ṫopetcad/Ωsph(nexptexp + toth), where

the cadence time tcad defined as the interval between

consecutive observations of the same sky area by a tele-

scope. Furthermore, the event should appear in the sky

coverage of the survey telescope that one can have a

chance to discover it. Thus, we simply set an upper

limit on the probability for a source that can be de-

tected, which is expressed as Ωcov/Ωsph with Ωcov being

the detectable sky coverage for a specific survey project.

By counting the detection probabilities of all simulated

events, one can write the EM detection rate for the

serendipitous observations as

ṄEM ≈
ṄBNS

nsim

nsim∑
i=1

min

[
Ωcov

Ωsph
,

ΩFoV ṫope min(tcad,∆ti)

Ωsph(nexptexp + toth)

]
,

(4)

We roughly assume that the average operation time per

day is ṫope ≈ 6 hr day−1 for all survey projects except for

SiTian. The time spent for each visit toth is dependent

on the technical performance of specific survey project

and different search strategy. Because toth is uncertain,

we set it as a constant for each survey project, i.e., toth =

15 s.

In order to reject the supernova background and other

rapid-evolving transients, in Paper I, we showed that

one can use the unique color evolution of kilonovae and

afterglows to identify them among the observed tran-

sients. We require that the judgement condition for the

detection of the kilonova and/or afterglow by a serendip-

itous search is that “two different exposure filters have

at least two detection epochs”. It would be nexp = 1

for Mephisto and SiTian since these two survey projects

can achieve simultaneous imaging in three bands, while

nexp = 2 for ZTF, WFST, and LSST.
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Figure 1. Crimson, red, orange, yellowgreen, and green his-
tograms are the probability density functions of ∆tKN (solid
histograms) and ∆tAG (striped histograms) for a limiting
magnitude of mlimit = 18, 20, 22, 24, and 26, in g band (top
panel), r band (medium panel), and i band (bottom panel).
The bin width of the histograms is set as ∆ = 0.5 d.

3.2. ∆tEM and Cadence Time Selection

As listed in Table 1, we show the 90% credible regions

of two timescales, i.e., ∆tKN and ∆tAG, with different
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Table 1. Time during which the brightness of EM counterpart is above the limiting magnitude

Filter Parameter mlimit = 18 mag 19 mag 20 mag 21 mag 22 mag 23 mag 24 mag 25 mag 26 mag

u
∆tKN – 0.67+0

−0.67 0.65+0.77
−0.65 0.82+0.63

−0.72 0.8+1.1
−0.6 0.7+1.4

−0.6 0.7+1.3
−0.5 0.7+1.2

−0.6 0.8+1.2
−0.6

∆tAG 0.2+1.1
−0.1 0.2+1.4

−0.2 0.3+2.0
−0.2 0.3+3.0

−0.3 0.4+4.7
−0.4 0.6+7.8

−0.5 1+13
−1 1+19

−1 2+18
−2

g
∆tKN 0.83+0

−0.83 0.7+1.1
−0.7 1.3+0.8

−1.2 1.2+1.4
−1.0 1.2+1.9

−0.9 1.1+1.7
−0.8 1.0+1.7

−0.7 0.9+1.8
−0.7 0.9+1.9

−0.7

∆tAG 0.2+1.2
−0.2 0.2+1.6

−0.2 0.3+2.2
−0.2 0.3+3.3

−0.3 0.4+5.2
−0.4 0.6+8.7

−0.6 1+15
−1 2+18

−1 3+17
−3

v
∆tKN 1.4+0

−1.4 0.7+1.1
−0.6 1.1+1.5

−0.8 1.0+2.4
−0.8 1.1+2.3

−0.7 1.0+2.0
−0.8 1.1+1.9

−0.8 1.2+2.0
−0.9 1.3+1.9

−0.7

∆tAG 0.2+1.3
−0.2 0.2+1.7

−0.2 0.3+2.3
−0.3 0.3+3.5

−0.3 0.5+5.5
−0.4 0.6+9.2

−0.6 1+15
−1 2+18

−2 3+17
−3

w
∆tKN 0.5+1.1

−0.5 0.89+0.88
−0.60 1.2+1.6

−0.9 1.2+2.3
−0.8 1.2+2.3

−0.8 1.1+2.3
−0.8 1.1+2.2

−0.8 1.2+2.1
−0.8 1.3+2.0

−1.0

∆tAG 0.2+1.3
−0.2 0.2+1.7

−0.2 0.3+2.4
−0.3 0.3+3.6

−0.3 0.5+5.7
−0.4 0.6+9.4

−0.6 1+16
−1 2+18

−2 3+17
−3

r
∆tKN 0.7+1.0

−0.7 1.07+0.88
−0.69 1.3+1.7

−1.0 1.2+2.5
−0.8 1.1+2.4

−0.8 1.3+2.1
−0.9 1.3+2.2

−0.9 1.2+2.4
−0.9 1.3+2.4

−0.9

∆tAG 0.2+1.4
−0.2 0.2+1.7

−0.2 0.3+2.4
−0.3 0.4+3.6

−0.3 0.5+5.8
−0.4 0.7+9.6

−0.6 1+16
−1 2+18

−2 3+17
−3

i
∆tKN 0.7+1.9

−0.7 1.3+1.3
−0.7 1.5+2.2

−1.3 1.4+3.1
−0.9 1.3+2.6

−1.0 1.3+2.4
−1.0 1.4+2.4

−0.9 1.4+2.5
−1.0 1.7+2.6

−1.2

∆tAG 0.2+1.5
−0.2 0.2+1.9

−0.2 0.3+2.6
−0.3 0.4+3.9

−0.3 0.5+6.2
−0.4 0.7+9.6

−0.6 1+17
−1 2+18

−2 3+17
−3

z
∆tKN 0.8+2.3

−0.8 1.6+1.6
−1.1 2.0+2.3

−1.4 1.8+3.0
−1.3 1.8+2.7

−1.3 1.82.6
−1.3 1.6+2.9

−1.1 1.6+3.1
−1.2 1.7+2.8

−1.3

∆tAG 0.2+1.5
−0.2 0.2+2.0

−0.2 0.3+2.8
−0.3 0.4+4.2

−0.4 0.5+6.7
−0.5 1+11

−1 1+19
−1 2+18

−2 3+17
−3

y
∆tKN 1.0+2.2

−1.0 1.8+1.5
−1.7 2.1+2.2

−1.7 1.8+3.6
−1.4 1.9+2.9

−1.4 1.9+2.7
−1.4 1.9+2.9

−1.4 1.9+2.8
−1.5 1.7+3.2

−1.4

∆tAG 0.2+1.6
−0.2 0.2+2.1

−0.2 0.3+2.9
−0.3 0.4+4.4

−0.4 0.5+7.0
−0.5 1+12

−1 1+19
−1 2+18

−2 3+17
−3

Note—The values are the timescales during which the brightness of associated kilonova (∆tKN) and afterglow (∆tAG) is above
the 5σ limiting magnitude in different bands with 90% interval. We note that the time window of kilonova model we used
(Bulla 2019; Coughlin et al. 2020b) is from 0 day to 20 day in the rest frame, so that we only calculate the lightcurves of
afterglow between 0 day to 20 days. Thus, the calculated upper limit of ∆tAG is simply set to 20 days, which doesn’t affect the
final results of EM detection rates.

filters and different limiting magnitudes. These two pa-

rameters are respectively defined as the timescales dur-

ing which the brightness of the associated kilonova and

afterglow is above the limiting magnitude in different

bands. Because gri bands are the common filters used

by various survey projects, we only show the probabil-

ity density functions of ∆tKN and ∆tAG with different

searching magnitudes in these three bands in Figure 1.

For mlimit ≤ 19 mag, the values of ∆tKN may be im-

precise, due to the limited amount of the available data.

One can see that the median value of ∆tKN is referred

to lie ∼ 0.6 − 1.4 day in optical and ∼ 1.4 − 2.1 day in

infrared, which may be uncorrelated with the limiting

magnitude mlimit. If the observer wants to achieve at

least two detection epochs for at least 50% of the observ-

able kilonova signals, the cadence time tcad should be

less than half of the median value of ∆tKN. This means

tcad should be tcad . 0.3− 0.7 day if one uses an optical

band to search for kilonovae and tcad . 0.7− 1.0 day by

an infrared band.

Unlike ∆tKN, there exists a positive correlation be-

tween ∆tAG and mlimit. The median value of ∆tKN

would be always larger than ∆tAG if mlimit . 24 mag.

As shown in Figure 1, the probability density function

of ∆tAG is significantly higher than that of ∆tKN, es-

pecially for searching with a relatively shallow limiting

magnitude in a bluer filter band. Thus, it may be easier

to discover optical afterglows by adopting the cadence

of searching for kilonovae.

3.3. Optimal Search Strategy

We divide the events into two groups based on the rel-

ative brightness of the detected kilonova and afterglow.

If the peak kilonova flux is five times of the afterglow

flux, i.e., Fν,KN(tKN,p) > 5Fν,AG(tKN,p), where tKN,p is

the peak time of the kilonova, we qualify these events

into “kilonova-dominated sample”. For such events,

kilonova emission at the peak time would be at least

two magnitudes brighter than that of the associated af-

terglow emission, so that this requirement can guaran-

tee a clear kilonova signal for observers. Other events

are classified as “afterglow-dominated sample”, since the

observed kilonova signals of these events may be am-

biguous. Values of some technical parameters, including

the expected limiting magnitude which is a logarithmic

function of exposure time in each band, FoV, detectable

sky coverage, for the survey telescopes we considered are

presented in Table 2. We respectively show the detection

rates of kilonova-dominated and afterglow-dominated

sample for ZTF, Mephisto, WFST, and LSST in Fig-
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Figure 2. Detection rates of kilonova-dominated sample as functions of exposure time texp and cadence time tcad for serendipi-
tous observations. Four survey projects, including ZTF, Mephisto, WFST, and LSST (from left to right panels), are considered.
The panels from top to bottom represent events of kilonova-dominated sample to be detected in the g band, r band, and i
band, respectively. Red, orange, green, blue, and violet lines are the detection rates by adopting cadence searching strategies of
tcad = 0.5 hr, 1 hr, 3 hr, 1 day, and 2 day, respectively.
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Table 2. Summary Technical Information for Each Survey

Telescope mlimit = a× tbexp FoV/deg2 Sky Coverage/deg2 Reference

ZTF

g r i

47.7 30,000 (1)18.62 18.37 17.91

0.026 0.026 0.027

Mephisto

u v g r i z

3.14 26,000 (2)18.45 18.54 19.91 19.91 19.68 18.71

0.043 0.042 0.034 0.032 0.030 0.033

WFST

u g r i z w

6.55 20,000 (3)20.70 21.33 21.13 20.46 19.41 21.33

0.022 0.022 0.022 0.023 0.024 0.022

LSST

u g r i z y

9.6 20,000 (4)22.03 23.60 22.54 21.73 21.83 21.68

0.025 0.018 0.023 0.030 0.031 0.032

SiTian*
g r i

600 30,000 (5)18.62 18.37 17.91

0.026 0.026 0.027

Note—The columns are [1] the survey project; [2] the search limiting magnitude mlimit as a logarithmic function of exposure
time texp in different bands for specific survey project (parameter a and b are respectively the values at the second and third
sub-rows of each row); [3] field of view ΩFoV; [4] detectable sky coverage Ωcov; [5] references.
Reference: (1) Bellm et al. (2019); Masci et al. (2019); (2) Er et al. (2021), in preparation; Lei et al. (2021) (3) Kong et al.
(2021), in preparation; Shi et al. (2018) (4) LSST Science Collaboration et al. (2009); (5) Liu et al. (2021).

∗ The technical specification of the limiting magnitude in the g-band stacked images for SiTian is similar to that for ZTF (Liu
et al. 2021). SiTian would simultaneously observe the same visit in three different filters (u, g, i). Due to the lack of the
technical information in u and i band of SiTian, we simply use the technical information of ZTF in gri bands to calculate the
EM detection rates by SiTian.
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Figure 3. Similar to Figure 2, but for the detection rates of afterglow-dominated sample. Solid, dashed-doted, and dotted lines
represent the detection rates in g, r, and i band, respectively.
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ure 2 and Figure 3, by considering exposure time from

30 s to 300 s and five different cadence timescales tcad =

0.5 hr, 1 hr, 3 hr, 1 day, and 2 day. The results shown in

Figure 2 and Figure 3 are only considered in gri bands

since these three bands are commonly used bands for

these survey telescopes. Because SiTian is an integrated

network of dozens of survey and follow-up telescopes, its

survey strategy should have a large difference with that

of other survey projects. We will give an separate cal-

culation of EM detection rates for SiTian in Section 3.4.

As shown in Figure 2, for each survey project, the

difference of the detection rate for kilonova-dominated

events between different bands seems very small, which

is a factor of the order of unity. Kilonova detection rates

by using a three-hour cadence in g band for Mephisto,

WFST and LSST are sometimes slightly higher than

those by using the one-day cadence strategy. For other

cases, an one-day cadence strategy can always discover

the highest number of kilonovae. As for ZTF, WFST,

and LSST, kilonova detection rates would decline as

the exposure time increases. On the contrary, a longer

exposure time can discover more kilonova events for

Mephisto. Simultaneous imaging in three bands by

Mephisto is the reason for the difference of the detec-

tion rates between Mephisto and other survey projects.

However, the increase in the amount of discovered kilo-

novae with longer exposure times is not significant. To

sum up, an one-day cadence strategy with a ∼ 30 s ex-

posure time is recommended to achieve optimal search

for kilonovae. The maximum kilonova detection rates

for ZTF, Mephisto, WFST, and LSST are ∼ 0.2 yr−1,

∼ 0.5 yr−1, ∼ 0.8 yr−1, and 20 yr−1, respectively.

For afterglow-dominated events, there is no significant

difference between searching in the optical and in the

infrared bands for each survey project. The detection

rates would drop with the increase of the exposure time.

By adopting the optimal search strategy for kilonovae,

one can also discover many afterglows from BNS merg-

ers whose detection rate is much higher than that of

kilonovae. For this case, the afterglow detection rates

for ZTF, Mephisto, WFST, and LSST are ∼ 500 yr−1,

∼ 300 yr−1, ∼ 600 yr−1, and 3000 yr−1, respectively.

3.4. Optimal Search Strategy for SiTian

SiTian (Liu et al. 2021) is composed of a number of

“units” deployed partly in China and partly at various

sites around the world. Each unit includes three 1-m-

class Schmidt telescopes with a FoV of ΩFoV = 25 deg2,

which will simultaneously observe the same visit in three

different optical filters. There will be also three or four 4-

m-class telescopes for spectral identification and follow-

up studies within the project.

SiTian planed to scan at least 10, 000 deg2 of sky every

30 min, down to a detection limit of g ≈ 21 mag with

an exposure time of ∼ 1 min using at least 14 units in

China. Furthermore, at least 10 units outside China can

survey an additional ∼ 20, 000 deg2 with a slightly lower

cadence (a few hr). Based on this fiducial search plan of

SiTian, we change the cadence time and exposure time

for all of units to explore the optical search strategy of

SiTian, while preserving the same sky coverage.

The results of EM detection rates for SiTian are

shown in Table 3. We show that SiTian can detect

∼ 6× 103 yr−1 afterglow-dominated events. The detec-

tion rate of kilonova-dominated events is ∼ (1− 2) yr−1

by adopting the fiducial search plan of SiTian. Since

kilonovae are very faint, a better search strategy would

be to increase the exposure time of the telescopes with

the expense of losing the cadence. The detection rate

of kilonova-dominated events would slightly rise to ∼
(2− 6) yr−1 if an exposure time of 165 s is used.

4. DETECTABILITY FOR

TARGET-OF-OPPORTUNITY OBSERVATIONS

OF GW TRIGGERS

4.1. GW Detectability

4.1.1. Method

It is expected that in the fourth observation run (O4)

of GW detector network which will begin running in

2022, two Advanced LIGO detectors (H1 and L1) in

the USA (Harry & LIGO Scientific Collaboration 2010;

LIGO Scientific Collaboration et al. 2015), Advanced

Virgo detector (V1) in Europe (Acernese et al. 2015),

and KAGRA detector (K1) in Japan (Aso et al. 2013;

Kagra Collaboration et al. 2019) will reach their respec-

tive design sensitivities (Abbott et al. 2020). The net-

work composed of these 2nd generation detectors is re-

ferred to as the “HLVK era” in the following. The 2nd

generation detectors would further be improved to 2.5th

generation detectors in∼ 2025. The subsequent upgrade

of Advanced LIGO, Advanced Virgo, and KAGRA are

called Advanced LIGO Plus (A+; Miller et al. 2015),

Advanced Virgo Plus (AdV+; Abbott et al. 2020), and

KAGRAplusCombined (KAGRA+; Michimura et al.

2020). Hereafter, we refer to the era during which these

four detectors upgrade to 2.5th generation detectors as

the “PlusNetwork era”. After ∼ 2030, the 3rd genera-

tion GW detectors are expected to replace the 2nd and

2.5th generation detectors. The currently proposed 3rd

generation detector plans include LIGO Voyager (Ad-

hikari et al. 2020) as an improvement upon LIGO A+,

the Einstein Telescope (ET) in Europe (Punturo et al.

2010a,b; Maggiore et al. 2020), and Cosmic Explorer

(CE) in the USA (Reitze et al. 2019). Due to the as-yet
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Table 3. EM Detection Rates for SiTian

texp/s ΩFoV,1/deg2 tcad,1/min ΩFoV,2/deg2 tcad,2/min
ṄKN/yr−1 ṄAG × 103/yr−1

g r i g r i

45 (fiducial)

350

30

250

80 1.1 2.2 2.5 5.3 5.7 6.1

75 45 120 1.3 2.9 3.4 5.7 6.2 6.5

105 60 160 1.6 3.4 4.1 5.8 6.3 6.7

165 90 240 1.8 4.2 5.4 5.7 6.3 6.7

Note—We assume that the time between two visits is toth = 15 s. The operation times for units in China and outside China
are assumed to be ṫope = 8 hr day−1 and 16 hr day−1, respectively. The columns are [1] the exposure time; [2] the total field of
view of SiTian units in China; [3] the corresponding cadence time for SiTian units in China; [4] the total field of view of SiTian

units outside China; [5] the corresponding cadence time for SiTian units outside China; [6-8] the detection rate of
kilonova-dominated events in gri bands; [9-11] the detection rate of afterglow-dominated events in gri bands.

undetermined locations of ET and CE, we directly place

ET at the current Virgo detector position and two CE

detectors at the current H1 and V1 positions, accord-

ing to the convention (Vitale & Evans 2017; Vitale &

Whittle 2018).

For each BNS system, we randomly simulate the

masses of individual NSs based on the observation-

ally derived mass distribution of Galactic BNS systems,

i.e., a normal distribution MNS/M� ∼ N (1.32, 0.112)

(Lattimer 2012; Kiziltan et al. 2013). The neutron

star equation of state (EoS) DD2 (Typel et al. 2010),

which is one of the stiffest EoS allowed by present con-

straints (e.g., Gao et al. 2016; Abbott et al. 2019), is

adopted. With known MNS, z, and EoS, we use the

IMRPhenomPv2 NRTidalv2 (Dietrich et al. 2019) tem-

plate to simulate the GW waveform in the geocentric

coordinate system, and then project it to different de-

tectors to obtain the strain signal detected by each de-

tector. The optimal signal-to-noise ratio (S/N) can be

obtained by

ρ2
opt = 4

∫ fmax

fmin

|h̃(f)|2

Sn(f)
df =

∫ fmax

fmin

(2|h̃(f)|
√
f)2

Sn(f)
d ln(f),

(5)

where f is the frequency, h̃(f) is the strain signal in

the frequency domain, and Sn(f) is the one-sided power

spectral density of the GW detector which is square of

the amplitude spectral density (ASD). The ASD for each

detector is shown in the Appendix A. We set the max-

imum frequency fmax to 2048 Hz. The low cutoff fre-

quency fmin is set to 20 Hz for O3, 10 Hz for all the 2nd,

2.5th generation detectors (Miller et al. 2015) and LIGO

Voyager (Adhikari et al. 2020), 5 Hz for CE (Reitze et al.

2019), and 1 Hz for ET (Punturo et al. 2010a). We use

the optimal S/N to approximate the matched filtering

S/N of the GW signal detected by each detector, and

then calculate the network S/N of the entire detector

network, i.e., the root sum squared of the S/N of all de-

tectors. When the S/N for a single detector is greater

than the threshold of 8 and the network S/N is greater

than 12, we expect that the corresponding GW signal is

detected. In order to take into account different situa-

tions in each GW era, we only calculate the worst and

best cases, i.e., “only the detector with the worst sensi-

tivity in the corresponding era works” as the worst sit-

uation and “all detectors in the corresponding era have

reached the design sensitivity and work normally” as the

optimal situation. During the 2nd generation detector

network, the worst case is that only K1 works normally,

while the best case is that H1, L1, V1, and K1 all work

normally, which we abbreviate as “HLVK”. Similarly,

the worst case for the 2.5th generation era is that only

AdV+ works, and the best case is that A+, AdV+, and

KAGRA+ all work normally, which is abbreivated as

“PlusNetwork”. LIGO Voyager is separately discussed.

Furthermore, a single ET is considered as the worst case

while “ET&CE” represents the best case of the 3rd gen-

eration era.

Because the GWs from inspiral of BNS will reach

Earth earlier than EM emission, early GW to the EM

community could increase the probability of detecting

early-stage EM counterparts. There has been prelimi-

nary research into early warning (e.g., Chan et al. 2018;

Sachdev et al. 2020; Nitz et al. 2020; Kapadia et al.

2020; Singh et al. 2021). We will calculate the duration

of BNS GW signals, which can be regarded as the up-

per limit of the early warning time, in different detector

networks. Here we adopt the 3.5 post-Newtonian order

expression for the chirp time Tchirp, i.e., Equation (E1)

in Allen et al. (2012) to calculate the duration of the

GW signal.

4.1.2. GW Detection Rates, Detectable Distance, and
Signal Duration

We summarize all our simulated GW detection results

of different generation eras in Table 4. The total mass,

S/R, and redshift for detectable GW signals in different

eras are shown in Figure 4. Except for the ET&CE era,



10

Figure 4. Detectability of BNS mergers by various detector networks in different GW detection eras. The left panels show
the signals that can be detected by different detectors and detector networks. The crimson and orange dots represent the
detectable signals for K1 and AdV+, while the red, yellow, green, blue, and violet dots are the GW signals detectable at
HLVK, PlusNetwork, LIGO Voyager, ET, and ET&CE network eras, respectively. The gray dots in the background represent
undetectable signals. The small panels in the upper right corner are enlarged images of the low-redshift area. The middle
panels show the distributions of all simulated signals on the “optimal S/N–redshift” plane, with detection thresholds for a single
detector (i.e., S/N = 8; gray line) and for a detector network (i.e., S/N = 12; light gray line). To the right of the thresholds
are the GW signals that can be detected. The right panels show the distributions of BNS detection rates with redshift, and the
insets are zoom-in pictures in the low-redshift region.

Table 4. GW Detection Results

Era Duty
ṄGW/yr−1 z zmax Tchirp/min (1 + z)Mtot/M�

(ṄGW/ṄBNS) (DL/100 Mpc) (DL,max/100 Mpc)

HLV(O3) 2nd Network
3.3+5.0

−2.4 0.025+0.016
−0.013 0.048

0.97+0.79
−0.49 5.1+2.6

−1.7
(0.001%) (1.11+0.72

−0.59) (2.18)

KAGRA 2nd Single
6.0+9.2

−4.5 0.035+0.021
−0.012 0.062

5.6+4.4
−2.3 5.4+2.1

−1.6
(0.002%) (1.6+1.0

−1.0) (2.9)

HLVK 2nd Network
27+41

−20 0.050+0.028
−0.030 0.092

6.0+5.8
−2.5 5.2+2.0

−1.8
(0.01%) (2.2+1.3

−1.4) (4.3)

AdV+ 2.5th Single
34+53

−26 0.060+0.037
−0.036 0.116

5.8+4.3
−2.5 5.3+2.0

−1.8
(0.01%) (2.8+1.8

−1.7) (5.5)

PlusNetwork 2.5th Network
210+320

−160 0.099+0.050
−0.055 0.190

5.8+5.2
−2.4 5.4+2.0

−1.7
(0.08%) (4.7+2.6

−2.7) (9.5)

LIGO Voyager 3rd Network
1.8+2.8

−1.4 × 103 0.22+0.12
−0.13 0.43

5.8+4.9
−2.5 5.3+2.1

−1.6
(0.73%) (11.0+7.4

−6.7) (24.3)

ET 3rd Single
1.5+2.3

−1.1 × 105 0.81+0.71
−0.47 3.08

45+38
−19 × 60 5.3+2.1

−1.6
(57.0%) (53+61

−34) (269)

ET&CE 3rd Network
2.0+3.1

−1.5 × 105 0.91+0.68
−0.53 3.34

45+38
−19 × 60 5.3+2.1

−1.6
(77.7%) (60+60

−39) (296)

Note—The columns are [1] the case of different generation eras; [2] the generation of GW detectors; [3] the worst case (only a
single detector work) and the best case (all detector work normally) in the corresponding era; [4] median GW detection rates

with consideration of 90% interval by adopting the local event rate density of ρ̇0,BNS = 320+490
−240 Gpc−3 yr−1 (Abbott et al.

2021b), while the numbers in brackets are the corresponding detectable proportions of the number of BNS mergers per year in
the universe (ṄBNS); [5] median detectable redshifts and detectable luminosity distances with consideration of 90% interval; [6]

maximum detectable reshifts and detectable luminosity distances; [7] median chirp time with 90% chirp time interval; [8]
median total mass in the geocentric frame with 90% interval.
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the median distance of detectable GW events is always

set at half of the horizon in each GW era.

We check that the maximum GW detection rate in O3

should be ∼ 3 yr−1, which is consistent with the obser-

vations of LVC (Abbott et al. 2020, 2021c). We predict

that one can detect ∼ (6−27) yr−1 BNS GW events with

a horizon at zmax ∼ 0.1. For the 2.5th generation GW

detector network, the detection rate is ∼ (34−210) yr−1.

The GW detection distance would be doubled compared

with the detection distance in O4, i.e., the horizon can

reach zmax ∼ 0.2. For the LIGO Voyager in the 3rd

generation era, the detection rate can be increased to

∼ 1, 800 yr−1 and the detection distance would be twice

compared with the last era, i.e., a horizon of zmax ∼ 0.4.

However, these numbers are much smaller than those

for the newly designed 3rd generation detectors. For a

single ET, the detection rate is ∼ 1.5 × 105 yr−1, while

for the ET&CE network, the detection rate would be

∼ 2.0 × 105 yr−1 which would account for ∼ 80% of

the total BNS GW events in the universe. The events

detected by ET and ET&CE are mainly dominated by

BNS mergers at z ∼ 1, which is near the most probable

redshift where BNS mergers occurred in the universe.

The most remote detectable events by ET&CE would

be at zmax ∼ 3.3.

The chirp time Tchirp values of all the BNS signals

that can be detected by each detector or detector net-

work are shown in Figure 5. We can see a clear inversely

proportional trend that the chirp time decreases as the

total mass in the geocentric frame increases. In O3,

the warning time of detectable BNS signals lasted for

only ∼ 0.5 − 2 min. For the 2nd, 2.5th generations of

GW detectors and LIGO Voyager, since fmin is reduced

from 20 Hz to 10 Hz, Tchirp would last longer. The dis-

tributions of Tchirp are similar, with a median value of

∼ 6 min. For ET and ET&CE, fmin will reduce to 1 Hz,

which greatly increases the signal duration. Tchirp has

reached the order of ten hours or even a few days. There

will be enough preparation times for the detection of

early-stage EM emissions from BNS mergers in these

cases.

4.2. EM Detectability

4.2.1. Method

The BNS GW detectabilities for the networks of 2nd,

2.5th, and 3rd generation GW detectors have been stud-

ied in detail in Section 4.1.2. Based on these results,

we now discuss the EM detection probabilities for GW-

triggered ToO observations under ideal follow-up condi-

tions (i.e., the most optimal situation for detector net-

works of different generations).

ToO observations after GW triggers would be an opti-

mal strategy to search for associated EM signals, mainly

including sGRBs, afterglows, and kilonovae, in the fu-

ture. Among these potential associated EM signals of

BNS GW events, kilonovae are the most expected EM

sources for astronomers to search after GW triggers.

The observations of sGRBs would achieve all-sky cov-

erage by the Gamma Ray Integrated Detectors (GRID

Wen et al. 2019; Wang et al. 2021) and the Gravita-

tional wave high-energy Electromagnetic Counterpart

All-sky Monitor (GECAM; Zhang et al. 2018b; Wang

et al. 2021), which can cooperate on the constraint of

the sky location for BNS GW alerts. However, for on-

axis or near-on-axis observers, the presence of bright

jet afterglows may affect the observations of kilono-

vae. We grade our simulated events into four groups

(“Platinum,” “Gold,” “Silver,” and “Copper”) based on

the quality of kilonova observation data and localiza-

tion precision of the GW event. The former three de-

fined samples are kilonova-dominated samples while the

EM signals of the Copper sample would be afterglow-

dominated.

1. Platinum. This sample is defined by those

BNS GW events that can simultaneously observe off-

axis sGRBs, dim orphan afterglows, and bright kilo-

novae. We require the viewing angle for these events

is θv > 3θc and the kilonova flux is Fν,KN(tKN,p) >

5Fν,AG(tKN,p), which can guarantee clear kilonova sig-

nals for observers. The multi-messenger searches for

GW events of this sample would be similar to the ob-

servations of GW170817/GRB170817A/AT2017gfo.

2. Gold. This sample include BNS GW events asso-

ciated with on-axis and near-on-axis detected sGRBs.

However, the brightness of afterglows for these events

is too faint, so that specific kilonova signals could ap-

pear in GRB afterglows. The judgement conditions are

θv < 3θc and Fν,KN(tKN,p) > 5Fν,AG(tKN,p).

3. Sliver. For BNS GW events of this sample, one can

detect clear kilonova signals after GW triggers. How-

ever, different from the Platinum and Gold samples,

sGRB signals of GW events are too weak to trigger GRB

detectors. These events could have a larger localization

region due to the lack of the observations of sGRBs.

4. Copper. Other BNS GW events would have

much brighter afterglows which could significantly af-

fect the observations of kilonovae, i.e., Fν,KN(tKN,p) <

5Fν,AG(tKN,p). Such kilonova signals may be ambigu-

ously recorded.

We assume that sGRBs can be triggered if Fγ >

Fγ,limit, where Fγ is the γ-band flux for each BNS GW

event (see Song et al. 2019; Yu et al. 2021, for the details

of sGRB model) and Fγ,limit is the effective sensitivity
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Figure 5. Left panels: the chirp time for the BNS GW signals in 2nd/2.5th generation GW detectors and LIGO Voyager.
Right panels: the chirp time for the BNS GW signals in ET and ET&CE. The gray histograms represent the distributions of
the geocentric frame total mass for overall BNS merger events in the universe per year.

limit for various γ-ray detectors. In our calculations, we

simply set Fγ,limit ∼ 10−7 erg s−1 in 50− 300 keV which

is the effective sensitivity limit of GECAM (Zhang et al.

2018b).

By reference to the follow-up search of

GW170817/GRB170817A/AT2017gfo, the detection

of the associated kilonova was initially made in an

i-band filter by 1-m telescopes and subsequently con-

firmed by larger telescopes (Coulter et al. 2017). Sim-

ilar to this case, we assume that an optimal strat-

egy to search for associated EM signals is taken by

using only one filter to make follow-up observations

after GW triggers. By assuming that the survey

telescopes would not miss the lightcurve peak of the

kilonova in each band, the judgement condition for

the detection of the associated kilonova and after-

glow is Fν,KN(tKN,p) + Fν,AG(tKN,p) > Fν,limit, where

Fν,limit = 3631 Jy× 10−mlimit/2.5 is the effective limiting

flux in each band.

4.2.2. Results for ToO Observations after GW Triggers

Table 5 shows the simulated detection rates of four

samples during the HLVK (O4) era as a function of the

search limiting magnitude in three bands, which are typ-

ically used by present and future survey telescopes, i.e.,

the gri bands. For the same search depth of each filter,

it is clear that there is no significant difference between

searching in different bands. Since the detection rates of

four samples are essentially not influenced by the search

filter, we only show the r-band detection rates for four

GW detection eras in Figure 6 and list their precise val-

ues in Table 6. The r-band limiting magnitude of ZTF,

Mephisto, WFST, LSST, and SiTian, with the 300 s ex-

posure time are also labeled in Figure 6.

In the upcoming HLVK (O4) era, it is clear that the

critical magnitude for the detection of EM emissions

from all BNS GW events are mlimit ∼ 21.5 mag. Because

the detection rates of GW-triggered ToO observations

are calculated based on the brightness of total emissions

at the peak time of the kilonovae, in order to cover all

BNS GW events for searching for their EM signals, a

deeper search limiting magnitude ofmlimit & 22−23 mag

is suggested in view of the rapid evolution of the kilo-

nova and afterglow. Thus, with a limiting magnitude

of 300 s exposure time, ZTF/SiTian will be capable of

finding EM emissions from & 50% of BNS GW events,

while other survey projects can cover all events. The

amount of observable kilonova in O4 would be hand-

ful. One can achieve a maximum detection rate of

ṄEM ∼ 16 yr−1 for the multi-messenger observations of

GW and clear kilonova signals. Among these events, a

rate of ṄEM ∼ 4 yr−1, including ∼ 1 yr−1 Platinum sam-

ple events and ∼ 3 yr−1 Gold sample events, can have

simultaneously observed sGRBs emissions. The other

BNS GW events would be afterglow-dominated with

a maximum detection rate of ∼ 11 yr−1. The survey

projects with a limiting magnitude of mlimit . 18 mag

may be hard to search for kilonova signals. However,

they can find bright on-axis jet afterglows by following

up the detections of sGRBs or orphan afterglows with a

much higher probability than detecting kilonovae.

For the future GW eras of PlusNetwork, LIGO Voy-

ager, and ET&CE, the critical magnitudes for the de-

tection of EM emissions from all BNS GW events would

be ∼ 23.5 mag, ∼ 25 mag, and & 26 mag, respec-
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Table 5. EM Detection Rates in the HLVK Era

Sample sGRB Fν,KN(tKN,p) > 5Fν,AG(tKN,p) Filter mlimit = 18 mag 20 mag 22 mag 24 mag 26 mag

Platinum
3

3

g 0 0.3 1.5 1.6 1.6

(θv > 3θc)
r 0 0.6 1.6 1.6 1.6

i 0 0.4 1.6 1.6 1.6

Gold
3

3

g 0 0.1 2.3 2.4 2.4

(θv < 3θc)
r 0 0.4 2.7 2.7 2.7

i 0 0.2 2.4 2.4 2.4

Silver 7 3

g 0.05 0.8 02 12 12

r 0.2 1.6 12 12 12

i 0.3 1.9 12 12 12

Copper 3 & 7 7

g 2.8 6.7 11 11 11

r 3.3 7.3 11 11 11

i 3.5 7.3 11 11 11

Note—The values represent the simulated BNS merger detection rates (in unit of yr−1) in the HLVK era for different samples
with different 5σ limiting magnitude in gri band.

Table 6. r-band EM Detection Rates in Each GW Era

Sample Era mr,limit = 18 mag 19 mag 20 mag 21 mag 22 mag 23 mag 24 mag 25 mag 26 mag

Platinum

HLVK 0 0.1 0.6 1.3 1.6 1.6 1.6 1.6 1.6

PlusNetwork 0 0.1 0.6 1.3 3.1 4.4 4.5 4.5 4.5

Voyager 0 0.1 0.6 1.3 3.1 5.2 6.7 6.8 6.8

ET&CE 0 0.1 0.6 1.3 3.1 5.4 7.1 7.5 7.5

Gold

HLVK 0 0.1 0.4 1.4 2.7 2.7 2.7 2.7 2.7

PlusNetwork 0 0.1 0.4 1.4 6.0 17 19 19 19

Voyager 0 0.1 0.4 1.4 5.9 22 56 91 95

ET&CE 0 0.1 0.4 1.4 6.1 24 75 210 430

Silver

HLVK 0.2 0.4 1.6 6.5 12 12 12 12 12

PlusNetwork 0.2 0.4 1.6 6.9 35 98 107 107 107

Voyager 0.2 0.4 1.6 6.9 35 150 510 1.0 × 103 1.0 × 103

ET&CE 0.2 0.4 1.6 6.9 35 160 770 3.7 × 103 1.5 × 104

Copper

HLVK 3.3 4.8 7.3 10 11 11 11 11 11

PlusNetwork 8.2 15 26 43 66 80 81 81 81

Voyager 16 35 71 140 240 390 570 680 680

ET&CE 32 94 270 700 1.7 × 103 3.7 × 103 7.5 × 103 1.4 × 104 2.4 × 104

Note—The values represent the simulated BNS merger detection rates (in unit of yr−1) in different GW eras for different
samples with different r-band 5σ limiting magnitude.
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Figure 6. r-band cumulative detection rates for plainum (red histograms), gold (yellow histograms), sliver (dark green his-
tograms), and copper (green histograms) samples as functions of r-band 5σ limiting magnitude during four GW detection eras,
i.e., the HLVK, PlusNetwork, LIGO Voyager, and ET&CE eras. The gray solid, dashed, dotted, and dashed-dotted lines re-
spectively represent the r-band 5σ limiting magnitude of ZTF/SiTian, Mephisto, WFST, and LSST, with 300 s exposure time.
The dashed blue lines shows the GW detection rates in each GW era. The bin width of the histograms is set as ∆ = 0.1 mag.
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tively. Present and foreseeable future survey projects

can hardly find all EM signals of BNS GW events de-

tected during the ET&CE era. Comparing with the re-

sults of adjacent GW eras, if the limiting magnitude is

shallower than the critical magnitudes of earlier GW

era, one can see there there appears little difference

in the number of detectable kilonovae in different GW

detection eras. However, one can find much more re-

mote afterglows associated with sGRBs and orphan af-

terglows (i.e., Copper sample) in the later GW era. As

the search limiting magnitude increases, the amount

of kilonova-dominated events other than the Platinum

sample ones would increase exponentially. There is also

an exponential increase with a slower rising slope for

the amount of afterglow-dominated BNS GW events of

Copper sample. At the critical limiting magnitude of

each era, ∼ 60% BNS GW events can observe clear kilo-

nova signals, while afterglow-dominated events would

account for the other ∼ 40% BNS GW events. Most

of the discovered kilonova-dominated BNS GW events

would be placed in the group of Silver sample. The

kilonova-dominated events associated with sGRBs, es-

pecially for the Platinum sample events like the obser-

vations of GW170817/GRB170817A/AT2017gfo, would

be scarce.

5. CONCLUSIONS AND DISCUSSION

In this paper, based on our model proposed in the

companion paper (Paper I), we have presented the

serendipitous search detectability of time-domain sur-

veys for BNS EM signals, the detectability of GWs for

different generations of GW detectors, as well as joint-

search GW signals and optical EM counterparts.

Serendipitous observations— We have systemati-

cally made simulations of optimal search strat-

egy for searching for kilonova and afterglow emis-

sions from BNS mergers by serendipitous observa-

tions. For our selected survey projects, which in-

clude ZTF/Mephisto/WFST/LSST, we have found that

a one-day cadence serendipitous search with an ex-

posure time of ∼ 30 s can always achieve near max-

imum detection rates for kilonovae and afterglows.

The optimal detection rate of kilonova-dominated

(afterglow-dominated) events are ∼ 0.2/0.5/0.8/20 yr−1

(∼ 500/300/600/3000 yr−1), respectively, for the sur-

vey projects of ZTF/Mephisto/WFST/LSST. As for the

survey array of SiTian project, we have shown that when

the array fully operates it will discover more kilonova

events if a longer exposure time is adopted. The detec-

tion rate of kilonova-dominated (afterglow-dominated)

events could even reach ∼ 5(6 × 103) yr−1 by SiTian.

Our results have shown that afterglows are easier to de-

tect than kilonovae by these survey projects. However,

present survey projects have not detected as many af-

terglows as we have predicted. One reason may be that

only part of BNS GW events could generate relativis-

tic jets and power bright afterglows. Genuine weather

fluctuations and operational issues of optical telescopes

might contribute to the deficit of detection. Actual sur-

vey observations can hardly always achieve the prospec-

tive detection depth and cadence, which could be an-

other cause of the lack of enough afterglow observa-

tions. Furthermore, the relatively longer cadence inter-

val for traditional survey projects have been designed to

discover ordinary supernovae or tidal disruption events.

These cadence intervals are significantly larger than the

timescales during which the brightness of afterglow is

above the limiting magnitude (as shown in Table 1),

so afterglow events could be easily missed. Recently,

thanks to the improved cadence, ZTF has discovered

seven independent optically-discovered GRB afterglows

without any detection of an associated kilonova (An-

dreoni et al. 2021b). Among these detected afterglows,

at least one event was inferred to be associated with

a sGRB. This ZTF observation may support our af-

terglow simulations, but also show a possible low ef-

ficiency of detecting afterglows, especially the off-axis

orphan afterglows. Andreoni et al. (2021a,b) intended

to select kilonova and afterglow candidates from survey

database by considering recorded sources having rising

rates faster than 1 mag day−1 and fading rates faster

than 0.3 mag day−1. However, such selection criteria

would miss most orphan afterglows. Since most after-

glows discovered via serendipitous observations should

be off-axis orphan afterglows without GW triggers, we

predicted that there could be orphan afterglows recorded

in the survey database which have not been mined. Us-

ing color evolution patterns introduced in Paper I, one

may be able to discover them from the archival data.

Conversely, the low efficiency of afterglow observations

also indicate the difficulty for searching for kilonova sig-

nals by serendipitous observations.

GW detections— We have carried out detailed calcu-

lations of the detection capabilities of the 2nd, 2.5th, and

3rd generation detector networks in the near future for

BNS GW signals. We show that the GW detection rates

of the worst and best cases for the 2nd generation GW

detector network are ∼ 6 yr−1 and ∼ 27 yr−1, respec-

tively. The values of the worst and best detection rates

for the 2.5th generation GW detector network would

increase to ∼ 34 yr−1 and ∼ 210 yr−1, respectively. For

the 3rd generation detector network, LIGO Voyager will

be able to detect∼ 1.8×103 BNS merger events per year.

A single ET and the ET&CE network are expected to
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detect all BNS merger events in the entire universe, with

detection rates ∼ 1.5×104 yr−1 and ∼ 2.0×104 yr−1, re-

spectively. As the sensitivity of GW detectors increases,

BNS events at high redshifts gradually dominate the de-

tected events. For ET and ET&CE, the detection rate

is mainly dominated by BNS mergers at z ∼ 1. We also

show the chirp time of the detector networks of different

generations. For the 2nd and 2.5th generation detectors

and LIGO Voyager, the median chirp time is ∼ 6 min.

Since the minimum frequency reduces from 10 Hz to 1 Hz

for ET and ET&CE, the chirp time would reach the or-

der of days or even a week with a median value close

to ∼ 2 day, which can provide enough preparation times

for EM observations. The detailed GW detection rates,

median and maximum detectable distances, chirp time,

and total mass in the geocentric frame of detectable GW

signals can be consulted from Table 4.

GW-triggered ToO observations— In the upcoming

2nd generation GW detector networks, we have shown

that follow-up observations with a limiting magnitude of

mlimit & 22 − 23 mag can discover all EM signals from

BNS GW events. Among these detected GW events, ∼
60% of the events (∼ 16 yr−1) can display clear kilonova

signals, while afterglow-dominated events would account

for the other ∼ 40% of the events (∼ 11 yr−1). In the

2.5th and 3rd(Voyager) generation era, the critical mag-

nitudes for the detection of EM emissions from all BNS

GW events would be ∼ 23.5 mag and ∼ 25 mag, respec-

tively. Present and foreseeable future survey projects

can hardly find all EM signals of BNS GW events de-

tected during the ET&CE era. By assuming a single-

Gaussian structured jet model (e.g., Zhang & Mészáros

2002), we have shown that GW170817-like events, which

can be simultaneously observed as an off-axis sGRB and

a clear kilonova, may be scarce. In order to explain

the sGRB signal of GW170817/GRB170817A, a two-

Gaussian structured jet model may be required (Tan

& Yu 2020). Future multi-messenger detection rates of

sGRBs, kilonovae and afterglows can be used for con-

straining the jet structure.

In this paper, we adopt an AT2017gfo-like model as

our standard kilonova model to calculate the kilonova

detectability of serendipitous and GW-triggered ToO

observations. However, many theoretical works in the

literature (e.g., Kasen et al. 2013, 2017; Kawaguchi et al.

2020, 2021; Darbha & Kasen 2020; Korobkin et al. 2021;

Wollaeger et al. 2021) show that BNS kilonova should

be diverse which may depend on the mass ratio of bi-

nary and the nature of the merger remnant. The pos-

sible energy injection from the merger remnant, e.g.,

due to spindown of a post-merger magnetar (Yu et al.

2013, 2018; Metzger & Piro 2014; Ai et al. 2018; Li et al.

2018; Ren et al. 2019)3 or fall-back accretion onto the

post-merger BH (Rosswog 2007; Ma et al. 2018) could

significantly increase the brightness of the kilonova. The

diversity of kilonova and potential energy injection may

affect on the final detection rate of kilonova, which will

be studied in future work.

Software: POSSIS (Bulla 2019; Coughlin et al.

2020b); Matlab, https://www.mathworks.com; Python,

https://www.python.org; LALSuite, (LIGO Scientific

Collaboration 2018);
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APPENDIX

A. AMPLITUDE SPECTRAL DENSITY

The ASD sensitivity curves of GW detectors used in our calculations are presented in Figure 7. For O3, we adopt

the GW190814’s sensitivity curves4 as the O3 sensitivity. The detector sensitivities during HLVK, PlusNework and

3 The dissipation of wind from remnant magnetar (Zhang 2013) or
interaction between the relativistic magnetar-driven ejecta and
the circumstellar medium (Gao et al. 2013a; Liu et al. 2020) may
also produce additional optical emission.

4 https://dcc.ligo.org/P2000183/public

https://www.mathworks.com
https://www.python.org
https://dcc.ligo.org/P2000183/public
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Figure 7. Left panel: the design sensitivity curves of 2nd generation GW detectors and O3 sensitivity curves. Middle panel:
the design sensitivity curves of 2.5th generation GW detectors. Right panel: the design sensitivity curves of 3rd generation GW
detectors.

LIGO Voyager era are adopted from the public data567. The sensitivity curves of ET and CE used in this paper come

from the official websites89.
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