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Überblick

Die Modellierung von Interaktionen zwischen Klima und Vegetation ist in den Bio-

geowissenschaften ein zentrales Forschungsfeld. Aufgrund einer hohen Komplexität

in der Interaktion beider Systeme kommen hier klassisch statistische Ansätze an

ihre Grenzen. Ein großes Potential wird hingegen in neuen Ansätzen wie den Re-

current Neural Networks (RNNs) gesehen, die zunehmend auch in den Biogeowis-

senschaften an Bedeutung gewinnen. Noch fehlen allerdings Erfahrungen, was genau

für eine gute Modellierung mit RNNs wichtig wäre. Die vorliegende Arbeit un-

tersucht daher den Aspekt, inwiefern der Einsatz von höher aufgelösten Daten zu

einer verbesserten Modellgenerierung führt. Dazu wurden zwei Vegetationsmodelle

mithilfe von RNNs erzeugt, die die Wechselwirkung zwischen Klima und Vegetation

mithilfe von unterschiedlich zeitlich aufgelösten Klimadaten modellieren. Im An-

schluss daran wurde die Leistungsfähigkeit der Modelle miteinander verglichen. Es

lässt sich feststellen, dass die Vorhersageleistung des Vegetationsmodells mit höherer

zeitlicher Auflösung verbessert werden konnte. Dabei profitierte insbesondere die

Vorhersage von Anomalien in Vegetationsdaten. Somit kann davon ausgegangen

werden, dass der Einsatz von höher aufgelösten Daten, die Vorhersagefähigkeit von

Modellen ökologischer-klimatologischer Beziehungen verbessert.

Abstract

The modeling of interactions between climate and vegetation is a central to re-

search in the field of biogeosciences. Due to a high complexity in the interaction of

both systems, classical statistical approaches reach their limits. A great potential,

however, is seen in new approaches such as Recurrent Neural Networks (RNNs),

which are increasingly gaining importance in the biogeosciences. However, there

is still a lack of experience, which would be important for good modeling with

RNNs. Therefore, the present work investigates the aspect, to what extent the use

of higher-resolution data leads to an improved model generation. For this purpose,

two vegetation models were generated using RNNs, which model the interaction

between climate and vegetation using climate data with different temporal resolu-

tions. Subsequently, the performance of the models was compared. It was seen that

the prediction performance of the vegetation model with higher temporal resolution

could be improved. Especially the prediction of anomalies in vegetation data bene-

fited. Thus, it can be assumed that the use of higher-resolution data improves the

predictive power of models of ecological-climatological relationships.
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Chapter 1

Introduction

Vegetation dynamics are largely determined by temperature, water and light. They

are therefore particularly influenced by climatic conditions. But the vegetation itself

also influences the climate system. For example, the composition of the atmosphere

is changed by the transfer of water vapor and the exchange of carbon dioxide [54,

72]. These complex interactions between climate and vegetation represent a major

challenge for predictions of future climate. They are of high relevance especially

against the background of climate change. A better understanding of both com-

ponents would therefore also enable improved forecasts. Especially the vegetation

reaction to past climate variability (so-called memory effects) seem to be of central

importance [52, 7].

1.1 Related Work

These memory effects have already been investigated using linear regression models

to predict the vegetation state [83, 72, 31]. These studies could contribute to a better

understanding of the interaction between climate and biosphere. However, there are

indications that linear models may not be sufficient to comprehensively represent

vegetation dynamics [54]. Therefore, the investigation of vegetation dynamics re-

quires new approaches to model even these highly nonlinear processes. The success

of Recurrent Neural Networks (RNNs) in other disciplines dealing with sequential

data, such as Natural Language Processing, suggests that this method may also

be relevant for modeling in the biogeoscientific context [65, 86]. First attempts to

model memory effects using RNNs have already been made [7, 34]. From the results,

it can be concluded that this method can indeed be used to better capture memory

effects. However, it is still an open question which key determinants improve the

prediction of a model.
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Chapter 1 Introduction

1.2 Motivation

It is known from other areas that the success of modeling using deep learning meth-

ods often depends on the availability of a large amount of training data. This can

be observed, for example, in the ImageNet classification challenge 1. Here, over one

million labelled images are available for training models to achieve or even exceed

human performance [25, 36]. A successful transfer to the modeling of ecological and

climatological interrelationships could thus be accompanied by a higher resolution

of the available input data.

In this thesis such a possibility is examined by comparing the performance of two

vegetation state models. For this purpose, two models are generated using RNNs,

which were trained with a higher and a lower temporal resolution, respectively.

Subsequently, the hypothesis is tested whether the performance of the model actually

increases when modeling is performed using higher-resolution features.

1.3 Task Description

Based on Kraft et al. [34], two vegetation models were generated using RNNs. These

contained climate data in daily (MD) and 15-daily (M15-D) resolution. The predictive

power of both models was then evaluated and compared in a multi-level evaluation

phase. Finally, possible implications and deficits in the process were derived and

discussed.

1http://image-net.org/challenges/LSVRC/
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1.4 Overview

1.4 Overview

The aim of the thesis lies between the disciplines of ecological climatology and ma-

chine learning. Due to the interdisciplinary character, a basic introduction to central

concepts of these disciplines is given first (chapter 2). In subsection 2.1 the terms

vegetation and memory effect are explained and central abiotic factors for vegeta-

tion dynamics are outlined. Subsection 2.2 presents concepts that are important for

understanding the training process of the RNNs. In chapter 3 the pipline for gener-

ating the vegetation models is outlined. Furthermore the metrics that were used for

the performance evaluation of the models are introduced. Subsequently, the results

of the three-step evaluation procedure are presented and compared (chapter 4). Fi-

nally, a concise discussion and classification of the results follows (chapter 5). At

the same time, a view on how a better modelling of climate-biosphere interactions

could be achieved in the future is given.
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Chapter 2

Theoretical Background

2.1 Ecological Climatology

Earth science is a broad term that encompasses all natural sciences that study the

earth. More specifically the focus is put onto the interactions of the main components

of the earth system: the hydrosphere containing all water on earth, the biosphere

the sum of all ecosystems, the atmosphere the layer of gases surrounding the earth

and the lithosphere, the outermost shell of the planet. Each of these spheres can be

further broken down into more specialized fields [8, pp. 40–50].

The global climate is determined by the interaction of these spheres, the cycles

that connect the spheres and the human systems that influence the cycles [8, p. 7].

This subdivision of earth science is researched by the discipline of climatology. It

investigates the average state of the atmosphere at a given place over time. There-

fore the findings are based on long-term observations and modelling of climate and

geographical factors [68, p. 3].

Apart from climatology, ecology is also of particular importance for this work. It

is a branch of biology that is concerned with the study of interactions of organisms

among themselves and with their environment.

The union of these two disciplines constitutes the interdisciplinary framework of

ecological climatology studying the functioning terrestrial ecosystems through

their cycling of energy, water, chemical elements and trace gases. Climatology and

ecology are seen as components of one another, meaning that atmospheric pro-

cesses are not only influenced by terrestrial ecosystems but ecosystems influence

atmospheric processes as well. This correlation between climate and vegetation was

already discovered by Humboldt while he observed that widely separate regions

have structurally and functionally similar vegetations if their climates are similar [8,

pp. 2–3].

5



Chapter 2 Theoretical Background

2.1.1 Vegetation

The term vegetation describes the assemblages of plant species forming a continuous

and conspicuous plant cover over the landscape with the exception of dry or cold

deserts [9, p. 1]. That means, the total of approximately 390 000 plant species with

each of them having local populations of individual plants are the ultimate basis of

vegetation [13]. In order to study vegetation, it is therefore necessary to investigate

the causes of patterns of plant distribution and the relationship of plants to their

environment, which is done by the discipline of plant ecology [9, p. 23].

The main vegetation properties include [9, pp. 6–7]:

• species composition: which plant species build up the local populations

• structure: structural patterns which arise from the spatial disposition of

different plant species

• physiognomy - the general appearance of vegetation depending on relative

abundance of species

• spatial patterns: depending on the habitat conditions

• temporal patterns: mainly depending on seasonal cycles

The latter two properties are the main one this bachelor thesis will be examining.

There are two main classes of vegetation - natural and semi-natural, with the

distinction being made on the basis on the amount of human influence meaning that

semi-natural vegetation is being lightly managed by humans [9, p. 23]. However

vegetation can be further classified according to its physiognomic properties, the

form and stature of the most conspicuous plants.

The notion that vegetation change occurs in regular patterns has been expressed

already in 1916 by Clements [14]. For example vegetation develops mostly in a

sequential way on bare surfaces. In addition, as part of the normal growth cycle,

regular phenological changes in individual plants occur simultaneously in a plant

population. This usually occurs in correlation with the seasons. These changes in

vegetation are clearly reflected in the time series of the Vegetation Index (VI).

Vegetation index

A VI is a dimensionless radiometric measure that is used as a surrogate measure

of the relative intensity and condition of vegetation. There are many vegetation

6



2.1 Ecological Climatology

indices that are functionally equivalent in their information content, with many of

these indices using the inverse relationship between red and near-infrared reflectance

that is associated with healthy green vegetation. - VIs therefore only reflect the

greenness of vegetation [29, p. 325].

A widely used VI is the Normalized Difference Vegetation Index (NDVI) [69]. It is

calculated from multispectral remote sensing using the wavelength and the intensity

of light reflected from the land surface in the visible and near-infrared spectrum:

NDVI =
ρnir − ρred
ρnir + ρred

,

where ρnir is the near-infrared radiant flux and ρred is the red reflected radiant flux.

The formula is derived from the relationship that healthy vegetation reflects a sig-

nificant amount of light in the near infrared range (and green spectrum) and only a

minimal amount in the red (and blue) spectrum. This relationship is due to the fact

that in healthy plants, the plant pigment chlorophyll absorbs a significant amount of

light from the blue and red spectrum for photosynthesis, whereas the cell structure

of the leaves reflects high proportions of light in the near infrared range. In a plant

that undergoes senescence in the fall or is exposed to stress, the chlorophyll pigment

may disappear and the lack of energy causes the leaf structure to change, reflect-

ing wavelength differently [29, p. 319]. The NDVI produces values ranging from

(−1,+1). A high NDVI from 0.6 to 0.9 corresponds to dense, productive vegetation

as found in temperate and tropical forest areas with plenty of photosynthetically

active plants. Areas with low vegetation such as shrubs and meadows or trees with

withering leaves can result in moderate values from 0.2 to 0.5. Areas without veg-

etation such as barren rock, sand or snow have a very low NDVI of 0.1 or less and

clear water scales in the negative value range [82]. When calculating the NDVI, data

should be pre-processed to reduce noise effects of clouds, solar altitude and other

atmospheric influences. But even after preprocessing, the index is still sensitive to

factors such as soil background, especially in areas where vegetation is sparse [29,

p. 325].

2.1.2 Main Abiotic Factors Affecting Plant Growth

Since plants are fixed in position, they have to adapt to the conditions of their sur-

rounding environment. These conditions can be living (biotic) or nonliving (abiotic)

nature. This section focuses on the latter conditions (see table 2.1) and tries to give

a brief overview about them. It is noted that due to the interactions between abiotic

7



Chapter 2 Theoretical Background

factors with each other, the influence of individual factors on plants often cannot be

emphasized. Therefore this is only an analytical separation.

Element Specific property that varies

solar radiation

light intensity, duration, periodicity, direction,

spectral qualities

temperature intensity, duration, periodicity

atmosphere
precipitation form, frequency, duration

gases CO2,O2, relative humidity

soil nutrients, water, morphology

Table 2.1: Main abiotic factors that influence the growth of plants [9, pp. 24–26].

Solar Radiation

Solar radiation determines the light and temperature conditions for plants. Both

play a crucial role in plant growth, as light is used as the primary energy source in

plants whereas temperature determines the rates of biochemical reactions in plants.

Light and temperature are interlinked and influence each other’s states on a daily

and seasonal basis.

Sunlight Due to plants fixed position they need to adapt to the different light

environments which derive from the interaction of the following characteristics [71,

pp. 23–24]:

1. wavelength of the sunlight (quality): the biological effectiveness of photo-

synthesis in plants is highest in the wavelength spectrum from 380 to 710 nm.

Blue and red light have the highest effect on plant growth because they stim-

ulate photosynthesis most. Furthermore blue light triggers the vegetative leaf

growth while a combination of blue and red light triggers the flowering.

2. intensity of the sunlight (quantity): plants adapt to different intensities at

all levels of organization (from molecular to morphological). For example trees

like the eucalyptus attenuates the intensity of incoming sunlight by changing its

growth style and letting it leaves hang.Too little light would create a negative

energy balance for the plants meaning that the photosynthesis cannot produce

enough energy required by the plant. Up to a certain threshold the production

8



2.1 Ecological Climatology

capacity of photosynthesis increases with a higher intensity of sunlight.Too

much light, on the other hand, cannot be used by the plant anymore and

could create oxidative stress that can cause extensive cellular damage including

damaging the DNA [16].

3. time period plants have been exposed to light: continuously changing

light conditions cause stress in plants and can hinder further growth. But on

the other hand in some plants a consecutive amount of time without light is

necessary to start flowering [78].

Air Temperature Air temperature is the temperature of the atmosphere near the

ground that is not influenced by solar radiation, ground heat or heat conduction. It

is a crucial abiotic factor for plants because the rates of biochemical reactions in or-

ganisms double or triple with 10 ◦C increase [10, p. 15]. More precisely, fundamental

processes such as photosynthesis, respiration, transpiration and seed germination

are strongly influenced by it in their functioning. Generally speaking the optimal

temperature range for plants, where they are in an active state, is in the range of

liquid water. However, this optimal range differs for each species’ particular needs

(see examples in table 2.2) [71, pp. 45–50]. Temperatures beyond (cold stress) or

above (heat stress) the plant’s optimal range will determine its fall out from an

active state into a state of rigidity, where life occurs only minimally.

Temperature in ◦C

Plant species Minimum Optimum Maximum

temperate deciduous trees and shrubs -3 to -1 15 to 25 40 to 45

herbaceous (sun) plants -2 to 0 20 to 30 40 to 50

herbaceous (shade) plants -2 to 0 10 to 20 ∼40

Table 2.2: Temperature range for net photosynthesis at light saturation for three
exemplary plant species [9, p. 47].

Atmosphere

The atmosphere supplies the vegetation with CO2 and O2, which are needed for

photosynthesis and respiration. It can be assumed that the necessary concentrations

of these gases are present in the atmosphere in sufficient quantities to allow both

processes to occur without problems [9, p. 49]. Precipitation has a critical impact

9



Chapter 2 Theoretical Background

on vegetation growth. Furthermore it is known that anomalies in precipitation can

create a lagged vegetational response of one to two months [11].

Soil

Soil is the outermost part of the earth that is modified by biotic and abiotic processes.

It is the water and nutrient storage for plants.

Water Water is a key element of life because generally speaking it is the foundation

or main agent for all biochemical reactions. Furthermore, it is the most limiting

abiotic factor to plant growth and productivity and determines the distribution of

vegetation. In most plants, leaves and fruits contain about 90 percent water in

their cells. This water content must be approximately constant because it creates

hydrostatic pressure inside the cells, which in turn is necessary to stiffen the plants’

tissue. Furthermore the temperature of a plant is regulated by the evaporation of

water from leaf tissues during transpiration. Water also creates pressure for roots to

move through the soil and it serves as a primary component in photosynthesis and

respiration [71, pp. 277 – 280]. Essentially all the water that plants need is absorbed

by their roots through a process called capillary action. Inside the plant the water

is passively moved through it. This is due to the negative pressure created by the

evaporation of water from the leaves [44].

Nutrients For their normal functioning plants require many mineral nutrients that

stay beneath the soil such as salts, which plants consume as ions. They are primar-

ily absorbed by the root system in a dissolved form known as soil-water solution.

The nutrients can be divided into the group of macro-elements and trace-elements.

Both are essential for the life of a plant. Macro-elements participate directly in the

metabolism (N, S, P), support it indirectly (K) or are required for enzyme reac-

tions. Trace elements, which are mostly heavy metals, are also necessary for enzyme

reactions in plants but depend on the species [71, pp. 313–314].

2.1.3 Memory Effects

In climatological research temporal phenomena were always of high significance.

Although it was understood since the early 1900s that antecedent events were of

great influence for current functioning of plants, research was mostly focussed on

concurrent abiotic conditions. Therefore there is still a lack of knowledge explaining

10



2.2 Machine Learning in Biogeosciences

temporal linkages between abiotic conditions and biotic responses. Especially how

perturbations such as climate extreme events influence biotic responses on different

time scales [52]. These temporal linkages between short-term climate anomalies and

vegetation response were named memory effects and are defined as influences that

past events have on the present or future responses of an ecosystem to environmen-

tal conditions. A memory effect is a stabilizing mechanism in plants to integrate

past experiences in their response to current situations and therefore relevant when

predicting future changes in vegetation [7].

2.2 Machine Learning in Biogeosciences

To model global interactions between climate soil and vegetation, data from ex-

periments and long-term observations of the earth are used. Since the modelling

is highly computer based, the interdisciplinary character of biogeosciences gets ex-

tended further by computer science.

The models can be designed following a theory-based mechanistic, a data-based

machine learning or a hybrid approach, a combination of the former two approaches.

In mechanistic modelling, researchers first formulate a hypothesis in the form of a

simplified mathematical description of the underlying causal mechanisms that give

rise to the observed phenomenon. Subsequently, experimental observations are made

to test this hypothesis. Machine learning methods do not require a hypothesis in

advance, but rather suitable pairs of input and output variables describing the phe-

nomenon to be investigated, a large dataset and a specific learning method that

learns complex relationships between input and output data. In both approaches,

first a training set is taken from the available data and used to construct and cal-

ibrate the model. Then the accuracy of the model is determined by predicting a

test set of the dataset [3]. Both paradigms differ qualitatively in that mechanis-

tic models provide the causality missing in machine learning approaches, but their

simplified assumptions and extremely specific nature prohibit universal predictions

that machine learning approaches can provide. The advantages of one, however,

are the disadvantages of the other, which is why both approaches play a role and a

symbiotic relationship between the two approaches is sought.

2.2.1 Artificial Neural Networks

An artificial neural network is in its broadest sense a sorted triple (N,V,w) that

consists of a finite set of neurons (or units) N = u1, u2, ..., a finite set of weighted and

11



Chapter 2 Theoretical Background

directed connections between these neurons V ⊆ N ×N and a function w : V → R
that defines the weights of the connection between neurons. The behavior of the

Artificial Neural Network (ANN) is determined by its weights w [70]. The simplest

form is a single-layer network, called perceptron. It contains just an input layer

and an output node. By adding more neurons in a layered fashion the input and

the output layers get separated by a group of so called hidden layer(s). Different

ways of connecting these so-called multi-layer networks lead to different network

architectures, such as the feed forward network or the recurrent neural network

introduced in section 2.2.2.

Fundamentals on Learning Learning in neural networks is realized by changing the

weights of the connections between neurons using rules that can be implemented as

an algorithm in a programming language. The process of learning is done during

training, where input data are presented to an artificial neural network. There are

three main paradigms in how a neural network can be trained: (1) unsupervised

learning, where only input patterns are provided to the neural net but no further

aid is given. The network itself tries to detect similarities between patterns in the

data and clusters them into groups, (2) reinforcement learning, where the network

receives feedback on whether it behaves well or not and (3) supervised learning,

where pairs of input and appropriate desired output patterns are provided [35].

Supervised learning is the most common form of machine learning and has been

used in this thesis as well.

Backpropagation of error Prior to starting the training process a dataset has to

be defined. It consists of pairs of an input (x, y) and a desired output x̂. A loss

function that measures the error between the predicted output x̂ and the desired

output x is defined. The weights are then adjusted with the help of an optimization

algorithm called stochastic gradient descent. It computes a gradient vector for each

weight. The gradient indicates by what amount the error would increase or decrease

if the weight were increased by a tiny amount. The weights are then adjusted into

the opposite direction that the model “descends” towards a local minima of the loss

function. The algorithm aims to find the minimum of the loss function, where the

error between predicted and desired output is low on average. Stochastic gradient

descent is applied iteratively until the average of the loss function stops decreasing.

It is stochastic, since in each step only a subset of the data is considered, which

gives a noisy estimate. This iterative learning procedure consists of showing a few

12



2.2 Machine Learning in Biogeosciences

examples of input-output pairs to the model, calculating the average error and the

resulting gradients and adjusting the weights accordingly. The procedure is known

as the backpropagation of error [37].

Hyperparameter Hyperparameters are parameters that determine the network

structure and how the network is trained. They can be interpreted as controlling

the prior distribution of the resulting model, because primary model parameters like

weights are optimized automatically after fixing these parameters [1, p. 125]. They

are an important factor in determining the performance of a neural network on any

problem. The following provides a (non-exhaustive) list of relevant hyperparameters:

• activation function: It transforms the neuron’s input and its previous ac-

tivation state into a new activation state. Mostly the activation function in-

troduces nonlinearity to models which allow ANNs to solve nontrivial prob-

lems. A commonly used activation function is the rectified linear activation

function f(x) = max{0, x} from [0, inf) or the sigmoid activation function

f(x) = σ(x) = 1
1+e−x ranging from (0, 1) [47].

• number of hidden layers and units: These parameters specify the amount

of layers and units between the input and output layer

• dropout: This is a regularization technique to avoid overfitting and therefore

increasing the generalization power of the ANN. The term refers to randomly

dropping a unit from the ANN during training. The parameter encodes the

percentage of units being chosen [75].

• number of epochs: This number describes how often the entire training

data is being passed through the ANN. The training data is mostly passed

multiple times through the network because the iterative process of gradient

descent needs time to fit the model correctly. The number of epochs should be

increased up to the point where validation accuracy starts decreasing which is

a sign for overfitting. A common way to achieve this is by applying an early

stopping algorithm. This algorithm monitors a validation metric and stops

the training when no improvement is observed.

• batch size: A batch is a subsample of the entire dataset that is given to the

network after which parameters are updated. The batch size describes the

total number of training examples that are present in a single batch.
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• learning rate: This parameter controls the step size at each iteration of the

backpropagation of error while moving toward a minimum of a loss function.

There are also extended stochastic gradient descent-based procedures that

adapt the learning rate based on the specific unit such as Adam [32].

Feature preprocessing It is a common observation that relative values of features

have different ranges which leads to the problem of ill-conditioning, where the loss

function has the tendency to be more sensitive to some parameters than others.

This in turn affects the performance of gradient descent. Preprocessing the input

data before helps to let the gradient converge much faster and therefore ensures a

better performance [56].

Two feature scaling methods that are mostly used together are mean centering

and normalization. Mean centering can be helpful to remove certain types of bias

effects. The goal of normalization is to bring the values of the dataset to a common

scale without distorting the variation in the value ranges. One common type of

normalization is to divide each feature value by its standard deviation (sd). Applying

both methods to a dataset standardizes it. That means that each feature is presumed

to have been drawn from a standard normal distribution with zero mean and unit

variance [1, p. 127].

x̂ =
x−mean(x)

sd(x)

Cross-Validation Cross-Validation is a technique for estimating the performance

of a predictive model. The technique can help to overcome generalization issues. A

classical procedure involves dividing the complete data into q equal segments. One

of the segments is then used for testing and the remaining (q − 1) segments are

used for training the model. This process is repeated q times by using each of the q

segments as a test set. At the end the whole dataset has been predicted [1, p. 180].

2.2.2 Architectures

In machine learning different neural architectures are used. The ones important for

this work are introduced in the following.

Feedforward Neural Network

The feedforward neural network was the first ANN. Its architecture is very simple

because the information moves only forward, from the input units through the hidden

14
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units and to the output units. There are no cycles or loops in the network. The

feedforward network can approximate the function y = f(x) as ŷ = f̂(x; θ) for a

given input x with f being the approximated function and θ being the weights that

will be learned for the approximation [22, p. 163].

Recurrent Neural Network

Recurrent Neural Networks (RNNs) are a subclass of artificial neural networks that

in contrast to feedforward networks perform substantially better on sequential data

such as speech or language [37]. This is because they have a feedback mechanism

that integrates previous states of the neural network into the current state. RNNs

process one element at a time and maintain in its hidden units a ’̧ state vector’ that

implicitly contains information about the history of all past elements of a sequence.

It thus learns the relationship between successive inputs and the decisions made are

influenced by what has been learned in the past. They are particularly useful for

discovering information in time coded data [80].
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Figure 2.1: A basic RNN (left) with its time-layered representation (right)

The architecture of the networks is characterized by the fact that connections

exist from neurons of one layer to neurons of the same or a previous layer. These

loops allow the existence of temporal information in the form of a hidden state

that changes with each new input [37]. The figure 2.1 illustrates the concatenated

structure of an RNN. The hidden state at time t is given by the input vector at time

t and the hidden vector at time (t− 1).

ht = f(ht−1, xt)

Another function is then used to learn the output probabilities from the hidden

states yt = g(ht). The implicit assumption of the model is that the time-series has
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Chapter 2 Theoretical Background

underlying properties that do not change and can be captured in the function f(·)
and g(·). Although this is not the case with most real world data, the assumption

is helpful for regularization. Backpropagation has to take the sharing of the weights

by multiple connections and the temporal length into account when updating the

weights during the learning process. That’s why this special type is also referred to

as backpropagation through time [1, pp. 38–40]. Training of RNNs has been hard

because of the resulting high depth of the network. Backpropagation here leads to

either exploding or vanishing gradients in earlier layers making updates unstable.

But this problem can be solved by using different activation functions such as a

ReLU and new training methods such as an adaptive learning rate [1, pp. 28–29].

Even though long-term dependencies can be learned by RNNs, theoretical and

empirical evidence shows that information is not stored for very long [6]. This

problem got solved by adding an explicit memory to RNNs. These ANNs are called

Long Short-Term Memory models (LSTMs) and are described in the following.

Long-Short Term Memory

As mentioned the high number of layers in RNNs gives rise to vanishing or exploding

gradients during backpropagation which makes training very unstable. This results

out of the successive multiplication of the weight matrices at various time-steps. To

address this problem the recurrence equation for the hidden vector which connects

different time-steps with each other gets replaced with an explicit memory. The

first architecture of an RNN with that feature was proposed by Hochreiter and

Schmidhuber in 1997 - the LSTM [27]. The explicit memory - also called memory

cell - acts like a leaky gated neuron. The design intends to create a fine-grained

control mechanism over the data written into this memory. The memory cell has

a connection to itself at the next time-step and copies its content to it depending

on gates that decide what information is going to be ’leaked’. The state of the

memory is called cell state and is a combination of partial ’forgetting’ and ’increment’

operations of previous cell states (seen in figure 2.2). These state values are much

more persistent and thus have a greater similarity through the memory cell across

different temporal layers, which avoids the instability errors RNNs can experience.

In other words it is harder for gradients of the next time step to be different from

the previous one.

The cell state is controlled by gates that control the input, forget and output

operations within the memory [1, p. 292]. In order to determine the hidden state ht
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Figure 2.2: Schematic LSTM cell with its different gates.

and the cell state ct of the memory cell following calculations have to be done. ht

and ct are both p-dimensional.

First the intermediate variables have to be set up:

Input Gate:

Forget Gate:

Output Gate:

New C.-State:


it

ft

ot

ĉt

 =


sigm

sigm

sigm

tanh

W

[
xt

ht−1

]
,

where xt refers to the input layer and ht−1 to the hidden layer from the previous

time step. Both are represented as a column vector and multiplied by the weight

matrix W and their gate functions sigmoid (sigm) or tanh operator. In practice

biases are also used but that has been omitted for simplicity. The intermediate

variables i, f and o are vectors with continuous values between (0, 1) and are referred

to input, forget and output gates respectively. Conceptually these vectors can be

seen as boolean gates that decide whether (i) to add to a cell state, (ii) to forget a

cell state (iii) to allow leakage from the cell state into the hidden state. The boolean
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analogy used helps with understanding the different decisions that are being made

by the updates in the following. ĉt contains the newly proposed content for the cell

state ct. The content actually being used in ct is regulated by the following equation

representing the selective forgetting and adding of new information to the long-term

memory:

ct = ft � ct−1 + it � ĉt,

where � is used here to denote the element-wise product of vectors. The first

part of the equation uses the p forget bits to decide which of the p cell states from

the previous time-step to reset to 0. The second part uses p input bits to decide

which components of the proposed cell state ĉt should be added to the new cell state

ct. The additive form of the equation helps as well with overcoming the previously

mentioned vanishing gradient problem.The cell-state vector is hence the part of the

memory cell that contains a continuously updated long-term memory. The functions

decide at each time step (i) which information of the p cell states from the past to

reset or (ii) which information of the current input to integrate into its memory.

The cell state contains values between [−1,+1] because it is the output of the tanh

function. The next equation decides what part of the long-term memory cell state

is to be leaked to the hidden state ht:

ht = ot � tanh(ct)

The output bits of ot decide which parts of the cell state should be incorporated into

the hidden state [1, pp. 292–295].
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Chapter 3

Materials and Methods

3.1 Data

The datasets used are largely consistent with those of Kraft et al. [34], as they cover

well the abiotic factors that significantly influence vegetation (see section 2.1). The

only exception is the use of the ERA5 dataset instead of ERA-interim, as the former

uses an improved prediction system for the reanalysis [26]. That resulted in a total of

6 dynamic and 21 static explanatory variables used to model the vegetation state.2

This section is divided into the subsection Explained Variable and Explana-

tory Variables. Both terms are commonly used to describe the variable that is to

be predicted and the variables that are used for the prediction, respectively.

3.1.1 Explained Variable

VIs are widely used for measuring the abundance, relative intensity and condition

of vegetation. For modelling, the most popular index, the NDVI was utilized. The

variable was created within the framework of the Global Inventory Monitoring and

Modeling System.3 It is derived from imagery obtained from Advanced Very High

Resolution Radiometer instruments [77]. With vegetation change interfering arte-

facts such as calibration loss or orbital drift were corrected afterwards [49]. Further,

gap filling was derived from spline interpolation or from the seasonal profile. The

dataset spans the time period from July 1981 to December 2015 with a spatial reso-

lution of 0.083° with 15-daily maximum NDVI values measured ranging from −1 to

1 [77]. The NDVI covers most land regions.

2All datasets are available in an internal database collection of the Max-Planck-Institute for Bio-
geochemistry.

3https://ecocast.arc.nasa.gov/data/pub/gimms/3g.v1/
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3.1.2 Explanatory Variables

The utilized explanatory variables can be analytically divided into two parts. One

part of the variables has a temporal dimension with daily resolution and a spatial

dimension in the following section referred to as dynamic climate variables. The

other part is only spatially resolved and referred to below as static climate variables.

Dynamic climate variables

The following variables were used from the climate reanalysis dataset ERA5:

• the minimum, maximum and mean air temperature at 2 m, measured in Kelvin

• the surface solar radiation downwards, measured in MJ m−2

• the relative humidity in percent

The dataset was released by the European Centre for Medium-Range Weather Fore-

casts, within the Copernicus Climate Change Service.4 All variables span the period

from 1979 to present with hourly estimates and a spatial resolution of 0.28°.

Precipitation, measured in mm, was utilized from the Multi-Source Weighted-

Ensemble Precipitation (MSWEP) dataset 5. The dataset is derived from gauge-,

satellite-, and reanalysis-based data. It has been validated on a global scale and

global comparisons suggest that MSWEP exhibits more realistic spatial patterns in

mean, magnitude, and frequency [5]. The dataset was created by Beck et al. [4]

and spans the period from 1979 to 2019 with a 3-hourly temporal and 0.1° spatial

resolution.

All dynamic climate variables cover the entire globe.

Static Climate Variables

Available Water Capacity, measured in mm m−1 taken from the Harmonized World

Soil Database with a spatial resolution of 0.0083° was used [19].6 This variable in-

dicates the amount of water that can be stored in a soil profile for plant growth [73,

4https://www.ecmwf.int/en/forecasts/datasets/reanalysis-datasets/era5
5http://www.gloh2o.org/
6http://www.fao.org/soils-portal/soil-survey/soil-maps-and-databases/

harmonized-world-soil-database-v12/en/
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p. XII].

Water Table Depth, measured in meter by Fan et al. [18] with a spatial resolution

of 0.5° was also utilized.7 The groundwater table depth is globally interpolated from

observations.

Further on, 19 Land Cover Fractions derived from the Moderate Resolution Imag-

ing Spectroradiometer by Friedl et al. [21] of the following classes were employed:

Water, Evergreen Needleleaf Forest, Evergreen Broadleaf Forest, Deciduous Needle-

leaf Forest, Deciduous Broadleaf Forest, Mixed Forest, Closed Shrublands, Open

Shrublands, Woody Savannas, Savannas, Grasslands, Permanent Wetlands, Crop-

lands, Urban and Built-up, Cropland/Natural vegetation mosaic, Snow and Ice,

Barren or Sparsely Vegetated.8 In addition to that, the classes Croplands and

Croplands/Natural Vegetation mosaic were obtained from Monfreda et al. [46].9

3.2 Pipeline

The prediction pipeline gives an overview of the steps conducted to generate the veg-

etation models. At first, the preprocessing of the datasets is described. Afterwards,

the architecture of the RNNs is introduced and their hyperparameter optimization

process described. Finally, an overview of the utilized technologies for the imple-

mentation is presented.

3.2.1 Preprocessing

First, the resolution of all variables was unified to 0.5° to ensure consistency among

them and to reduce noise. In addition, the period January 1982 to December 2015

was selected from all temporally resolved variables, in order to cover the entire period

of the explained variable. The preprocessing steps specific for the explained and the

explanatory variables are illustrated in the following.

Explained variable Following Kraft et al. [34], only observations were included if

the data pixel contained data at more than 80 % of the time steps at aggregation

level. Further deserts, defined as pixels with more than 50 % barren and coastal

7not available online
8https://yceo.yale.edu/modis-land-cover-product-mcd12q1
9not available online
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areas, defined as having 20 % water on it were excluded as well as snow covered

regions and water bodies. Afterwards, the explained variable contained only data

points in a value range between 0 and 1. Data points derived from interpolation or

the seasonal cycle were not removed to provide the model with more training data.

Explanatory variables First, the explanatory variables were standardized with a

mean value of 0 and a standard deviation of 1. Next, two datasets were created con-

taining static climate variables and dynamic climate variables in (1) daily resolution

and (2) mean-aggregated 15-daily resolution. Note, that the 15-day period used for

aggregation is equal to the 15-day measurement period of the NDVI.

3.2.2 Architecture

In order to generate two vegetation models (MD and M15-D), whose performance was

compared, two RNNs were trained on the dataset with daily resolution (RNND) and

15-daily resolution (RNN15-D). Based on the information about ANNs in section 2.2,

an LSTM formed the basic architecture for both RNNs. The specific architectural

design of the RNNs was inspired by the design of Kraft et al. [34], since it produced

good results in their work. However, some parts of the models’ architecture were

changed after an independent model optimization phase. This sections describes,

which parts of the RNN’s architecture and their hyperparameters’ remained the

same during the optimization process. Subsequently, the optimized parts are listed

and the procedure of hyperparameter optimization is described.

Consistent model architecture

First the input data was passed into a fully connected feed forward network with two

layers and 128 neurons. Then a dropout of 0.1 was performed as a regularization

technique. This was followed by an LSTM architecture that was determined in

section 4.1. After the LSTM, another dropout of 0.1 was applied. Ultimately, the

prediction was passed through one fully connected layer with a sigmoid activation

function used to map the output of the LSTM to the prediction of the NDVI in the

value range between (0, 1).

As the optimization algorithm, the adaptive learning rate optimizer ADAM [33]

was utilized since it handles the complex training dynamics of an LSTM better than
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plain gradient descent. As the loss function, the mean squared error (MSE) was

used with:

MSE =

∑n
i=1(yi − ŷi)2

n
,

where y is the observation, ŷ is the prediction and n the batch size. During training,

Early Stopping was used if the average validation loss did not decrease further after 6

epochs and the training data was reshuffled at the beginning of every epoch. (Note:

Early Stopping was not used during optimization.)

Optimized model parts

Three different LSTM architectures were compared in the optimization phase:

• LSTM with two layers (LSTM-2)

Stacking multiple LSTM layers on top of each other can lead to performance

improvements for sequence prediction problems as seen in Graves et al. [23].

• LSTM with one layer and Layer Normalization applied to it (LSTM-Norm)

The technique normalizes the activities across the neurons in a layer [2], can

speed up learning and often improves final performance [85].

• LSTM with one layer and its Forget Gate bias initialized to 1 (LSTM-Bias)

Initializing the bias of the forget gate of the hidden state to a positive value

can lead to performance gains [30].

Furthermore, the batch size, the learning rate and the hidden layer size of the

LSTM were determined.

Hyperparameter optimization

At first a batch size was determined that filled up the entire GPU memory. This was

done to speed up training process since larger batch sizes result in less noisy gradient

estimates and therefore allow SGD-type optimizers to take larger steps, leading to

the same convergence as smaller batch sizes would. but in a smaller number of

iterations[43].

Next, the Asynchronous Successive Halving Algorithm (ASHA) [40] was used to

find a good hyperparameter configuration. The algorithm employs a technique called

aggressive early stopping. The technique is based on the assumption that promising

hyperparameter configurations tend to score higher, relatively to worse ones, even
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early on in the training process and therefore model configurations that perform

badly in the beginning can be directly stopped. Due to time constraints, ASHA

tested the performance of only 15 randomly selected model configurations for 10

epochs by measuring their validation loss. The reduction factor was set to three,

meaning that in every iteration of the algorithm 75 % of bad performing models were

no further trained. The model configurations consisted of the LSTM architecture

(LSTM-2, LSTM-Norm, LSTM-Bias), the size of its hidden layer (128, 256, 512),

and the learning rate (1× 10−10, 1× 10−10). The selection range from which the

values were chosen is given in brackets. The model configuration, which achieved

the lowest validation loss was selected.

The last step was to confirm the learning rate determined by ASHA with the

method described in Smith [74]. For this purpose, the previously determined pa-

rameters - except for the learning rate - were fixed. Subsequently, the measured loss

occuring at different learning rates between (1× 10−8, 1) was plotted against each

other. Next, the minimum of the derivative of the resulting function was determined

and chosen as the initial learning rate.

3.2.3 Cross-Validation

There is an autocorrelation in time and space between environmental variables. That

means the value pairs of randomly chosen variables at places that are close in time

or space are more or less similar than it would be expected for a randomly chosen

value pair of these variables [38]. Therefore, when modeling environmental variables,

a non-independence of residuals is observed and the model may overfit the data and

absorb structured residual variations, that in fact cannot be adequately explained by

the utilized input variables. For example, if the model contains residuals resulting

from different regional nutrition profiles of the soil, these residuals should not be

explained by the input data.

Hence, in contrast to the simple cross-validation strategy outlined in section 2.2.1

and in order to learn in a bias-reduced way, the input data are divided into spa-

tially distinct blocks. The choice of block sizes results in a trade-off between au-

tocorrelation requirements, data limits and computational limits [67]. The chosen

implementation aligns with the cross-validation scheme of Kraft et al. [34], where

the datasets are divided into spatial and temporal blocks to reduce the autocorre-

lation between environmental variables. Note that the blocking approach increases

the independence between the cross-validation sets, but does not entirely remove it.

This scheme was utilized for the prediction of all vegetation models.
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Following, is an overview of the implementation of this scheme (see also figure

3.1): spatial blocking was implemented by randomly assigning 5× 5 pixel blocks of

the world map to one of four spatial folds. This was implemented using a block mask

(see figure A.1). The temporal blocking was achieved by splitting the time period

from 1982 to 2015 (33 years) into four folds, with the first fold of 10 years and the

three remaining folds of 9 years each. These time periods overlap by one year with

the next time period. The first year of each time period can be seen as a warm-

up period to ensure that the LSTM’s memory cell has enough information about

potential memory effects encoded before its predictions are used. Each model’s

training set consisted of two spatial blocks and three time slices to leave as much

data as possible for the training of the model. The remaining time slice was used for

the validation set and test set, with each of them containing one of the two remaining

spatial blocks. This way each fold contained about 73 % of the data for training and

13.5 % for validation purposes. For the test set, 12.6 % of the input data was used.

The absolute amount of data points for training, validation and test sets are listed

in table 3.1. In total, 16 folds (four folds temporal and four folds spatial blocking)

were used for one complete prediction of the NDVI from 1982 to 2015. In order to

make predictions more robust, the prediction was repeated five times with different

spatial blockings. Thus, each RNN was run a total of 80 times for the generation of

its vegetation model.

Amount of Data Points

RNN Training Validation Test Total

in % 73.8 13.6 12.6 100

RNND 186 701 523 34 368 872 31 686 680 252 757 075

RNN15-D 12 267 216 2 258 496 2 082 240 16 607 952

Table 3.1: Valid data points utilized in the training, validation and test set in percent
(top row) and in absolute numbers for RNND (second row) and RNN15-D

(third row).
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Figure 3.1: Spatio-temporal cross-validation scheme: the 4 temporal folds contain
9 years - except for the first fold containing 10 years - with one year
overlap to the next fold (warmup year). While the temporal blocking
is fixed the temporal subdivision is fixed, the spatial blocking of blocks
(of 5× 5 pixels) is random. The four four different colors represent one
spatial fold each. The entire cross-validation is repeated 5 times with
changing anchor points such that the points covered by one block are
varying.
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3.2.4 Technology

The following list contains all technologies, frameworks and libraries used for the

implementation of the pipeline on a Nvidia DGX-1 workstation with four available

Tesla V100 GPUs (16GB):

Preprocessing

• xarray 0.16.0 [59] for the preprocessing of the netcdf datasets because of its

intuitive handling of multidimensional datasets [28]

Prediction framework

• the Docker Image PyTorch 20.03 by Nvidia [51] with the Python distribution

Anaconda with Python 3.6 [60] and numpy 1.18.5 [50]

• from the open source machine learning library PyTorch 1.5.0 [61] the pre-

implemented ANN model architectures and the optimization algorithm Adam

alongside PyTorch’s data loading mechanisms

• PyTorch Lightning 0.8.5 [62], a high-level interface for PyTorch, utilized for

structuring the code and to enable an intuitive GPU deployment for the RNNs

Hyperparameter optimization

• the ASHA implementation of the python library RAY 0.8.7 [64]

• PyTorch for implementing the LSTM-2 and LSTM-Bias architecture

• the implentation of the LSTM-Norm architecture from haste 0.4.0 [41]

• from PyTorchLightning its learning rate and batch size finder

Evaluation

• TensorBoard 2.3.0 [76] for logging the training and optimization progress and

pandas 0.24.2 [53] for the analysis of the logs

• matplotlib 3.2.1 [42] and xarray for generating plots and maps

The code for the prediction framework was written in Visual Studio Code 1.41.1

[45] via code-server 2.1698 [15]. JupyterLab 1.0.4 [58], was utilized for live-coding

during the preprocessing and evaluation step.
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3.3 Evaluation Metrics

First, more robust vegetation models MD and M15-D were created by aggregating the

five model predictions of each models’ respective RNN. Afterwards the observation

of the NDVI and the models’ predictions of it were masked such that only non-gap-

filled values i.e. actually measured values were considered during evaluation [57].

Furthermore, the time series of the observation and the predictions was resampled

to a monthly resolution.

The raw time series (NDVIRAW) were then split up into their seasonal components

(NDVIMSC) and their anomaly components (NDVIANO). NDVIMSC was computed

as the pixel-wise median per month over the whole time series and the anomalies

were calculated with NDVIANO = NDVIRAW −NDVIMSC.

In the next step, the predictive performance of MD and M15-D was measured for

the raw time series and its decomposed components. This was done by calculating

the Root Mean Squared Error (RMSE) and the Nash–Sutcliffe model efficiency co-

efficient (NSE) [48] between the observation and the respective model prediction.

The RMSE is a frequently used metric for quantifying the prediction error in terms

of the units of the variable calculated by the model:

RMSE =

√∑N
i=1 (Oi − Pi)2

N
,

where Oi and Pi represent the sample of size N containing the observations and the

model estimate, respectively. It ranges from 0 to ∞, with RMSE = 0 indicating

a perfect fit. The NSE is a dimensionless goodness-of-fit indicator ranging from

(−∞, 1]. Its relating formula is as follows:

NSE = 1−
∑N

i=1 (Oi − Pi)
2∑N

i=1 (Oi −O)2
,

where O is the mean of the observed values. A NSE of 1 indicates that the model

fits perfectly to the observation, while an NSE lower than 0 suggests that the mean

of the observed value of the observation is a better predictor than the evaluated

model itself [66].
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The performance between MD and M15-D was compared on different levels:

• global performance: it was calculated as the combined RMSE and NSE

over all pixels and time-steps.

• regional performance: all pixels were pooled over the temporal dimension in

order to find out if the models had a diverging performance in specific regions

of the world.

• biome-specific performance: the maps resulting from the measurement

of regional performance were aggregated per hydro-climatic biome (see figure

A.2), as defined by [55].

As an additional metric, the modelling capability of memory effects (Mem) as

defined by Kraft et al. [34] were calculated between the models with access to time

series information (MFull) and a baseline model without information about the tem-

poral context (MB). The baseline was obtained by training the RNN15-D with 15-

daily aggregated input data, whose time series were randomly permuted. Thus, MB

did only learn instantaneous effects between input and output variables. Mem is

defined as the performance improvement between MFull and MB. It is calculated as

the difference between the NSE of NDVIANO of MFull (MemFull) and MB (MemB):

Mem = MemFull −MemB. Mem is measured in %. The idea behind this metric is

that the NDVIANO, i.e. the changes in vegetation that deviate from the seasonal cy-

cle, can be interpreted as a memory effect, since these anomalies are mainly caused

by short-term and mid-term climatic anomalies (see section 2.1.3). Furthermore,

the NSE of NDVIANO measures the amount of variance in the observation that is

found in the prediction. Therefore, a high NSE approximates better the variance

between observation and prediction.This is assumed to correlate with a good pre-

diction of memory effects. The difference between MemFull and MemB quantifies

the importance of time series information utilized for generating MFull in terms of

memory effects.
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Results

4.1 Hyperparameters

This section gives a short overview of the optimization process. Table 4.1 lists the

final hyperparameter configurations that were selected for the training of RNND and

RNN15-D, and thus also for the prediction of the vegetation model MD or M15-D and

MB.

Determination of Batch Size In the first step of the optimization phase the batch

size finder determined 83 and 682 as the batch size that filled up the entire GPU

for RNND and for RNN15-D respectively. To assure that no memory allocation error

would occur during training, the batch size was slightly decreased to 80 (RNND)

and 680 (RNN15-D) filling roughly 15 GB GPU memory. With this batch size one

training epoch consisted of approximately 380 (RNND) and 45 iterations (RNN15-D).

Hyperparameter Search The following hyperparameter search with ASHA gener-

ally went as planned, except that three randomly generated configurations lead to

NaN losses for RNN15-D. That resulted in only twelve configurations being effec-

tively evaluated for this RNN. The search revealed that both RNNs did not show

a high sensitivity to different hyperparameter configurations except for the model

architecture.

The best performing configuration for RNND - with an average validation loss of

4.44× 10−3 - was found to be the LSTM-2 architecture with a hidden layer size of

256 and a learning rate of 3.9× 10−4. In the case of RNN15-D the configuration with

the highest performance in the tests was the LSTM-2 architecture as well with a

hidden layer size of 512 and a learning rate of 5.5× 10−4. The model had an average

validation loss of 4.56× 10−3. The results of the second best configurations can be

found in table B.1.
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Learning Rate Finder To reassure that the randomly chosen learning rate was a

good fit for both RNNs the learning rate finder was deployed and different learning

rates between (1× 10−8, 1) tested (see B.1). The optimal learning rate resulted in

being close to the ones already determined by ASHA: 5.25× 10−4 for RNND and

4.37× 10−4 for RNN15-D.

RNN Batch Size
Learning Rate

in 10−4

LSTM

Architecture Hidden Units

RNND 80 4.37 LSTM-2 256

RNN15-D 680 5.25 LSTM-2 512

Table 4.1: Final hyperparameter configurations of both RNNs utilized for predicting
the vegetation models.

4.2 Performance

4.2.1 Training Progress

Since the model generated with RNND contained about 15 times more data points

than the models generated with RNN15-D, the training times differed substantially.

The prediction of MD needed a total of 27.5 GPU days and for M15-D and MB 7.5

GPU days. In order to optimize the GPU usage, the training was conducted in two

phases: Phase one contained, the prediction of M15-D and MB with RNN15-D and

phase two the prediction of MD with RNND. For all RNN runs the mean validation

loss was slightly higher than the mean train loss indicating a good fit for all models

for their respective datasets. A plot of the average training and validation progress

is found in figure B.2. The mean validation and test loss differed only marginally

for all runs, with a slight worsening (1.8 %) for M15-D, a slight improvement (0.8 %)

for MD and remaining unchanged for MB (see table 4.2). As seen in table 4.2 The

lowest average test loss was achieved for the training of MD with 3.87× 10−3. A

scatter plot containing the test losses for all runs is found in figure B.3.
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Model
Training Times Number of Loss in 10× 10−3

in h/fold in d/block epochs steps Training Validation Test

MD 8.2 5.5 40.8 10 429 2.58 3.9 3.87

M15-D 2.3 1.5 51.7 1571 3.14 4.17 4.1

MB 2.4 1.6 54.1 1641 5.03 5.79 5.79

Table 4.2: Average training progress metrics over 80 runs, that have been conducted
to generate the models MD, M15-D and MB.

4.2.2 Evaluation

The performance evaluation was conducted on different levels for the vegetation

models. At first, an exemplary time series decomposition is demonstrated to give a

first impression of the different performances between MD, M15-D and MB. This is

followed by a short analysis of the global performance metrics and a more detailed

evaluation of the regional an more specifically biome-specific performance differences

between MD and M15-D.

Time-Series Decomposition

For the time series decomposition a 50km grid of the Thuringian Forest of the year

1990 was selected. Figure 4.1 contains this decomposition of all models column-wise

for MD, M15-D and MB, respectively. Furthermore, the time series of the observation

(grey) is drawn into each plot to give a visual impression of the predictive perfor-

mance of each model. The first row of each column contains the raw time series

and row two and three its decompositions. The text box on the top right of each

graph contains the RMSE and NSE for the respective model and time series of the

exemplary data point.

Visually comparing the raw time series (solid line), it shows that MD slightly

outperforms M15-D and MB by approximating the bumps in the function better. In

contrast the Median seasonal cycle (MSC) (dashed line) was approximated well by

all models, starting with a steep rise in February that continued until May. The

sequence was followed by a slow flattening until October where the decrease started

to accelerate. The only exception was the sudden rise of the NDVI in October.

This rise was incorrectly approximated by all models however MD and M15-D did

adapt better to this deviation than MB did. The better performance of MD and

9The year was selected by chance.
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M15-D compared to MB was again reflected in the anomalies (dotted line), whereby

MD showed the best fit with a NSE of 0.31. Nevertheless, it is apparent that the

predictive accuracy of the models differs, especially for the anomalies. This is also

evident when looking at the spatially-aggregated time series of the full time range

in figure B.4.
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Figure 4.1: Exemplary time series decomposition of the NDVI of the year 1990 for
a 50 km grid of the Thuringian Forest at 50.25°N, 10.25°S.
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Global Metrics

The better performance of MD observed in the previous section was found on the

global level as well. MD achieved an RMSE of 0.052 compared to model M15-D with

an RMSE of 0.054. This is an error reduction of 4 %. The NSE increased by roughly

0.4 % from 0.950 to 0.954 from M15-D to MD (see table 4.3).

Looking at the decomposed time parts between MD and M15-D, major improve-

ments in the prediction performance were seen primarily for the anomalies with

regards to the NSE (about 38 %) and the RMSE (2.5 %). For the median seasonal

cycle the NSE improved only marginally by 0.3 % and the RMSE the rmse improved

by 5.7 %.

As expected, the baseline model performed worst for all metrics. Further, the

performance improvements between MB and the daily and 15-daily model occurred

in the same manner as observed between M15-D to MD: The NSE increased signifi-

cantly (about 57.9 % and 14.5 %) for the anomalies and the RMSE decreased (about

26.9 % and 22.6 %) for the median seasonal cycle (from MB to MD and from MB to

M15-D respectively).

Models increase in %

Metrics Time Series MD M15-D MB M15-D � MD MB � M15-D MB � MD

NSE

NDVIANO 0.158 0.115 −0.100 37.8 215 258

NDVIMSC 0.977 0.974 0.957 0.3 1.8 2.1

NDVIRAW 0.954 0.950 0.926 0.4 2.5 2.9

RMSE

NDVIANO 0.039 0.040 0.044 −2.5 −10.3 −12.5

NDVIMSC 0.037 0.039 0.050 −5.7 −22.6 −26.9

NDVIRAW 0.052 0.054 0.066 −4 −17.3 −20.6

Table 4.3: Global model performance in terms of NSE and RMSE for MD, M15-D, MB

for for all time series (column 3 to 5). Improvement of model prediction in
percent from M15-D to MD and MB to M15-D or MD, respectively (column
6 to 8).
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Regional Performance

In order to investigate how the performance differences between the vegetation mod-

els observed at the global level were expressed regionally, the performance metrics

were aggregated over the time dimension and then analysed. This way a map could

be plotted that contained the mean performance of each pixel in terms of RMSE

and NSE.

Looking at figure 4.2, the performance of MD and M15-D (two upper maps) as well

as its difference (bottom map) for NDVIRAW is illustrated. Both upper maps show

that the RMSE is distributed homogeneously over the entire measuring area. Re-

gions with a low RMSE can be found mostly in arid regions, such as areas bordering

on the Sahara or Western Australia, probably due to low vegetation signal. The

bottom map of difference between MD and M15-D indicates through its blue shading

that MD achieved overall a lower RMSE. Especially between 0° to 20°S and Eastern

Europe.

Figure 4.3 contains three maps with the performance map for the NSE of the

NDVIRAW. As seen in the upper two maps the NSE was in general high in the

northern temperate and boreal regions, eastern South America, as well as Steppe

and Savanna ecosystems of Africa. All these regions have a distinct seasonal NDVI

signal. In contrast rainforests and dry regions showed lower NSE values. This can

be attributed to the fact that the influence of the seasonal cycle is only marginal in

these regions and therefore prediction errors take a larger effect due to lower overall

variance of the MSC. The difference shaded in red (bottom map) indicates that

main improvements of the NSE were found in tropical regions in South America and

Africa and in the north of Australia.

Comparing the RMSE for the decomposed parts of the time series (see figure B.5,

bottom two maps) that the main improvements from M15-D to MD were found for

the MSC (map bottom left). Nevertheless, the red dots on the map indicate that

in some cases the predictions got slightly worse. For the anomalies (map bottom

right), main improvements were found in northern temperate regions.

Major improvements from M15-D to MD in terms of NSE (see figure B.6) were

found for for NDVIMSC (map bottom left) in the southern hemisphere (the north

of South America, Central Africa and Australia) and for NDVIANO (map bottom

right) in Europe, Central Africa and the eastern part of North America, which are

the same regions on the map that improved the RMSE of NDVIANO as well.

Next, Mem, the performance metric to measure the modelling capability of mem-

ory effects was determined for both models. Mem was 25 % for MD and 21.9 % for
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M15-D. The improvement of 3.1 % between M15-D and MD indicate that memory ef-

fects in vegetation change were potentially better modelled with MD. Looking at the

map of differences between both (see figure 4.4) the prediction improved especially

in boreal regions and the subtropical and transitional regimes.

Biome-specific Performance

Figure 4.5 and table B.2 give insight about the performance of the models in dif-

ferent hydroclimatic biomes. In the following, the number in brackets indicates the

respective biome(s). The mean RMSE for MD and M15-D lies in the range from 0.04

(6) to 0.06 (4). In terms of NSE all boreal regions (1-4) achieve a high NSE of over

0.9 followed by mid-latitude regions (7,8) with an NSE of around 0.8. The lowest

NSE is seen in the subtropical water driven (6) and tropical biomes (11) with around

0.4.

Comparing MD to M15-D it is found that the biggest improvements between both

models are located in the tropics (10) with the NSE improving 12.5 % and the RMSE

improving 5.8 % from M15-D to MD followed by the transitional energy-driven regime

(11) and the subtropical water-driven regime (6). The violin plots indicate that the

variance is highest in these regions considering all models. Furthermore, it is notable

that the biggest performance improvement between M15-D and MD are found in the

same biomes, whose predictions improved most from MB to M15-D. The lowest

improvements with respect to the NSE and RMSE were found to be in the boreal

biomes (1-4) from MB to M15-D as well as from M15-D to wMD.

For the biome-aggregated metrics for the time series decomposition (see figure

B.7) it is striking that for MD and M15-D the MSC in boreal regions (1-3) has a

similar NSE of around 0.98 and an RMSE of around 0.03. Further, the metrics

for the MSC diverge between MB and both other models strongly in the tropics

(1), subtropics (6,9) and transitional regimes (5,11). The RMSE for NDVIANO is

similar for all models but slightly higher in boreal regions (1-4) and the subtropical

energy-driven biome (9). The highest prediction of anomalies was reached in boreal

regions (1-4) and the transitional water driven regime (5), with (1) improving by

70 % from 0.14 to 0.24 (NSE) and by 6 % from 0.046 to 0.043 (RMSE) from M15-D

to MD. The distribution of MD and M15-D was found to be similar for all biomes for

the decomposed and raw time series.
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Figure 4.2: Performance map in terms of RMSE for NDVIRAW: the two upper maps
show the mean RMSE of MD and M15-D for the aggregated raw time
series. Both maps are anchored in the same value range between 0 and
0.06. Darker [lighter] values indicate places with a lower [higher] RMSE.
The bottom map is the map of difference between MD and M15-D. The
color bar is centered around 0 between anchor points −0.01 and 0.01.
Red [blue] indicates that the prediction of the MD [M15-D] is better. The
boxes in the left part of the maps show the value range of the 5th and
95th quantile of the data.
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Figure 4.3: Performance map in terms of NSE for NDVIRAW: the two upper maps
show the mean NSE of MD and M15-D for the aggregated raw time series.
Both maps are anchored in the same value range between 0 and 1. Darker
[lighter] values indicate places with a lower [higher] NSE. The lower map
is the map of difference between MD and M15-D. The color bar is centered
around 0 between anchor points −0.15 and 0.15. Red [blue] indicates
that the prediction of the MD [M15-D] is better. The boxes in the left
part of the maps show the value range of the 5th and 95th quantile of
the data.
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Figure 4.4: Performance maps in terms of Mem: the upper and middle map show
the Mem of MD and M15-D respectively. Both maps are centered around
0 between anchor points −0.75 and 0.75. Red shades indicate places
where the memory effects are better modelled. The bottom map shows
the spatial differences in modelling Mem between MD and M15-D. The
color bar is centered around 0 between anchor points −0.2 and 0.2. Red
[blue] indicates spots, where memory effects are more predicted by MD

[M15-D]. The boxes in the left part of the maps show the value range of
the 5th and 95th quantile of the data. Furthermore, for the upper and
middle map the globally aggregated Memory Effect is stated as ’Mem’.



Figure 4.5: Biome-specific performance in terms of RMSE and NSE for NDVIRAW:
the violin plots show the per-biome aggregated NSE (upper graph) and
RMSE (lower graph) for MD (blue) M15-D (orange) and MB (green) for
the raw time series. The violin indicates the distribution of data points
between Q05 and Q95. The mean of the distribution is marked with a
black dot.



Chapter 5

Discussion

5.1 Model Performance

The temporally and spatially pooled improvement in performance from M15-D to

MD for the prediction of NDVIRAW was 0.4 % in terms of NSE and 4 % in terms

of RMSE. Although this improvement may seem small, the decomposition shows

that especially the prediction of the anomalies with regards to the NSE show a large

improvement of 37.8 % and in the RMSE by 4 %. Compared to MB, there is even an

improvement of 258 % (NSE) and 26.9 % (RMSE). Further on, the maps in figure 4.3

indicate that these NSE improvements happened especially in regions, where both

models achieved a low NSE (Tropics, Australia). There is no noticeable improvement

in the prediction of the NDVIMSC in terms of NSE, which may be due to the fact

that both models already achieve very high NSE values of over 0.97. Nevertheless,

the 5.7 % enhancement in RMSE from M15-D to MD suggests that the observed MSC

approximation could be improved. These observations can be taken as an indication

that the prediction of memory effects has indeed improved qualitatively.

5.2 Biome-Specific Memory Effects

The performance of both models with regard to Mem could be reproduced with

similar results as seen in Kraft et al. (see figure 4.4). According to this metric,

the greatest influence of memory effects was measured in subtropical and transi-

tional ecosystems. These ecosystems comprise the arid and semi-arid regions of the

world, i.e. regions with particularly limited water resources [55]. Even though plants

have adapted to these water limitations their growth is still strongly dependent on

soil moisture. The utilized explanatory variables, especially precipitation, water ta-

ble depth, solar radiation and temperature have a great influence on soil moisture.

Thus, it may be assumed that the state of soil moisture is implicitly modelled in the
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memory of the LSTM. Another possible explanation for the particularly high mea-

surement of memory effects in these regions would be, that there is little vegetation

and therefore little changes in the NDVI. Wrong predictions of MB thus produce

larger deviations from the observations, which leads to erroneously recognized mem-

ory effects due to the way how memory effects are calculated. Furthermore it was

observed that the variance of the predictions in terms of NSE was especially high in

these biomes (5,6,9,11 in figure 4.5). Additionally, in most of these biomes (6,9,11),

neither M15-D nor MD is able to achieve an NSE well above 0 for the anomalies

(see figure B.7). Consequently, memory effects measured in these regions should be

considered with caution.

The strongest prediction improvement in memory effects of up to 70 % (1) between

M15-D and MD were found in boreal biomes (1-4 in figure B.7). These memory

effects could be related to the process of thermal acclimation of plants, which can

be observed in boreal biomes. Thermal acclimation is the mechanism of adapting

the optimal temperature for photosynthesis not to instantaneous temperatures but

to previous temperature curves (ranging from days to weeks) [81]. Therefore, the

momentary photosynthesis performance and thus the greenness of the vegetation

depends on previous temperature processes. If, for example, a sudden cold spell

occurs, the plants would need a few days to adapt their photosynthesis performance

to the new temperature. During this time their photosynthesis performance would

be reduced and the vegetation would appear less green. The higher resolution of the

temperature variables of MD may have made the model more capable of connecting

the anomalies in the temperature profile with the correct prediction of the NDVI.

A further observation was, that the biome-specific model performance in terms of

NSE between NDVIANO and NDVIMSC is highly correlated with an R2 of 81.9 %:

looking at figure B.7 the biggest performance gains in NSE from M15-D to MD for

the prediction of NDVIANO were found in these regions that had the a very high

NSE with a low variance for the prediction of NDVIMSC (1-5). A good prediction

of the median seasonal cycle is thus possibly the condition for a good prediction of

anomalies in biomes.
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5.3 Limitations and Possible Enhancements

The general prediction capability of the models is limited by the following factors:

• noise: the datasets used have inherent noise and biases, which can be at-

tributed to the sensor which collects the data, the changing observation con-

ditions and the different methods of data processing.

• complexity of modelled processes: vegetation processes are very complex

and depend on other abiotic factors, such as the nutrient supply and moist

of the soil and biotic factors, neither of which were directly conveyed to the

model.

• autocorrelation of climatological variables: the cross-validation strategy

used has an inherent bias-variance trade-off, which means that although we

counteract the problem of overfitting to residuals that cannot be explained by

the input variables, the model becomes less adaptable to local characteristics

and mostly learns from global memory effect pattern instead.

Furthermore, the prediction of the memory effects are limited by vegetation

anomalies which are less robust to this noise than the prediction of the median

seasonal cycle. Therefore the true effect of climate anomalies on vegetation anoma-

lies is believed to be larger.

A potential improvement in modelling climate biosphere interactions could be

achieved by deploying more advanced RNN architectures such as the Transformer

[79]. This assumption is based on the observation that in the domain of natural

language processing classical LSTMs - as the ones deployed in this study - have

been replaced by Transformer models due to their superior performance [17, 63].

Since in both domains - natural language processing and biogeosciences - deal with

sequential data, it is quite possible that the improvements can be transferred to

biogeosciences as well (see [84]).

During the optimization phase of this work it was noted that the hyperparameter

sensitivity of the deployed RNNs was not very high. Nevertheless, it should be em-

phasized that a proper choice of hyperparameters is important when deploying deep

neural networks. The reason being is that a good hyperparameter is likely to speed

up the learning process and enhance the ANNs performance. Key parameters that

should be considered during any hyperparameter optimization are the optimization
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algorithm, the learning rate, the batch size and the hyperparameters related to the

model design such as the number of hidden layers or the width of hidden layers.

In order, to increase the probability of finding a an optimal configuration during

hyperparameter optimization, an attempt should be made to test a reasonably high

amount of different configurations. Since this process is computationally and timely

expensive it is advisable to parallelize the process by deploying ASHA.[39]. For more

information on Optimization, refer to Yu et al. [87].

5.4 Conclusion

In this thesis I showed that the prediction function of MD improved compared to

M15-D. The improvement for that can be attributed to the higher resolution of the

data, since the model performed better on all levels during evaluation. It can there-

fore be assumed that the use of higher-temporal-resolution data leads to qualitatively

better modeling results of ecological-climatological relationships if in theory a higher

resolution can have a significant influence on the interactions to be modeled. This

would also be in line with observations in the area of natural language processing,

where larger text corpora improve the predictive power of models [24]. However,

it should be noted that a higher data resolution is always associated with a higher

computing effort. Which data resolution to choose should therefore depend on the

respective targets. In addition, modeling approaches in the field of biogeosciences are

always subject to fundamental limitations, due to noise in utilized datasets and the

spatio-temporal cross-validation scheme, used to reduce the autocorrelation between

climatological and ecological variables.

The qualitative improvement of the model also allowed better detection of memory

effects in boreal regions. A possible explanation for these memory effects could be

that they result from the process of thermal acclimation of plants. This could be

used as a starting point for more detailed investigation on the phenomenon in boreal

regions.
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Koirala, Jacob Nelson and Çağlar Küçük for the pleasant and collegial working

atmosphere in the office and Uli Weber for providing and preprocessing the datasets

used in this thesis. My sincere thanks also go to Martin Jung, Joachim Denzler

and Markus Reichstein, who gave me the opportunity to join the institute first as

an intern and later to write my bachelor thesis. My final thanks goes to my family

and friends who supported me during the time of writing with valuable comment

suggestions which gave me an inspiration to improve the quality and for their caring

work during the time of writing.

47





Appendix A

Materials and Methods

A.1 Cross-Validation Scheme

Figure A.1: Map with an exemplary blocking: this map has been utilized for im-
plementing the spatial cross-validation. Color −1 marks places on the
map that were masked and therefore not used. The colors 0 to 3 mark
randomly generated blocks that were assigned to a training, validation
or test set during the prediction of vegetation models.
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A.2 Evaluation Metrics

Figure A.2: Overview over hydro-climatic biomes as defined by [55]: 1:Bo-
real water/temperature-driven, 2:Boreal water-driven, 3:Boreal temp-
driven, 4:Boreal energy-driven, 5:Transitional water-driven, 6:Subtrop-
ical water-driven, 7:Mid-latitude temp-driven, 8:Mid-latitude water-
driven, 9:Subtropical energy-driven, 10:Tropics, 11:Transitional energy-
driven
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Results

B.1 Hyperparameters

RNN
Validation Loss Learning Rate LSTM

in 10−3 Architecture Hidden Units

RNND 4.86 4.22 LSTM-Bias 128

RNN15-D 4.76 1.01 LSTM-2 256

Table B.1: Second best hyperparameter configuration of both RNNs with respect to
the least validation error; determined by ASHA.

Figure B.1: Results learning rate finder: the two functions are derived from plotting
learning rates against their resulting mean squared error loss for RNND

(blue) and RNN15-D (orange). The marked points indicate the optimal
learning rate that has been chosen for the respective model.
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B.2 Training Progress

Figure B.2: Average training and validation losses: the upper [lower] graph contains
a plot of the average train [average validation] loss over all runs against
the number of epochs for MD (blue), M15-D (orange) and MB (green).

Figure B.3: Comparison of test losses: the scatter plot contains the test loss for all
model runs of MD (blue) M15-D (orange) and MB (green) after finishing
training at the respective number of epochs.
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B.3 Evaluation

B.3.1 Time-Series Decomposition

Figure B.4: Spatially-aggregated time series from 1984 to 2016: the raw time series
(middle) with its median seasonal cycle (top) and its anomalies (bottom)
for MD (blue), M15-D (orange), MB (green) and the observation (grey).
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B.3.2 Regional Performance

Figure B.5: Performance maps in terms of RMSE for the MSC (left column) and the
anomalies (right column): the upper four maps are anchored in the same
value range between 0.01 to 0.06 to allow a visual comparison. Darker
[lighter] values indicate places with a lower [higher] RMSE. The lower
two maps indicate the difference between MD and M15-D. The color
bar of both maps is centered around 0 between anchor points −0.005
and 0.005. Blue [red] indicates that the prediction of the MD [M15-D] is
better. The boxes in the left part of the maps show the value range of
the 5th and 95th quantile of the data.
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Figure B.6: Performance maps in terms of NSE for the MSC (left column) and the
anomalies (right column): the two left maps for NDVIMSC are anchored
in the value range between 0 and 1. The two right maps for NDVIANO

are centered around 0 and anchored in the value range between −0.5 and
0.5. Lighter [darker] values indicate places with a higher [lower] NSE.
Note: Only the two maps below each other can be compared visually.
The lower two maps indicate the difference between MD and M15-D. The
color bar of both maps is centered around 0 between anchor points −0.2
and 0.2. Red [blue] indicates that the prediction of the MD [M15-D] is
better. The boxes in the left part of the maps show the value range of
the 5th and 95th quantile of the data.
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B.3.3 Biome-Specific Performance

Models increase in %

Biome Metrics MD M15-D MB M15-D � MD MB � M15-D MB � MD

1
NSE 0.96 0.95 0.93 0.6 2.7 2.1

RMSE 0.051 0.054 0.064 −6.1 −20.3 −15.1

2
NSE 0.96 0.95 0.93 0.2 2.4 2.2

RMSE 0.054 0.054 0.065 −1.5 −17.9 −16.7

3
NSE 0.94 0.94 0.92 0.6 2.9 2.3

RMSE 0.051 0.054 0.063 −4.6 −18.2 −14.3

4
NSE 0.93 0.93 0.89 0.3 4.0 3.7

RMSE 0.061 0.062 0.075 −1.9 −19.4 −17.9

5
NSE 0.68 0.66 0.4 3.1 69.0 64.0

RMSE 0.056 0.058 0.077 −4.2 −27.8 −24.6

6
NSE 0.45 0.42 0.27 6.2 63.8 54.3

RMSE 0.039 0.041 0.049 −4.4 −20.7 −17.1

7
NSE 0.76 0.74 0.67 1.7 12.6 10.7

RMSE 0.05 0.052 0.06 −4.3 −17.1 −13.3

8
NSE 0.81 0.8 0.73 1.0 10.7 9.5

RMSE 0.047 0.048 0.057 −2.9 −18.0 −15.6

9
NSE 0.66 0.64 0.49 3.0 34.4 30.6

RMSE 0.057 0.059 0.071 −3.2 −19.5 −16.8

10
NSE 0.4 0.36 0.18 12.5 123.7 98.9

RMSE 0.046 0.049 0.057 −5.8 −19.2 −14.3

11
NSE 0.54 0.49 0.25 9.8 115.2 96.1

RMSE 0.049 0.052 0.065 −5.3 −23.7 −19.4

Table B.2: Per-biome aggregated model performance in terms of NSE and RMSE of
models MD, M15-D, MB (column 3 to 5) for NDVIRAW. Improvement of
model prediction in percent from M15-D to MD and MB to M15-D or MD,
respectively (column 6 to 8).
1:Boreal water/temperature-driven, 2:Boreal water-driven, 3:Boreal
temp-driven, 4:Boreal energy-driven, 5:Transitional water-driven, 6:Sub-
tropical water-driven, 7:Mid-latitude temp-driven, 8:Mid-latitude water-
driven, 9:Subtropical energy-driven, 10:Tropics, 11:Transitional energy-
driven
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Figure B.7: Biome-specific performance for NDVIANO (first column) and NDVIMSC

(right column) in terms of NSE (upper graphs) and RMSE (lower
graphs) for MD (blue) M15-D (orange) and MB (green). The violin indi-
cates the distribution of data points between Q05 and Q95. The mean
of the distribution is marked with a black dot.
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