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ABSTRACT
This paper considers a dynamical system described by a multidimensional state 
vector x. A component x of x evolves according to dx/dt = f(x). Equilibrium fluctuations 
are fluctuations of an equilibrium solution x(t) obtained when the system is in its 
equilibrium state reached under a constant external forcing. The frequencies of these 
fluctuations range from the major frequencies of the underlying dynamics to the lowest 
possible frequency, the frequency zero. For such a system, the known feature of the 
differential operator ( )d

dt
⋅  as a high-pass filter makes the spectrum of f to vanish not only 

at frequency zero, but de facto over an entire frequency range centered at frequency 
zero (when considering both positive and negative frequencies). Consequently, there is 
a non-zero portion of the total equilibrium variance of x that cannot be determined by 
the differential forcing f. Instead, this portion of variance arises from many impulse-
like interactions of x with other components of x, which are received by x along an 
equilibrium solution over time. The effect of many impulse-like interactions can only 
be realized by integrating the evolution equations in form of dx/dt = f(x) forward in 
time. This integral effect is not contained in, and can hence not be explained by, a 
differential forcing f defined at individual time instances.
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1 INTRODUCTION

This paper studies the fluctuations of an equilibrium 
solution reached by a dynamical system under constant 
external forcing conditions. Applying this definition to 
climate, the fluctuations of our concern correspond to 
internal climate variability (ICV) resulting from internal 
processes without involving any time-varying external 
forcing. The existence of ICV has been known for a long 
time (see e.g. a review by Mitchell (1976)). A vast literature 
has been devoted to the description and the qualification 
of ICV, and to the understanding of mechanisms 
responsible for ICV. ICV has different appearances on 
different temporal and spatial scales. With respect to 
temporal scales, there was a great excitement generated 
by the discovery of James and James (1989) that internal 
dynamics of the atmosphere produce not only variations 
on the synoptic time scales of days but also variations on 
much longer time scales of about a few decades. Since 
then decadal and multi-decadal climate variations have 
drawn attention of many researchers. With respect to 
spatial and temporal scales, a variety of modes, ranging 
from atmospheric teleconnections (Panagiotopoulos et 

al., (2002) to the coupled modes, such as the El Niño 
Southern Oscilation (ENSO) (Rasmusson & Carpenter, 
1982) in the tropical Pacific, and to the large-scale 
modes of extra-tropical SST, such as the Pacific Decadal 
Oscillation (PDO) (Newman et al., 2016) and the Atlantic 
Multidecadal Oscillation (AMO) (Kerr, 2000), has been 
investigated using both observations and model 
simulations.

Despite all the efforts, our understanding about ICV is 
still incomplete. An indication of the incompleteness can 
be found in a study on two atmospheric modes simulated 
by a coupled atmosphere-ocean general circulation 
model (GCM) (J.-S. von Storch, 1999a). These modes vary 
in phase with the two parts of the global atmospheric 
axial angular momentum M on time scales of months to 
a century. Because of the relation to M, and because M is 
completely determined by its torque F via dM

dt F= , it was 
thought that the cause of the low-frequency variations 
of the two modes can be understood by examining the 
torque F. This turns out to be a wishful thinking. Against 
the expectation, the coherence and the phase spectra 
between M and F break down on time scales longer 
than a few months (bottom panel in Figure 1), inhibiting 

Figure 1 Spectra of the global atmospheric axial absolute angular momentum M (top left) and the global torque F (top right), and 
the coherence (bottom left) and phase (bottom right) spectra between M and F. The spectra (adopted from (J.-S. von Storch 1999a) 
consist of a high-frequency part derived from 10-year daily data and a low-frequency part derived from 500-year monthly data, 
produced by a coupled atmosphere-ocean GCM. A further analysis using 200-year half-daily data produces essentially the same 
result (not shown). Despite the strong sampling errors, the same characteristics, namely the essentially white low-frequency plateau 
of M, a tendency for the spectrum of F to decrease with decreasing frequency at not too low frequencies before becoming white 
at the lowest frequencies, the coherent 90◦-phase relation at not too low frequencies and the break-down of the coherence at the 
lowest frequencies, are also found for the Lorenz solution shown in Figure 7.
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establishing any link between M and F on these scales. 
The result is irritating, since the angular momentum 
equation dM

dt F=  is one of those first principles in which 
our deterministic thinking is rooted.

In this paper, we aim to clarify the mystery shown in 
Figure 1 and identify the mechanism responsible for ICV 
in a possibly general manner. Broadly speaking, there 
are, to my knowledge, two avenues that can lead to a 
more general explanation of climate variability. The first 
one emphasizes the role of nonlinear dynamics and is 
built on the dynamical systems approach. As reviewed 
by Dijkstra and Ghil (2005) for low-frequency variability of 
the ocean circulation, the observed ocean variability can 
be interpreted as emerging from the road of successive 
bifurcations leading through multiple equilibria to 
oscillatory and eventually chaotic solutions. What is less 
clear with this dynamical systems approach is the extent 
to which it can be applied to purely internally generated 
variability. A bifurcation behavior has to be initiated by 
varying a parameter of the considered system. For the 
ocean, the parameters studied in this context are wind 
stress and buoyancy fluxes at the sea surface. As both 
parameters are also the external forcing of the ocean, the 
distinction between internally and externally generated 
variability becomes blurred.

The second avenue emphasizes the stochastic nature 
and is culminated in the concept of stochastic climate 
models proposed by Hasselmann (1976). Following 
this concept, variations of a slow climate component 
are the response to continuous random excitation by 
fast climate components (such as the weather). The 
evolution equation of a slow climate component includes 
a stochastic forcing representing the fast components 
and takes the form of a stochastic differential equation. 
Such evolution equations suggest that the internal 
climate variability is stochastic and does not result from 
deterministic responses to a temporally varying external 
forcing. Despite the wide acceptance of the concept, it is 
still not definitely clarified what stochasticity means. The 
meaning of stochasticity is of fundamental importance: A 
physical phenomenon, such as ICV, cannot be governed 
by two different types of evolution laws, one formulated 
in terms of deterministic differential equations and the 
other in terms of stochastic differential equations. If 
we accept that all climate components, no matter fast 
or slow, result from deterministic laws (such as the 
conservation of angular momentum) that do not contain 
any stochastic element, a stochastic model can only be 
an approximation at most. To “upgrade” a stochastic 
model to something having the same status as the 
governing deterministic laws, one needs first to show 
that there is a physical “thing” that escapes the control 
of the governing deterministic evolution laws.

This papers shows that for dynamical systems of our 
concern such a “thing” exists. A dynamical system of 
our concern has the following three properties. First, the 

system described by the state vector x is governed by 
the Newtonian type of dynamics such that the temporal 
evolution of a component x of x is determined by

 ( ).
dx

f
dt

x=  (1)

( )d
dt
⋅  is the time derivative operator. The set of Eq.(1), 

formulated for all components of x, represents the 
deterministic laws governing the evolution of x. f = f(x) is 
a deterministic non-linear function of x, which contains 
a constant external forcing as well as a dissipation. A 
dissipation is needed to counteract the constant external 
forcing, so that the system reaches an equilibrium 
state under the constant external forcing, rather than 
runs away. Hereafter f is referred to as the differential 
forcing of x, also later when discrete version of Eq.(1) is 
considered. Eq.(1) represents the classical Newtonian 
dynamics in the sense that the time rate of change of a 
“momentum”, i.e. x in Eq.(1), equals the applied “force”, 
i.e. f(x) in Eq.(1).

Secondly, the system’s state vector x must be 
multidimensional so that the differential forcing of x, f(x), 
depends not only on x but also on other components of x. 
For such a multidimensional system, a differential forcing 
f of component x at time t describes the interaction of x 
with other components of x at time t.

Finally, when forced with a constant external forcing 
for a while, the system reaches an equilibrium state 
described by a time-varying equilibrium solution. 
An equilibrium solution fluctuates stationarily, non-
periodically, and for ever into infinite time (when left 
alone). The fluctuations of an equilibrium solution 
are referred to as the equilibrium fluctuations. 
Equilibrium fluctuations have finite variances, referred 
to as the equilibrium variances. Equilibrium variances 
are determined by the constant external forcing, 
independent of the initial state, from which the system 
starts its “journey” toward the equilibrium state. For any 
component x(t) of an equilibrium solution x(t), x(t) at two 
time points become increasingly less well correlated with 
increasing separation between the two time points. As 
a result, all covariance functions of variables, that are 
functions of an equilibrium solution x(t) (e.g. the auto-
covariance function of a component x of x(t), the auto-
covariance function of the differential forcing f of x, and 
the cross-covariance function between x and f), decay 
fast in magnitude with increasing time lag.

An example of systems having the just stated 
properties is an atmospheric (or an oceanic or a coupled 
atmosphere-ocean) GCM. In this case, the dimension of x 
is determined by the grid used to discretize the governing 
equations of motions, which are of the type of Newtonian 
dynamics and can be transformed into a set of equations 
in form of Eq.(1). A component x of x is a prognostic 
variable at one grid point. The differential forcing f of x 
is a function not only of x but also of other variables at 
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the same and the surrounding grid points. When forcing 
the GCM with a constant external forcing (e.g. from the 
sun) for some time, we obtain an equilibrium climate. 
When rerunning the same GCM under the same external 
forcing, we obtain the same climate characterized by the 
same equilibrium variances.

Another example is a gas as a classical many-
particle system. Obviously, the governing dynamics are 
Newtonian and can be described by a set of equations 
in form of Eq.(1). A component x of x is the position or 
velocity of one particle. The differential forcing f of x is a 
function not only of x but also of positions and velocities 
of other particles. When putting a gas in contact with 
a heat reservoir as an external forcing, it reaches an 
equilibrium state characterized by a constant mean 
kinetic energy of the gas molecules. Independent of 
the initial states of the individual gas molecules, a gas 
brought in contact with the same heat reservoir reaches 
the same equilibrium state characterized by the same 
mean kinetic energy.

A final example is the 3-dimensional Lorenz model 
(Lorenz, 1963). The model with the parameters given in 
Lorenz (1963) is derived from a description of convective 
motions within a fluid layer. The external forcing, which 
represents the difference in temperature at the upper 
and lower boundaries of the layer, is merged into one of 

the model parameters. The Lorenz model is governed by 
three equations in form of Eq.(1). The differential forcing 
f of one component x is a function not only of x but also 
of the other components of the state vector x. With the 
same parameter (corresponding to the same external 
forcing), two equilibrium solutions starting from two 
different initial states fluctuate in similar manner (top 
row of Figure 2) and have the same variances. The auto-
covariance functions of x (bottom panel in Figure 5) and 
f (top panel in Figure 6), as well as the cross-covariance 
function between x and f (bottom panel in Figure 6), 
decay fast in magnitude with increasing time lag.

To this end we note that the system of our concern 
is a simpler and idealized version of the reality. Take 
the climate as an example. The real climate, which 
is always subjected to some time-varying external 
forcing (e.g. to a changing atmospheric greenhouse gas 
concentration that leads to a changing radiative forcing 
of the system), is generally not in an equilibrium state. A 
climate subjected to a constant forcing is an artificially 
constructed and simpler version of the real climate. We 
believe that the real climate cannot be fully understood 
without first fulling understand this idealized climate.

We note further that even though some properties of 
equilibrium fluctuations resemble those produced by a 
chaotic dynamical system, we intend not to equal the 

Figure 2 Pieces of two equilibrium solutions (left and right column) obtained by integrating the Lorenz system from two different 
initial conditions. Top panel shows the three components (green, red, blue) of the two equilibrium solutions xs and the bottom 
one the respective differential forcing. For each record, the respective record mean is removed. Here and in all other figures, an 
equilibrium solution is obtained in two steps. The first step consists of a spin-up integration, that starts from a near-equilibrium state 
and lasts 5 × 103 time steps. A near-equilibrium state is a state obtained after a long integration (over 5 × 105 time steps), that is 
then perturbed by adding a small normally distributed random variable. In the second step, an equilibrium solution is produced by 
integrating the model from the end state of the spin-up integration. Throughout this paper, the Lorenz model is integrated using a 
Runge-Kutta method with a time step of 0.01.
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systems of our concern with chaotic dynamical systems 
(Eckmann & Ruelle, 1985). The main reason is that the 
latter has been an acronym for properties associated 
with an attractor, which are not the concern of the 
present study.

In this paper we should use the Lorenz model to 
illustrate and support our ideas. We do so not only 
because the Lorenz model belongs to the dynamical 
systems of our concern, but also because of the limited 
computer resources. Given that the number of simulated 
years per day of a typical modern climate model is around 
50 (Balaji et al., 2017), and given that we do need at least 
multicentury-long, if not millennia-long, simulations for 
studying the climate variability at the lowest frequencies, 
it is not feasible to produce a sufficiently large number 
of sufficiently long solutions of a climate model with the 
present computer facility. Such excessive computations, 
which are needed to avoid sampling errors, such as those 
found in Figure 1, can be carried out for the 3-dimensional 
Lorenz model.

The paper is organized as follows. After some 
preliminary notions introduced in Section 2, Section 3 
discusses two requisites needed for the considerations in 
Section 4. The first one is a clean definition of spectrum 
(Section 3.1). The second is a specification of the low-
frequency shape of spectrum for variables that are 
functions of an equilibrium solution x(t) (Section 3.2). 
We show that for these variables, whose covariance 
functions decay fast in magnitude with increasing time 
lag, the spectra of x and f and the cross-spectrum 
between x and f are white at the lowest frequencies. 
In Section 4, equipped with the spectrum definition 
identified in Section 3.1, we derive the known spectral 
relations between x and f arising from the differential 
operator in Eq.(1). Equipped with the low-frequency 
spectral shape identified in Section 3.2, we are able to 
point out that for component x having a white low-
frequency spectral plateau, the variance related to the 
spectral plateau, that makes up a non-zero portion of 
the total equilibrium variance of x, cannot be determined 
by f, since f de facto ceases to fluctuate at near-zero 
frequencies. Section 5 discusses ideas suggesting why 
x fluctuates at the lowest frequencies, and what, if not 
the differential forcing f, determines the low-frequency 
spectral plateau of x. Conclusions and a discussion on 
the implication of this paper is provided in Section 6.

2 PRELIMINARIES

Since a system described by Eq.(1) can generally only be 
solved numerically, we consider a discretized version of 
Eq.(1),

 

( ) ( ) ( )
( 1)

( ) ,
x s t x s t

f s t
t

x
d d

d
d

- -
=  (2)

where s ∈ ℤ is an integer and t = sδt indicates the time at 
the s-th time step. For the sake of simplicity, we set the 
integration time step δt to one and consider,

 1 1 1( ) .s s s sx x f fx- - -- = º  (3)

f is also known as the first difference of x. The limit δt → 
0 turns out to be irrelevant and will be briefly discussed 
at a later point. Hereafter, for a clear distinction between 
discrete and continuous variables, we denote a discrete 
variable by a subscript, e.g. xs, and a continuous variable 
by an argument, e.g. x(t). For an easy indexing, we write 
a finite discrete record of a variable x as

 { }{ },{ } , , 1,0,1, , ,s N sx x s N N= Î - -   (4)

which contains total 2N+1 time steps. Here and hereafter, 
the subscript N denotes a quantity related to a finite 
record. In theory, N in Eq.(4) can go to infinity, since an 
equilibrium solution can, when left alone, be extended to 
infinity. In practice, N is always finite.

Two operators are needed. The first one is

 
( ) lim ( ),m

m
E E

¥
⋅ º ⋅  (5)

where Em is an average over quantities related to m 
equilibrium solutions. The m equilibrium solutions 
correspond to m points in the respective phase space. 
They are obtained by integrating the dynamical 
system from m initial states that are different but 
belong to the same equilibrium state. Thus, E(∙) takes 
all reachable equilibrium solutions of the considered 
equilibrium state into account. Note that E(∙) is purely 
deterministic. The link of E(∙) to the expectation 
operator ε(∙) used in probability theory is discussed in 
Appendix A.

The second operator is the Fourier transform { }⋅ , or 
the discrete Fourier transform when dealing with discrete 
variables. The Fourier transform { }⋅  of a discrete real-
valued function α indexed by integer , { }t aÎ  , is 
defined as

 

2{ }( ) ,ie p tw
t

t

a w a
¥

-

=-¥

º å  (6)

which operates on infinite values of αt and results in 
a function of ω defined on the real interval [–1/2, 1/2] 
(H. von Storch & Zwiers, 1999). If α is a solution of a 
dynamical system, t indexes the time step. If α is a 
covariance function, t indexes the time lag. { }a  is 
generally a complex-valued function, but becomes real-
valued, if αt is symmetric about t = 0. As pointed out by 
Priestley (1981), { }a  does not always exist. A necessary 
condition for the existence of { }a  is that α is absolutely 
summable, meaning

 
| | .t

t

a
¥

=-¥

<¥å  (7)
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A variable that is a function of an equilibrium solution 
is not absolutely summable. The spectrum that 
decomposes the variance of this variable in frequency 
domain must be defined as the Fourier transform of the 
auto-covariance function of this variable.

3 TWO REQUISITES

This section seeks for equilibrium solutions of a system 
of our concern, a) a general definition of spectrum, and 
b) a specification of the general low-frequency shape of 
spectra of variables that are functions of an equilibrium 
solution.

3.1 SPECTRUM DEFINITION
Throughout this subsection and if not specified otherwise, 
x denotes a variable related to an equilibrium solution, 
i.e. x can be a component of an equilibrium solution or a 
differential forcing. We first concentrate on the definition 
of auto-spectrum and extend the definition to cross-
spectrum at the end of this subsection.

The spectrum of x decomposes the variance of x in 
frequency domain. In order to concentrate on variance, 
we consider throughout this paper only anomaly 
variables obtained by subtracting the respective mean 
from the variable. We assume, and as can be expected 

from many Newtonian type systems, that the variance 
is ergodic, i.e.

 2 2( )x E x=  (8)

with

 
( ) ( ) ( )22 2 2lim  , ,

(2 1
  

1
)

N

s
N N N

s N

x x x x
N¥

=-

º º
+ å  (9a)
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1

1
( ) lim  ( ),    ( ) .

m
i

m m s
m

i

E x E x E x x
m¥

=

º º å  (9b)

xs in Eq.(9a) is taken from a finite record {xs,N} indexed 
as in Eq.(4), with s running from –N to N. i

sx  in Eq.(9b) 
indicates the value of x associated with the i-th 
equilibrium solution at an arbitrary time point s. Since 
x is a function of an equilibrium solution, the exact 
value of s in Eq.(9b) is irrelevant. In words, ergodicity in 
variance means that the variance obtained by averaging 

2
sx  over a sufficiently large number of time points equals 

the variance obtained by averaging 2
sx  over a sufficiently 

large number of ensemble points. Figure 3 shows that 
for the three Lorenz components, the variance is indeed 
ergodic.

The ergodicity in variance induces one to think that 
the spectrum is also ergodic, and can be derived by 
applying the discrete Fourier transform either to an auto-
covariance function defined using a time average, or to 

Figure 3 Variances 2( )Nx  (as defined in Eq.(9a)) obtained from a single Lorenz equilibrium solution via time average (solid) and 
variances Em(x2) (as defined in Eq.(9b)) obtained by averaging an ensemble of Lorenz equilibrium solutions (dashed), for the 
components of the 3-dimensional Lorenz state vector x (green, red, blue). Abscissa shows 2N with 2N + 1 being the length of the 
equilibrium solution used for time average, and m being the number of equilibrium solutions used for ensemble average.
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an auto-covariance function defined using an ensemble 
average. The former is given by

 ,lim N
N

c ct t
¥

º  (10)
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and the latter by

 
( ) ,lim ,s s m

m
E x xt t tg g-

¥
º =  (12)

with

 , ( ).m m s sE x xt tg -º  (13)

The two lines in Eq.(11) differ only with respect to the 
values taken by the running index s. Appendix B (below 
Eq.(B14)) explains why 1/(2N + 1 – |t|) is chosen as the 
normalization factor in Eq.(11), even though other 
factors are used in statistics literature (H. von Storch & 
Zwiers, 1999). As in Eq.(9a), xs in Eq.(11) is taken from a 
finite record {xs,N}. As in Eq.(9b), the choice of s in Eq.(13) 
is irrelevant for x that is a function of an equilibrium 
solution.

Both ct and gt result from an average of two-time 
products xs–txs. Similar to the variance that can be 
obtained by averaging the product 2

sx  either over time 
points or over ensemble points, an auto-covariance 
at lag t can be obtained by averaging the two-time 
product xs–t xs either over time points following Eq.(11) 
and Eq.(10), or over ensemble points following Eq.(13) 
and Eq.(12). However, there is a big difference between 
the two averages. The former is an average over different 
numbers of two-time products depending on t, since 
the number of available two-time products in a single 
record {xs,N} equals 2N – |t| + 1 and hence decreases with 
increasing |t|. On the contrary, the latter is an average 
over the same number of two-time products, regardless 
of the value of t.

Assuming that auto-covariance function exists, either 
the limit given in Eq.(10) or the limit given in Eq.(12) must 
converge. If for any value of t, the two limits converge to 
the same value, the auto-covariance function is ergodic. 
However, ct,N with large values of t cannot converge in 
the limit N → ∞ due to the decrease in the number of 
available two-time products with increasing time lag. For 
any value of N in the limit N → ∞, ct,N at time lags close to 
N is always averaged over a limited number of two-time 
products. For t = 2N, ct,N reduces to the “raw” two-time 
product x–NxN without being subjected to any average! 
Thus, it is the lack of available two-time products at large 
time lags that makes it impossible for ct,N to converge to 
zero with increasing N, even when ct,N would converge to 
zero, if there were sufficiently many two-time products 
available for averaging. To ensure the convergence, we 

must increase the available two-time products, which is 
only possible by employing more equilibrium solutions.

For the Lorenz system, Figure 4 shows how ct,N behaves 
with increasing N; and Figure 5 shows how gt,m behaves 
with increasing m. Since both ct,N and gt,m are symmetric 
about t = 0, only positive lags are shown. At small time 
lags with t ≤ 1000 (left columns in Figures 4 and 5), ct,N 
converges with increasing N towards gt,m obtained with 
the largest value of m: ct,N obtained with 2N = 106 (bottom 
left panel in Figure 4) is visually identical to gt,m obtained 
with m = 106 (bottom left panel in Figure 5). However, 
we need – for defining a spectrum – the values of ct,N 
and gt,m at all t with t ∈ ℤ, since the Fourier transform 
is an operation on auto-covariance function at all t with 
t ∈ ℤ (see Eq.(6)). When considering all time lags (right 
columns in Figures 4 and 5), the behavior of ct,N with 
increasing N is clearly different from the behavior of 
gt,m with increasing m. While gt,m becomes increasingly 
smooth and the magnitudes of gt,m at large time lags 
converge to zero with increasing m, ct,N at large time 
lags remains erratic without any sign of convergence, 
reflecting the above described lack of two-time products 
available for time averaging.

Given that only gt,m converges for all t ∈ ℤ, whereas ct,N 
cannot converge for large values of t ∈ ℤ, we are left with 
no other choice than defining spectrum as the Fourier 
transform of g obtained by averaging over all reachable 
equilibrium solutions. Another way to see this is to recall 
that a necessary condition for the Fourier transform of 
an infinite series to exist is that the series is absolutely 
summable. ct is not absolutely summable, since the 
magnitude of ct remains large at large time lags due to 
the lack of two-time products available for averaging. 
Generally, the spectrum obtained from one equilibrium 
solution is erratic and differs from the spectrum obtained 
from another equilibrium solution.

Hereafter, a spectrum, denoted by Γ(ω), will be defined 
as the Fourier transform of gt

2 2
,( ) { } lim .i i
m

m
e epwt pwt

t t

t t

w g g g
¥ ¥

- -

¥
=-¥ =-¥

G º = =å å  (14)

Since Γ(ω) is symmetric, Γ(ω) over non-negative 
frequencies is considered throughout this paper. 
Appendix B shows that Γ(ω) of a variable x decomposes 
the variance of x as defined in Eq.(8). Appendix B also 
shows that Γ(ω) can be equally expressed as

 , ,( ) lim ( ) lim lim ( ),N m N
N N m

E S E Sw ww
¥ ¥ ¥

G = =  (15)

where Sω,N is the sample spectrum (periodogram) 
defined in terms of Fourier coefficients used to Fourier 
decompose a finite record {xs,N} (see Eq.(B5)). In this 
paper, all spectra of the Lorenz system are estimated 
following Eq.(15), rather than Eq.(14), since Γ(ω) can 
be better approximated using Em(Sω,N) with a moderate 
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value of m than using auto-covariance function gt,m 
with the same value of m. The situation comes about 
since the Fourier transform is sensitive to the values of 
an auto-covariance function at large time lags. Even 
when an auto-correlation function would decay to 
zero when sufficiently averaged, an estimate of this 
auto-correlation function, obtained by averaging over 
limited number of two-time products, has generally a  
error structure such that it varies slowly around zero at 
large time lags (Bartlett, 1946; Bloomfield, 1976). To 
accurately estimate spectrum as the Fourier transform 
of an auto-covariance function, this error structure must 
be sufficiently suppressed, which requires considering a 
large value of m. Figure 5 shows that gt,m is still clearly 
non-zero at large time lags when employing an ensemble 
of size m = 104 (second panel in the right column), and 
only converges visually to zero for m larger than 105 (third 
and fourth panel in the right column) . In contrast to that, 
Appendix B (Figure B1) shows for the Lorenz components 

that Em(Sω,N) converges fairly fast with m and we are able 
to obtain a stable spectrum estimate already with m = 
103.

To further reinforce our conclusion that spectrum 
should be defined by taking all equilibrium solutions into 
account, Appendix C shows for the Lorenz system that 
the sample spectrum Sω,N, that is defined for a single 
equilibrium solution, does not converge with increasing 
N. The convergence of Sω,N in the limit N → ∞ is needed 
to obtain a spectrum that decomposes the variance as 
defined in Eq.(9a).

Before leaving this subsection, we extend the definition 
given in Eq.(14) for an auto-spectrum to the definition of 
a cross-spectrum between two variables, e.g. the cross-
spectrum between a component x and its differential 
forcing f, Γxf (ω). Γxf (ω) is defined in analogy to Eq.(14) 
as the Fourier transform of the cross-covariance function

 ( ).xf
s sE x ft tg -º  (16)

Figure 4 Auto-covariance functions ct,N (as defined in Eq.(11)), obtained by averaging for each value of t the two-time products xs–txs 
available from a single equilibrium solution of length 2N + 1 with 2N = 2 × 103 in the first, 2N = 104 in the second, and 2N = 105 in the 
third, and 2N = 106 in the last row, for the three components of the Lorenz state vector x (green, red, blue). The left column shows ct,N 
at small time lags. The right column shows ct,N at all time lags.
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Similar to Eq.(15), Γxf (ω) is identical to the double limit 
of the sample cross-spectrum ,

xf
NSw . The latter is defined 

in analogy to Eq.(B5) in terms of Fourier coefficient of 
x multiplied with the complex conjugate of the Fourier 
coefficient of f.

3.2 SPECIFICATION OF LOW-FREQUENCY 
SPECTRAL SHAPE
A spectrum Γ(ω) defined in Eq.(14) has the spectral value 
at ω = 0

 
(0) .t

t

g
¥

=-¥

G = å  (17)

Γ(0) is linked to the low-frequency shape of Γ(ω). In 
this subsection, Γ(ω) can be the auto-spectrum of a 
variable (e.g. a component x or its differential forcing 
f), or the cross-spectrum between two variables (e.g. 
between x and f). The variables are functions of an 
equilibrium solution whose properties are specified in 
Section 1. For such variables, covariance functions gt 
decay fast in magnitude with increasing time lag. This 
is illustrated for the Lorenz system in the bottom panel 
of Figure 5 for the auto-covariance functions of x, x

tg ,  
and in Figure 6 for the auto-covariance functions of f, 

f
tg , and for the cross-covariance functions between x 

and f, xf
tg .

Figure 5 Auto-covariance functions gt,m (as defined in Eq.(13)), obtained by averaging for each value of t the two-time products xs–txs 
from an ensemble of equilibrium solutions with the ensemble size being m = 102 in the first, m=104 in the second, m = 105 in the third, 
and m = 106 in the last row, for the three components of the Lorenz state vector x (green, red, blue). The left column shows gt,m at 
small time lags. The right column shows gt,m at all time lags.
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For a decaying covariance function, there exists a 
finite time lag t†, hereafter referred to as the cut-off time 
lag, and a negligibly small positive ϵ, such that

 
†| |   for all .tg t t< >  (18)

We consider ϵ being negligibly small when Γ(ω) in Eq.(14) 
can be well approximated by
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†
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Knowing the value of t† that allows the above 
approximation, we can define (when considering only 
posivite frequencies) the frequency interval

 0 †[0, ) : ,
1

2
 w w w
pt

ì üï ïï ïí ýï
W

ïî
= º

ïïþ
  (20)

with
 0   for  .w w ÎW  (21)

Ω covers the low-frequency end of the entire non-
negative frequency interval [0,1/2]. The exact value of 
ω0, the right end of Ω, and with that the exact width of 
Ω, depend on t†, which in turn depends on the accuracy 
of Eq.(19). For gt whose magnitude converges sufficiently 
fast to zero, t† is finite for a negligibly small ϵ. The width 
of Ω is not zero. The near-zero frequencies ω ϵ Ω are 
physically meaningful for equilibrium solutions, which 
can extend to infinite times and fluctuate on infinite 
timescales.

For ω ϵ Ω and t <t†, we have 2πωt < 2πωt† ≪ 1, so that 
e–i2πωt in Eq.(19) can be well approximated by one, since 

all higher-order terms in the Taylor expansion of e–i2πωt 
are negligibly small relative to one. We obtain
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Thus, the low-frequency part of Γ(ω) is essentially white 
and equal the respective spectral value at frequency 
zero, Γ(0).

For a spectrum whose low-frequency part is white, 
Γ(0) not only represents the spectral value at a single 
frequency, ω = 0, but also determines the white spectral 
level at the lowest frequencies and the variance related 
to this white low-frequency spectral level.

4 FRAILTY OF THE DIFFERENTIAL 
FORCING AT NEAR-ZERO FREQUENCIES

With the spectrum definition given in Eq.(14), we are 
now in the position to translate Eq.(3) formulated in 
time domain into spectral relations between x and f 
formulated in frequency domain. Such a relation can 
take the form of the cross-spectrum between x and 
f, Γxf, or a relation between the spectrum of x, Γx, and 
the spectrum of f, Γf. We derive the spectral relations 
following H. von Storch and Zwiers (1999, chapter 11.4.4). 
In their case, in which the spectral relation between a 
stochastic process Xt and its first difference Xt–Xt–1 is 
considered, a covariance function is indisputably defined 
in terms of an expectation operator ε(∙) that involves 

Figure 6 Auto-covariance functions of differential forcing f of component x (top), and cross-covariance functions between x and f 
(bottom), estimated as ,

f
mtg  and ,

xf
mtg  following Eq.(13), for the three Lorenz components (green, red, blue). The left column shows 

these functions at short time lags; whereas the right column shows them at all considered time lags. ,
xf
mtg  is calculated using x and 

f of the same equilibrium solution. The average Em(∙) is performed for an ensemble of size m = 106. Note that the cross-covariance 
function xf

tg  is not exactly anti-symmetric according to Eq.(24).
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joint probability functions (s. Appendix A). In our case, 
in which a dynamical system in its equilibrium state is 
considered, we have the choice of defining a covariance 
function either as ct using just one equilibrium solution, 
or as gt using all reachable equilibrium solutions. Once 
the choice of gt is made, for the reasons given in the last 
section, the derivation can be carried out in the same 
way as in H. von Storch and Zwiers (1999) by replacing 
ε(∙) by E(∙).

We obtain, by shifting s in Eq.(3) to s–t, multiplying the 
shifted Eq.(3) with Eq.(3), and then applying E(∙),

 1 12 ;f x x x
t t t tg g g g- += - -  (23)

and by multiplying Eq.(3) with xs–1–t, and applying E(∙),

 1 .xf x x
t t tg g g+= -  (24)

Applying Fourier transform to gx, gf, and gfx in Eq.(23) and 
Eq.(24) yields

 ( ) ( ) ( )f f xGw w wG = G  (25)

 ( ) ( ) ( )xf xf xGw w wG = G  (26)

with the proportionality factors

 2 2( ) (2sin( )) ,   ( ) ( 1),f xf iG G e pww pw w= = -  (27)

where the following equality is used
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Thus, both Γf (ω) and Γxf (ω) are proportional to the 
spectrum of x, Γx (ω).

Γxf(ω) is a complex-valued function and can be 
described by its amplitude, known as the amplitude 
spectrum Axf(ω), or the coherence and phase spectrum, 
Cxf(ω) and Pxf(ω). Cxf(ω) is a normalized version of the 
amplitude of Γxf(ω), defined as (Axf(ω))2/(Γx(ω)Γf(ω)). Pxf(ω) 
equals the arctangent of the ratio of the imaginary to the 
real part of Γxf(ω). Given Γxf(ω) in Eq.(26), these spectra 
take the following forms

 ( ) 2sin( ) ( )xf xA w pw w= G  (29)

 ( )  / 2 ,xfP w p pw= +  (30)

 ( ) 1,    for 0. xfC w w= ¹  (31)

Since the period of the tangent function is π, Pxf (ω) is 
not unique and given by two expressions in Eq.(30). 
Since Axf(ω) and Cxf(ω) are symmetric and Pxf(ω) is 
anti-symmetric, only positive frequencies need to be 
considered.

For sufficiently small ω satisfying 2πω ≪ 1, Gf(ω) and 
Gxf(ω) can be well approximated by

 2( ) (2 ) ,   ( ) 2 ,f xfG G iw pw w pw= =  (32)

Eq.(25), Eq.(26), Eq.(29) and Eq.(30) reduce, for 2πω ≪ 
1, to

 2( ) (2 )  ( ), f xw pw wG G  (33)

 ( ) 2  ( ),xf xiw pw wG G  (34)

 ( ) 2 ( ),xf xA w pw wG  (35)

 . ( ) / 2xfP w p  (36)

The above spectral relations are known (H. von Storch 
& Zwiers, 1999; Jenkins & Watts, 1968; J.-S. von Storch, 
1999b). They result from the first difference operator 
(∙)s – (∙)s–1 as a high-pass filter, characterized by the 
proportionality factor Gf(ω) (also known as the gain 
function). J.-S. von Storch (1999b) discussed the case 
when Γx(ω) is white at low frequencies. However, these 
relations are generally valid for solutions of any dynamical 
system that is governed by evolution equations in form 
of Eq.(1), independent whether the solution fluctuates 
stationary or not, and regardless how covariance 
functions of the solution behave with increasing time lag. 
In such a general case, Γx(ω) can have any spectral shape 
at the lowest frequencies, including having a power law 
Γx(ω) ∝ ω–n with n ≥ 2. Γf(0) would then be finite and non-
zero if n = 2, and infinite if n > 2.

The situation is different when considering equilibrium 
solutions of a dynamical system of our concern specified 
in Section 1. In this case, all three covariance functions, 

,x f
t tg g  and xf

tg , have a finite cut-off time lag. Denote the 
largest of the three by t†. We can define a low-frequency 
interval Ω having a non-zero width (as it is done in 
Eq.(20)), such that for ω ϵ Ω, i.e. for ω ⋍ 0 but not strictly 
ω = 0, Γx(ω), Γf(ω), and Γxf(ω) are essentially white. Γx(ω) in 
Eq.(33)–Eq.(35) can then be replaced by a finite Γx(0) for 
ω ϵ Ω, noting that Γx(0) must be finite since the respective 
equilibrium variance is finite. Eq.(33)–Eq.(35) can then be 
replaced by

 2( ) (2 )  (0) 0, f xw pwG G   (37)

 ( )( ) 0, 2  (0) 0, xf xiw pwG G   (38)

 ( ) 2 (0) 0. xf xA w pwG   (39)

At frequency ω = 0, we have exactly

 (0) 0,  (0) 0,  (0) 0.f xf xfAG = G = =  (40)

Thus, different from Eq.(33) which represents only a 
relation between Γx(ω) and Γf(ω) at the lowest non-
zero frequencies, Eq.(37) specifies the spectral values of 
Γf(ω) at frequency ω ϵ Ω: f de facto ceases to fluctuate 
at frequency ω ϵ Ω due to the finite constant spectral 
level of Γx (and the smallness of ω), even though for any 
non-zero ω ϵ Ω, Γf(ω) is numerically not exactly zero and 
decreases with decreasing ω at the rate of ω2. Because 
f de facto ceases to fluctuate at frequency ω ϵ Ω, Γxf(ω) 
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and Axf(ω) are de facto zero for ω ϵ Ω, even though for 
any non-zero ω ϵ Ω, Γxf(ω) is numerically not exactly zero 
and whose amplitude decreases with decreasing ω at 
the rate of ω, and the normalized amplitude spectrum, 
the coherence spectrum Cxf(ω), is one at all non-zero 
frequencies.

That Γf(ω) is de facto zero has a strong physical 
implication. As it is shown in Figure 7a for the Lorenz 
system, the spectrum of component x, Γx(ω), is non-zero 
at the lowest frequencies. Figure B2 further shows how 
Γx(ω) converges to a non-zero Γx(0), as ω approaches 
zero. With Γx(0) ≠ 0 and Ω having a non-zero width, 
the spectral plateau of Γx(ω) over the frequency range 
Ω makes up a non-zero portion of the total equilibrium 
variance of x. This portion of the total equilibrium variance 
of x, hereafter referred to as Γ(0)-variance of x, cannot be 
generated by fluctuations of the differential forcing f of x, 
since f de facto ceases to fluctuate at ω ϵ Ω.

The above consideration applies only for solutions 
with infinite length. In practice where only finite records 
are available., complications arise. Figure 7 shows for the 
three Lorenz components, estimates of the spectra of x 

(top left), the spectra of differential forcing f (top right), 
and the coherence and phase spectra between x and f 
(bottom). All three Lorenz components reveal similar 
spectral behavior. The spectra of f have a maximum 
at frequencies around several 10–2 cycles per time 
step (cpts), and decrease thereafter with decreasing 
frequency, with the rate of decrease being close to ω2, 
consistent with Eq.(37). The decrease of spectrum of f is 
stopped at frequencies around 10–5–10–4 cpts. Thereafter 
and down to the smallest resolved frequency, the spectra 
of f are white. The coherence spectrum increases from 
zero at the highest frequencies, at which the spectral 
values of f are extremely small, to one at intermediate 
frequencies, consistent with Eq.(31). The phase at these 
intermediate frequencies is –90°, consistent with Eq.(30). 
At frequencies lower than 10–5–10–4 cpts, at which the 
spectra of f stop to decrease with decreasing frequency, 
the coherence and –90°-phase relation completely break 
down.

The low-frequency behaviors shown in Figure 7 are 
closely linked to the frailty of f. Appendix D shows that 
a spectrum estimated using finite records is subjected 

Figure 7 Spectra of component x (top left), spectra of the differential forcing f of x (top right), coherence (bottom left) and phase 
(bottom right) spectra between x and f for the Lorenz components (green, red, and blue). All spectra are derived as the average of 
m = 1000 sample spectra or sample cross-spectra, each derived from an equilibrium solution of length 2N = 107. A sample cross-
spectrum is derived from x and f obtained from the same equilibrium solution. Following Eq.(B5), the sample spectra of x and f are 
defined as *ˆ ˆ(2 1)N x xw w+  and *ˆ ˆ(2 1)N f fw w+ , and the sample cross-spectrum between x and f is defined as *ˆˆ(2 1)N x fw w+ , where x̂w  and f̂w  are, 
respectively, the Fourier coefficients used to Fourier decompose finite records of x and f. The ensemble averaged cross-spectra is used 
to obtain the coherence and phase spectrum between x and f, following the usual definition of these spectra. The colored vertical 
lines, which are considered in Section 6, indicate the frequency ω* at which the spectrum of x starts to deviate more than 5% from 
its low-frequency plateau. ω* is determined from running averaging the spectra shown in a) to further reduce the remaining sample 
variations.



376von Storch Tellus A: Dynamic Meteorology and Oceanography DOI: 10.16993/tellusa.25

to truncation errors. Appendix D shows further that 
the spectrum of truncation error is white at the lowest 
frequencies. As the spectrum of f decreases with ω and 
becomes smaller than the truncation error at sufficiently 
low frequencies, the truncation error dominates. The 
spectrum of f approaches the white error spectrum. At 
these low frequencies, the coherence breaks down and 
the phase deviates strongly from -90°. For the Lorenz 
system, the frailty of f at the lowest frequencies can be 
more clearly seen by plotting the spectra in linear (rather 
than log) scale. Figure 8 shows Γf(ω) and Axf(ω) in linear 
scale. Since Γf(ω) at the lowest frequencies, at which f is 
weaker than the white truncation errors, is at least five to 
six orders of magnitude smaller than Γf(ω) at frequencies 
around 10–2 cycles per time step (cpts), Γf(ω) and Axf(ω) at 
the lowest frequencies appear to be zero relative to Γf(ω) 
and Axf(ω) at frequencies around 10–2 cpts.

Note that the truncation error is not critical for the 
spectrum of x at the lowest frequencies. Relative to the 
high low-frequency spectral plateau of x, the truncation 
error can always be made negligibly small by considering 
a not too small N.

Before leaving this section, we point out that the 
spectral behaviors at the lowest frequencies found for 
the Lorenz system (Figure 7) resemble those found for 
the global axial angular momentum M and the global 
torque F simulated by a coupled GCM (Figure 1). In both 
cases, albeit that the spectra obtained from the GCM 
are much noisier, the behaviors of both models are 
characterized by a) an essentially white low-frequency 
plateau of spectrum of M or x, b) a tendency of decreasing 
spectral level of F or f with decreasing frequency before 
the decrease is stopped at the lowest frequencies by  
the truncation error, and c) the lack of coherence between 
M and F or between x and f at the lowest frequencies. 
The similarity suggests that these spectral features 

are general properties of a Newtonian type dynamical 
system subjected to similar truncation errors.

Generally, spectra are derived using limited data in 
practice. The resulting spectrum estimate is subjected 
both to sampling error and to truncation error. The former 
arises when applying the average Em to an ensemble 
of too small size. When no ensemble is available, one 
often uses an average over several chunks of a record, 
or a smoothing in frequency domain. For instance, the 
spectra in Figure 1 were obtained by cutting the available 
simulation into 5 pieces. The truncation error on the 
other hand emerges when estimating near-zero spectral 
values at the lowest frequencies using records of finite 
length. The spectra in Figure 1 are contaminated by both 
types of errors. The spectra shown in Figure 7, which are 
derived by using ensembles of size 1000, are essentially 
free of sampling error and mostly only contaminated by 
the truncation error.

We point out another side of the problem arising 
from using finite records, often encountered in climate 
applications. Generally, a prognostic variable describing 
a climate in an equilibrium state should reveal a low-
frequency spectral plateau. Using records with limited 
length impedes fully resolving such spectral plateaus. For 
this reason, white low-frequency plateaus of prognostic 
climate variables (in an equilibrium climate state) are not 
always perceived.

Finally, we point out that the time derivative operator 
( )d
dt
⋅  filters out low-frequency spectral signals in the same 

way as the first difference (∙)s – (∙)s–1. When translating 
Eq.(1) into a spectral relation in frequency domain, we 
find that Γf is proportional to Γx in a way similar to that 
given in Eq.(25), but with the proportionality factor Gf(ω) 
= (2sin(πω))2 being replaced by (2πω)2, which approaches 
Gf(ω) = (2sin(πω))2 with decreasing ω. Thus, the result 
concerning the low-frequency parts of spectra obtained 

Figure 8 Γf (same as in Figure 7b) and amplitude spectrum Axf(ω) between component x and its differential forcing f for the Lorenz 
components (green, red, blue), estimated as in Figure 7, but plotted in linear scale.
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from Eq.(3) applies also to that obtained from Eq.(1). For 
this reason, ( )d

dt
⋅  is not further considered.

5 DISCUSSIONS

Fluctuations of a component x of an equilibrium 
solution at near-zero frequencies, that contribute to a  
non-zero Γ(0)-variance, cannot be determined by the 
fluctuations of its differential forcing f, since f de facto 
does not fluctuate at the lowest frequencies. But what 
else, if not f, generates the fluctuations of x at near-
zero frequencies? Here we do not pretend to answer 
this question rigorously. Instead, we discuss a few ideas 
which we think are crucial for addressing this question. 
The overall outcome of the discussion – that the 
fluctuations of x at near-zero frequencies result from an 
integral effect – seems to be reasonable and self-evident, 
as these fluctuations definitely exist when the dynamical 
system of our concern is integrated forward in time.

We start by considering for a given dynamical system, 
the major frequencies (or the major timescales) of 
the underlying dynamics, defined as the frequencies 
(timescales), at which the spectra of f have their maxima. 
For the Lorenz model (Figures 7b and 8a), the most 
pronounced spectral peak is found for the differential 
forcing of the third component (blue line) located at 
the frequency near 1.42 × 10–2 cpts, which corresponds 
to a timescale of about 70 time steps. For the first and 
second component (green and red), the spectra of f are 
less peaky. There is a maximum located at frequencies 
slightly lower than 1.42 × 10–2 cpts and a maximum at 
frequencies around 2 × 10–2 cpts. We hence consider the 
frequencies of a few 10–2 cpts as the major frequencies 
of the Lorenz dynamics. The maxima of the spectra of 
x (Figure 7a) are located at similar frequencies as the 
spectra of f, although the spectra either further increase 
with decreasing frequency or drops only slightly at 
frequencies lower than the major frequencies. Consistent 
with these spectrum maxima, the time series of x and f 
(Figure 2) fluctuate visually only on the major timescales 
of the underlying dynamics. For x, whose spectrum has 
a white low-frequency plateau, the total low-frequency 
variance is evenly distributed over all low frequencies, 
making the fluctuations at an individual low frequency 
extremely weak and impossible to spot (even when 
sufficiently long records are used to resolve these low 
frequencies). Generally, we assume that the major 
timescale of a dynamical system of our concern is finite.

Given the finiteness of the major timescale of the 
underlying dynamics, it becomes even more striking that 
x fluctuates at zero and almost-zero frequencies. We 
approach this issue by considering a Brownian particle 
embedded in fluid molecules. The differential forcing 
of the Brownian particle describes the collisions of the 
particle with its surrounding fluid molecules. The major 

timescale of the underlying dynamics is the collision 
timescale. With each individual collision, the Brownian 
particle receives an impulse signal, which is a function 
of time that is only non-zero within a very short time 
interval and zero everywhere outside the interval. An 
impulse signal has an essentially white spectrum. Thus, 
a collision received by a Brownian particle makes the 
particle to fluctuate a little at almost all frequencies, 
especially the lowest frequencies.

The Brownian motion example can be extended to a 
dynamical system such as a GCM or the Lorenz model. 
A particular interaction of a component x with the other 
components, as described by the differential forcing f of 
x, produces a signal in x that is non-zero within a time 
interval, but zero outside the time interval. Since the 
length of the interval, which corresponds to the major 
timescale of the underlying dynamics, is always negligibly 
short relative to the infinite timescale, the signal can be 
considered as an impulse signal. Similar to a collision 
received by the Brownian particle, an interaction with 
other components received by x makes x to fluctuate 
a little at almost all frequencies, especially the lowest 
frequencies.

We emphasize that different from a delta function, 
which has a peak of zero duration, an impulse-like 
signal received by x has a “peak” lasting over a non-zero 
duration. Even for a collision of a Brownian particle with 
a molecule, which is completed within a time interval 
that is too short to be recognized by the human eye, 
the duration of the collision is, relative to the major 
timescale of the differential forcing that describes the 
collisions, not zero. Figure 9 shows typical spectra of 
impulse-like signals with a peak of non-zero duration. 
Different from the spectrum of a delta function, which 
is white and non-zero over the entire frequency domain, 
the spectrum of a signal of non-zero duration has a 
white low-frequency plateau. We emphasize also that 
x can only receive a full impulse-like signal, after x has 
completed the interaction with the other components, 
or in other words, after x has evolved along a solution 
over the duration of the interaction. Consequently, the 
low-frequency fluctuations arising from an impulse-
like interaction received by x is not compatible with the 
low-frequency fluctuations of the differential forcing f, 
which is a function of every time instance during the 
interaction.

Along an equilibrium solution, component x receives 
not only just one interaction with other components 
of x, but many interactions. While each impulse-like 
interaction received by x makes x to fluctuate a little at 
the lowest frequencies, many impulse-like interactions 
can produce the non-zero Γ(0)-variance of x. We refer 
the net effect of many interactions of x with other 
components of x along a solution as the integral effect of 
all other components on component x. The net integral 
effect cannot be represented as a differential forcing 
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defined at individual time instances, but can only be 
obtained by integrating f forward in time.

Still unclear is, as an equilibrium solution continues into 
an infinite time, what stops the integral effect to include 
more impulse-like interactions, thereby keeping the Γ(0)-
variance and the respective total equilibrium variance 
finite. Purely integrating (i.e. simply adding) interactions 
of x with other components along a solution resembles 
a random walk that integrates a white noise over time. 
Such a pure integration makes the variance to increase 
with increasing time, and making an equilibrium state 
unsustainable. Obviously, there must be a dissipation, or 
a negative feedback as suggested by Hasselmann (1976), 
that counteracts the pure integration of interactions of x 
with other components.

Hasselmann identified the required dissipation 
as a part of the underlying dynamics, i. e. as a part of 
the differential forcing f. Such a dissipation dissipates 
variations of x at every time instance. We know from 
the example of Brownian motion that there is another 
type of dissipation: As a Brownian particle moves among 

fluid molecules, it experiences a friction that results from 
numerous collisions. This friction does not exist in the 
governing equations formulated in terms of differential 
forcing, since within a time interval δt → 0 that defines 
the differential operator ( )d

dt ⋅ , a Brownian particle receives 
only isolating collisions. It appears that for a system in 
its equilibrium state reached under a constant external 
forcing, there exist two types of dissipation: One appears 
as a part of differential forcing and counteracts the 
constant external forcing at every time instance, which 
is needed to prevent the system to run away under the 
constant external forcing. The other appears as a part 
of the integral effect that does not exist in δt → 0 and 
counteracts the continuous integration of impulse-like 
interactions over time. As the impulse-like interactions 
make x to fluctuate at low frequencies, the latter type 
of dissipation is linked to (low-frequency) fluctuations, 
in line with the dissipation-fluctuation theorem (DFT) 
(Risken, 1989, chapter 7). DFT states that the response 
of a system to a change in its external forcing, which 
depends sensitively on the dissipation processes inside 

Figure 9 Spectra of two impulse-like signals of length 1 × 107 + 1. The signals are not zero at the central n = 11 (red) and n = 101 
(blue) time steps, but zero at other 1 × 107 + 1 – n time steps. The values of the signal at the central n time steps are obtained 
from an AR1-process with the AR1 coefficient being 0.9. The spectra shown are averages over 100 sample spectra obtained from 
100 similarly generated impulse-like signals. The spectra are white and non-zero over the low-frequency interval [0,ωs], with ωs 
(vertical lines) being dependent on n. The smaller the value of n, the larger the frequency ωs, the wider the interval [0,ωs]. As n → 1, 
the spectrum of an impulse-like signal approaches the spectrum of a delta function, which is white and equals the lag-zero auto-
covariance (the only non-zero value of the auto-covariance function) at all frequencies according to Eq.(14). This n-dependent 
spectral behavior is independent of the details of the AR1-process used to produce the non-zero values of the impulse-like signal at 
the central n time steps. ωs is identified as the frequency at which the spectrum deviates 1% from its value at the lowest resolved 
frequency.
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the system, is closely related to the natural fluctuations 
occurring without the change in the external forcing. 
Clearly, this dissipation issue and its link to DFT need 
further investigations.

Finally, we point out that the differential forcing f 
considered in this paper differs from a mechanical force 
fmech considered in classical mechanics in two aspects. 
First, when exerting a mechanical force fmech on an 
object, the force is equally received by every part of the 
object. For a system considered in this paper, although 
all components of x are subjected to the same external 
forcing, the differential forcings of any two different 
components are generally different. The external forcing 
is not equally received by all components of x. Secondly, 
a mechanical force fmech exerted on an object can be 
long-lasting, whereas a differential forcing considered 
in this paper is always short living. In the simplest case 
in which fmech is constant, the momentum of the object 
would be constantly accelerated, and the variance of 
the momentum would be infinite. In terms of spectral 
relation given in Eq.(33), which holds both for solutions of 
a system considered in this paper and for the evolution 
of the momentum caused by a mechanical force fmech, 
the spectrum ( )mechf wG  of fmech would be a line spectrum 
with a non-zero value at ω = 0, and the spectrum of 
the momentum of the object would be proportional to 

2( )(2 )mechf w pw -G  and hence infinite at ω = 0. Different 
from that, a differential forcing considered in this paper 
does not have any energy (variance) at frequency zero, 
and de facto does not have any energy at all near-zero 
frequencies (see Figure 8a). Such a forcing is ephemeral. 
The ephemerality of f is reflected in decaying correlation 
functions, a feature not existing in classical mechanics.

The ephemerality is linked to the multidimensionality 
of the dynamical system considered in this paper. For 
a multidimensional system, even though the form 
of f(x) as a function of x does not change over time, 
the contributions of different components of x to f(x) 
generally change over time. In case of a Brownian 
motion, the contributions to f(x) at different times 
stem from collisions of the Brownian particle with 
different molecules. Because of this constant change in 
contributors to f(x), f cannot be long-lasting.

An ephemeral differential forcing f of x generates 
fluctuations in two different ways: one via f at each time 
instance; the other via the ephemerality of f related to 
the decaying and reawakening of f over time – due to the 
constant external forcing and the dissipation contained 
in f. The former makes x to fluctuates at the frequency 
of f, in the same way as in classical mechanics that the 
momentum variations at a frequency result from the 
variations of the mechanical force at the same frequency. 
The latter, which can only be realized by integrating 
the dynamical system forward over time, makes x to 
fluctuate at the lowest frequencies via impulse-like 
interactions of x with other components of x.

6 CONCLUDING REMARKS

This paper considers a dynamical system described 
by a multidimensional state vector x such that the 
temporal evolution of a component x of x is governed 
by ( )dx

dt f= x . Under a constant external forcing, the 
system reaches an equilibrium state characterized 
by equilibrium fluctuations that have well-defined 
finite equilibrium variances and decaying covariance 
functions. We show that an equilibrium variance can 
only be decomposed in frequency domain when taking 
all equilibrium solutions of the considered equilibrium 
state into account. We show further that for a system 
of our concern, the differential operator ( )d

dt
⋅ , together 

with the white low-frequency spectral plateau of x, 
constrain the differential forcing f of x such that f de 
facto does not fluctuate at near-zero frequencies. The 
variance related to the fluctuations of x at near-zero 
frequencies can hence not be generated by fluctuations 
of f. Instead, it results from an integral effect of many 
impulse-like interactions of x with other components of 
x occurring along an equilibrium solution over time. This 
integral effect cannot be represented as a differential 
forcing and only emerges when integrating the system 
forward in time. The forward integration sets the arrow 
of time toward an equilibrium state.

The significance of the present study depends on the 
amount of the total equilibrium variance that results from 
the integral effect. We assume that this variance equals 
the Γ(0)-variance, i.e. the variance that is associated with 
the white low-frequency spectral plateau of x. For the 
Lorenz system, we estimate the Γ(0)-variance in terms 
of ν defined as
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ω* is the frequency that for ω > ω* the spectrum of 
component x, Γx(ω), deviates from its white low-
frequency plateau. For the three Lorenz components, ω* 
is indicated by the colored vertical lines in Figure 7a). ν 
amounts to 13.86%, 11.48%, 3.79% of the total variance, 
respectively, suggesting that only a small portion of the 
equilibrium variance is determined by the integral effect. 
We speculate that given a component x of a dynamical 
system, the amount of Γ(0)-variance depends on the 
“inertia” of the component. A more inert component 
needs to interact with other components a greater 
number of times before it starts to fluctuate. The integral 
effect that results from a larger number of interactions 
of x with other components leads to a higher white 
low-frequency plateau of x, and with that a larger Γ(0)-
variance of x. It is conceivable that the Γ(0)-variance of 
a Brownian particle is essentially identical to its entire 
equilibrium variance.
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This paper has strong implication for inert components 
of a dynamical system. The equilibrium variance of an 
inert component, which is largely determined by the 
integral effect, can no longer be deciphered by considering 
processes described by the differential forcing at individual 
time instances. If we are not content with estimating the 
total equilibrium variance by integrating the governing 
equations in form of ( )dx

dt f= x  forward in time, but wish to 
cast the integral effect in an evolution equation, we need 
to find a new framework that quantifies and represents 
the integral effect. Such a framework can take the form 
of a stochastic difference equation, which represents the 
role of the integral effect in generating variance in terms 
of a stochastic forcing, and at the same time, contains 
a dissipation counteracting the continuous generation 
of variance by the stochastic forcing. Here I deliberate 
use the word “difference”, as oppose to “differential”, 
to emphasize that the integral effect is an effect not 
expressible in term of the differential operator ( )d

dt ⋅ . 
Within an infinitesimal time interval associated with the 
operator ( )d

dt ⋅ , the integral effect does not exist; we have 
only the differential forcing at every time instance. The 
integral effect is the physical “thing” brought up in Section 
1 that escapes the underlying deterministic dynamics 
represented by the differential forcing f. In this sense, a 
framework that quantifies the integral effect based on 
stochastic difference equations is not an approximation 
of the underlying deterministic differential equation, but 
represents processes not represented by the differential 
forcing. The subject of such a framework are fluctuations 
at near-zero frequencies only, rather than fluctuations at 
the major frequencies of the underlying dynamics.

The concept of stochastic climate models proposed 
by Hasselmann (1976) is an attempt toward formalizing 
such a framework. If such a framework is established 
for the dynamical system of our concern (e.g. for the 
climate), we would have for any one component x of 
the state vector x two types of evolution equations: 
One describes the detailed interaction of x with other 
components occurring at every time instance in terms 
of the differential forcing f(x) of x. The other describes 
the generation and the dissipation of the portion of the 
equilibrium variance of x that arises from the integral 
effect occurring along a solution over time. The total 
equilibrium variance of x can be obtained by integrating 
the first type of evolution equations, but cannot be fully 
explained by the dynamics represented by only one of 
the two types of evolution equations.
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