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Abstract. We prove that there exist positive constants C and c
such that for any integer d > 2 the set of x ∈ [0, 1)d satisfying

cN1/2 6

∣∣∣∣∣
N∑

n=1

exp
(
2πi

(
x1n+ . . .+ xdn

d
))∣∣∣∣∣ 6 CN1/2

for infinitely many natural numbers N is of full Lebesque measure.
This substantially improves the previous results where similar sets
have been measured in terms of the Hausdorff dimension. We also
obtain similar bounds for exponential sums with monomials xnd

when d 6= 4. Finally, we obtain lower bounds for the Hausdorff
dimension of large values of general exponential polynomials.
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1. Introduction

1.1. Background and motivation. For an integer d > 1, let

Td = (R/Z)d

be the d-dimensional unit torus. When d = 1 we write

T = T1 = R/Z.
For a vector x = (x1, . . . , xd) ∈ Td and integer N, we consider the
exponential sums

Sd(x;N) =
N∑
n=1

e
(
x1n+ . . .+ xdn

d
)
,

which are commonly called Weyl sums , where throughout the paper
we denote e(x) = exp(2πix). These sums were originally introduced
by Weyl to study equidistribution of fractional parts of polynomials
and rose to prominence through applications to the circle method and
Riemann zeta function. Despite more than a century since these sums
were introduced, their behaviour for individual values of x is not well
understood, see [7, 8].

Much more is known about the average behaviour of Sd(x;N). The
recent advances of Bourgain, Demeter and Guth [3] (for d > 4) and
Wooley [39] (for d = 3) (see also [41]) for the Vinogradov mean value
theorem imply the estimate

(1.1) N s(d) 6
∫
Td

|Sd(x;N)|2s(d)dx 6 N s(d)+o(1),
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where

s(d) =
d(d+ 1)

2
and is best possible up to o(1) in the exponent of N .

We observe that the optimal bound (1.1) does not tell much about
the typical size of sums Sd(x;N). It is conceivable, however unlikely,
that the average value is influenced by a very small set of x ∈ Td ,
while for other x ∈ Td these sums are very small. The main goal of
this paper is to rule out this possibility and show that for almost all
x ∈ Td the sums Sd(x;N) have order corresponding to the average size
N1/2 for infinitely many N .

1.2. Previous results and questions. The first results concerning
the metric behaviour of Weyl sums are due to Hardy and Littlewood [21]
who have estimated the Gauss sums

(1.2) G(x;N) =
N∑
n=1

e
(
xn2
)
,

in terms of the continued fraction expansion of x . This idea has been
expanded upon by Fiedler, Jurkat and Körner [19, Theorem 2] who give
the following optimal lower and upper bounds. Suppose that {f(n)}∞n=1

is a non-decreasing sequence of positive numbers. Then one has

lim
N→∞

|G(x;N)|√
Nf(N)

<∞ for almost all x ∈ T

⇐⇒
∞∑
n=1

1

nf(n)4
<∞.

(1.3)

See also [17, Theorem 0.1] for similar results with the more general
sums S2(x;N), (which correspond to G(x;N) with a linear term in
the phase).

For d > 3, it has been shown that for almost all x ∈ Td

|Sd(x;N)| 6 N1/2+o(1), N →∞.
It has also been conjectured that the exponent 1/2 is best possible,
see [10, Conjecture 1.1]. In this paper, among other things we confirm
this conjecture, see Theorem 2.3 below.

For α ∈ (0, 1) and integer d > 2, consider the set

Ed,α = {x ∈ Td : |Sd(x;N)| > Nα for infinity many N ∈ N}.
We remark that in the series of works [10–12] for any α ∈ (0, 1) some
upper and lower bounds have been given on the Hausdorff dimension
dim Ed,α of Ed,α (see Definition 2.5 below).
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In Section 8 we present some heuristic arguments about the exact
behaviour of dim Ed,α for α ∈ (1/2, 1).

Furthermore, as in [11], we also investigate Weyl sums with mono-
mials

(1.4) σd(x;N) =
N∑
n=1

e
(
xnd
)
.

For each α ∈ (0, 1) let

(1.5) Fd,α = {x ∈ T : |σd(x;N)| > Nα for infinitely many N ∈ N}.
Similarly to Ed,α , for α ∈ (0, 1) and integer d > 2 the set Fd,α has
positive Hausdorff dimension. Moreover for α ∈ (1/2, 1) and d > 2
the set Fd,α has zero Lebesgue measure [12, Corollary 2.2].

Our method also shows that for α = 1/2 a slight modification of
the sets Fd,1/2 (with d = 3 or d > 5) and Ed,1/2 (with any d > 3),
see (2.2) and (2.1) below, are of full Lebesgue measure. This implies
that

(1.6) dim Fd,α = 1 and dim Ed,α = d, ∀α ∈ (0, 1/2).

We remark that (1.6) also applies to d = 4. In Theorem 2.2 below
we only establish the positivity of the Lebesgue measure for d = 4.
This nevertheless is still enough to conclude that dim F4,α = 1 for all
α ∈ (0, 1/2).

1.3. Notation and conventions. Throughout the paper, the nota-
tion U = O(V ), U � V and V � U are equivalent to |U | 6 cV
for some positive constant c , which depends on the degree d and oc-
casionally on the small real positive parameter ε . We never explicitly
mention these dependences, but we do this for other parameters such
as the function f , the interval I and the cube Q .

We also define U � V as an equivalent U � V � U .
For any quantity V > 1 we write U = V o(1) (as V →∞) to indicate

a function of V which satisfies V −ε 6 |U | 6 V ε for any ε > 0, provided
V is large enough. One additional advantage of using V o(1) is that it
absorbs log V and other similar quantities without changing the whole
expression.

For a a finite set S , we use #S to denote its cardinality.
We always identify Td with half-open unit cube [0, 1)d .
We say that some property holds for almost all x ∈ Tk if it holds

for a set X ⊆ [0, 1)k of k -dimensional Lebesgue measure λ(X ) = 1.
When there is no confusion of positivity of n , we also use

∑
n6N an

to represent the sum
∑N

n=1 an .



METRIC THEORY OF WEYL SUMS 5

2. Main results

2.1. Results on the Lebesgue measure. It is convenient to intro-
duce a weighted variant of the sums σd(x;N) and Sd(x;N). In partic-
ular, for a sequence of complex weights a = (an)∞n=1 with |an| = 1 we
define

σa,d(x;N) =
N∑
n=1

an e
(
xnd
)
,

Sa,d(x;N) =
N∑
n=1

an e
(
x1n+ . . .+ xdn

d
)
.

Here we are mostly interested in the case α = 1/2. Hence we modify
the notations for Ed,1/2 and Fd,1/2 in a way that they also apply to
Sa,d(x;N) and σa,d(x;N).

For integer d > 2 and constants c, C > 0 denote

Ea,c,C(d) = {x ∈ Td : cN1/2 6 |Sa,d(x;N)| 6 CN1/2

for infinitely many N ∈ N},
(2.1)

and

Fa,c,C(d) = {x ∈ T : cN1/2 ≤ |σa,d(x;N)| 6 CN1/2

for infinitely many N ∈ N}.
(2.2)

For more general sets A ⊆ Td we use λ(A) to denote the Lebesgue
measure of A .

We start with the case of monomial sums.

Theorem 2.1. There exist positive constants c, C such that for d = 3
or d > 5 and any sequence of complex weights a = (an)∞n=1 with |an| =
1 we have λ(Fa,c,C(d)) = 1.

Note that there are still exceptional values d = 2 and d = 4 to which
Theorem 2.1 does not apply. For d = 4 we however are still able to
show that the set Fa,c(d) is everywhere massive, where

Fa,c(d) = {x ∈ T : |σa,d(x;N)| > cN1/2

for infinitely many N ∈ N}.
See Remark 5.1 for a possible approach to extending Theorem 2.1 to
cover the case d = 4.

Theorem 2.2. Let 0 < c < 1. Then for any sequence of complex
weights a = (an)∞n=1 with |an| = 1, and for any interval I ⊆ T we
have

λ (Fa,c(4) ∩ I) > (λ(I)(1− c2))2/8.
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We remark that for fixed constants C > c > 0 our method does not
yield that λ (Fa,c,C(4) ∩ I) > 0 for every interval I ⊆ T . Unfortunately
the conclusion of Theorem 2.2, that is

λ (Fa,c(4) ∩ I)� λ(I)2, ∀ I ⊆ T,

does not imply λ(Fa,c(4)) = 1. Indeed, consider the set of Gn of
fractions a/3n with 1 6 a 6 3n . We now define

A = T ∩
⋃
n∈N

⋃
a/q∈Gn

[a/q − 3−n−2n−2, a/q + 3−n−2n−2].

Clearly

λ(A) 6
2

9

∞∑
n=1

n−2 =
2π2

54
< 1.

On the other hand, for each interval J = [x0, x0 + δ] ⊆ T with 0 <
δ < δ0 for some small δ0 there is an integer n such that

(2.3) 3−nn3 6 δ < 3−n+1(n− 1)3,

and there are at least n3/3 fractions

a/3n ∈ Gn ∩ J .

Hence combining with (2.3) we obtain

λ (A ∩ J )� 3−nn� δ
(
log δ−1

)−2
.

It is easy to see that one can modify this construction to replace 3n

with a faster growing function and (log δ−1)
−2

with a slower decaying
function, in fact with an arbitrary slow rate of decay.

We now turn to the Weyl sums Sd(x;N). First observe that for
x = (x1, . . . , xd) we have

Sa,d(x;N) = σb,d(xd;N),

where

bn = an e(x1n+ . . .+ xd−1n
d−1).

Thus for d = 3 or d > 5 and any fixed (x1, . . . , xd−1) ∈ Td−1 , The-
orem 2.1 implies λ(Fb,c,C(d)) = 1. Together with Fubini’s theorem
we obtain λ(Ea,c,C(d)) = 1. By introducing a new idea we obtain the
following desired result for all d > 2.

Theorem 2.3. There exist positive constants c, C such that for all
d > 2 and any sequence of complex weights a = (an)∞n=1 with |an| = 1
we have λ(Ea,c,C(d)) = 1.
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We remark that [17, Theorem 0.1] gives an optimal bound for the
sums S2(x;N). However, for sums with weights, Theorem 2.3 is new
even for d = 2.

It is interesting to understand whether the constant c of Theorem 2.1
can be any arbitrary large (also whether the cases of d = 2, 4 can be
included in Theorem 2.1). More precisely we ask the following.

Question 2.4. Let d > 2 and a = (an)∞n=1 a sequence of complex
weights with |an| = 1. Is this true that for almost all x ∈ T we have

lim sup
N→∞

σa,d(x;N)√
N

=∞?

We note for d = 1 the answer to Question 2.4, that is, for standard
trigonometric polynomials, is negative as by an explicit construction of
Hardy and Littlewood [22, Section 4] which states that for any ξ ∈ R
with ξ 6= 0 we have

sup
x∈T

∣∣∣∣∣
N∑
n=1

e (ξn log n+ xn)

∣∣∣∣∣� N1/2,

(where the implied constant may depend on ξ ), see also a result of
Rudin [33, Theorem 1] who has shown the same “flatness” can be
achieved for partial sums trigonometric series with coefficients an =
±1.

2.2. Results on the Hausdorff dimension. For Gauss sums (1.2)
we have an optimal result in (1.3). However, the Diophantine approx-
imation argument of [19, Theorem 2] does not work for Gauss sums
with weights. Moreover, our method does not give positive measure
for Fa,c(2) either. However, by introducing some new ideas we obtain
a lower bound of the Hausdorff dimension of the set Fa,c(2). Indeed
our method works for more general functions f .

Definition 2.5. The Hausdorff dimension of a set A ⊆ Rd is defined
as

dimA = inf
{
s > 0 : ∀ ε > 0, ∃ {Ui}∞i=1, Ui ⊆ Rd,

such that A ⊆
∞⋃
i=1

Ui and
∞∑
i=1

(diamUi)s < ε
}
.

We refer to [16,31] for a background on the Hausdorff dimension.

Theorem 2.6. Let f be a real, twice differentiable function with con-
tinuous second derivative satisfying

f ′′(t) = tγ−2+o(1)
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for some γ > 2. Then for any interval I ⊆ R the Hausdorff dimension
of the set of x ∈ I such that∣∣∣∣∣ ∑

16n6N

an e(xf(n))

∣∣∣∣∣� N1/2 for infinitely many N ,

where the implied constant may depend on the function f , is at least
1− 1/(2γ).

If we impose conditions only on the first derivative of the function f
in Theorem 2.7 we obtain the following weaker bound.

Theorem 2.7. Let f be a real, continuously differentiable function
such that

f ′(t) = tγ−1+o(1)

for some γ > 1. Then for any complex weights a = (an)∞n=1 with
|an| = 1 and any interval I ⊆ R the Hausdorff dimension of the set of
x ∈ I such that∣∣∣∣∣ ∑

16n6N

an e(xf(n))

∣∣∣∣∣� N1/2 for infinitely many N ,

where the implied constant may depend on the function f , is at least
1− 1/γ .

Theorems 2.6 and 2.7 are based on some results on the distribution
of values of exponential polynomials, which we develop in Section 6.

2.3. Applications to uniform distribution modulo one. We now
show some applications of our main results to the theory of uniform
distribution of sequences.

Let ξn , n ∈ N , be a sequence in T . The discrepancy of this sequence
at length N is defined as

(2.4) DN = sup
06a<b61

|#{1 6 n 6 N : ξn ∈ (a, b)} − (b− a)N | .

Recall that a sequence is uniformly distributed modulo one if and
only if the corresponding discrepancy satisfies

DN = o(N) as N →∞,
see [14, Theorem 1.6] for a proof. We note that sometimes in the
literature the scaled quantity N−1DN is called the discrepancy, but
since our argument looks cleaner with the definition (2.4), we adopt it
here.

For x ∈ Td and the sequence

ξn = x1n+ . . .+ xdn
d, n ∈ N,
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we denote by Dd(x;N) the corresponding discrepancy. Motivated by
the work of Wooley [40, Theorem 1.4], it has been shown in [12] that
for almost all x ∈ Td with d > 2 one has

Dd(x;N) 6 N1/2+o(1) as N →∞.
Recalling the Koksma-Hlawlka inequality , see [14, Theorem 1.14] for

a general statement, we derive for any x ∈ Td

Sd(x;N)� Dd(x;N).

Combining with Theorem 2.3 we conclude that there is a constant c > 0
such that for almost all x ∈ Td ,

Dd(x;N) > cN1/2

holds for infinitely many N ∈ N .
Similarly, other results from Section 2 lead to lower bounds of the

discrepancy of the corresponding sequences.

3. Preliminaries

3.1. Reduction to power moments. We first show how our results
of Section 2.1 can be reduced to estimating the second and fourth
moment of exponential sums. Our first result is a variation of Cassels [9,
Lemma 1].

Lemma 3.1. Let X ⊆ Td be measurable with λ(X ) > 0. Let f :
Td → [0, N ] be a continuous function. Suppose that there are positive
constants α1, α2 such that

(3.1)

∫
X
f(x)2dx > α1Nλ(X )

and

(3.2)

∫
X
f(x)4dx 6 α2N

2λ(X ).

Then for any constants c, C > 0 we have

λ
({

x ∈ X : cN1/2 6 f(x) 6 CN1/2
})

> ε0λ(X ),

where
ε0 = (α1 − c2 − α2/C

2)/C2.

Proof. Denote

Ac =
{
x ∈ X : f(x) < cN1/2

}
,

BC =
{
x ∈ X : f(x) > CN1/2

}
,

and
Rc,C = X \ (Ac ∪ BC) .
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Since f is continuous, the sets Ac,BC ,Rc,C are measurable. We
note that (3.2) implies∫

BC
f(x)2dx 6

1

C2N

∫
X
f(x)4dx 6 α2Nλ(X )/C2.

Taking a decomposition of X as X = Ac ∪ BC ∪Rc,C , we obtain∫
X
f(x)2dx 6 c2Nλ(X ) + α2Nλ(X )/C2 +

∫
Rc,C

f(x)2dx.

Combining with (3.1) and using that f(x) 6 CN1/2 whenever x ∈ Rc,C

gives
λ(RC,c) > λ(X )

(
α1 − c2 − α2/C

2
)
/C2,

which finishes the proof. ut

Remark 3.2. We remark that the bound (3.2) on the L4 -norm appears
naturally in our argument. However, suppose that for some r > 2 we
have the following bound on the Lr -norm∫

X
f(x)rdx 6 α2N

r/2λ(X ).

Then we obtain the desired result of Lemma 3.1 as well.

Corollary 3.3. Let Ea,c,C(d) be given by (2.1). Suppose that for each
cube Q ⊆ Td and each integer N which is sufficiently large (in terms
of Q) we have ∫

Q

|Sa,d(x;N)|2dx > α1λ(Q)N,∫
Q

|Sa,d(x;N)|4dx 6 α2λ(Q)N2.

(3.3)

Then
λ(Ea,c,C(d) ∩Q) > ε0λ(Q),

where
ε0 = (α1 − c2 − α2/C

2)/C2.

Proof. Define

LN,c,C =
{
x ∈ Q : cN1/2 6 |Sa,d(x;N)| 6 CN1/2

}
so that

Ea,c,C(d) =
⋂
M>1

⋃
N>M

LN,c,C .

From Lemma 3.1 and (3.3), for each N > 1 we have

λ(LN,c,C) > ελ(Q).
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Hence by continuity of Lebesgue measure, see for example [31, Theo-
rem 1.4, (4) (ii)], we get

λ

(⋂
M>1

⋃
N>M

LN,c,C

)
= lim

M→∞
λ

( ⋃
N>M

LN,c,C

)
> ε0λ(Q),

which completes the proof. ut

The following is a variant of a result due to Cassels [9], see also [20,
Lemma 2].

Lemma 3.4. Let Qk ⊆ Rd be a sequence of cubes and Uk ⊆ Rd a
sequence of Lebesgue measurable sets, k = 1, 2 . . ., such that for some
positive ε < 1

Uk ⊆ Ik, λ(Uk) > ελ(Qk), λ(Qk)→ 0.

Then the set of points which belong to infinitley many Qk has the same
measure as the set of points which belong to infinitley many of the Uk .

Combining Corollary 3.3 with Lemma 3.4, we show that the equality
λ(Ea,c,C(d)) = 1 follows from moment estimates for Weyl sums. Note
that we could also derive this conclusion from Corollary 3.3 and the
Lebesgue density theorem [31, Corollary 2.14].

Lemma 3.5. Suppose that for each cube Q ⊆ Td and each integer N
which is sufficiently large (in terms of Q) we have

(3.4)

∫
Q

|Sa,d(x;N)|2dx� λ(Q)N,

∫
Q

|Sa,d(x;N)|4dx� λ(Q)N2.

Then there are positive constants c, C such that λ(Ea,c,C(d)) = 1.

Proof. This follows by applying Lemma 3.4 to a sequence of cubes with
diameter tending to zero centered at points from a countable dense
subset of Td and using (3.4) and Corollary 3.3 to verify the conditions
of Lemma 3.4 are satisfied. ut

We emphasise that the implied constant in (3.4) can only depend on
the ambient dimension d and cannot depend on Q .

A similar argument allows us to deal with monomials.

Lemma 3.6. Suppose that for each interval I ⊆ T and each integer
N which is sufficiently large (in terms of I) we have

(3.5)

∫
I

|σa,d(x;N)|2dx� λ(I)N,

∫
I

|σa,d(x;N)|4dx� λ(I)N2.

Then there are positive constants c, C such that λ(Fa,c,C(d)) = 1.
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In order to prove Theorems 2.1 and 2.3 it is sufficient to estab-
lish (3.4) and (3.5). These results are presented Sections 3.3, 4.1
and 4.2.

Note that the Rudin conjecture [13, Conjecture 3] asserts that for
any 2 < r < 4 and any complex sequence an we have

(3.6)

∫
T

∣∣∣∣∣
N∑
n=1

an e(xn2)

∣∣∣∣∣
r

dx�

(
N∑
n=1

|an|2
)r/2

,

where the implied constant may depend on r . Combining (3.6) with
Lemma 3.1 and Remark 3.2 we conclude that the Rudin conjecture
implies that there are positive constants c , C such that λ(Fa,c,C(2)) >
0 (under the condition |an| = 1). Furthermore, suppose that there is
some r > 2 such that for any interval I ⊆ T and any complex sequence
an with |an| = 1 we have (the local version of the Rudin conjecture)∫

I

∣∣∣∣∣
N∑
n=1

an e(xn2)

∣∣∣∣∣
r

dx� N r/2λ(I),

provided that N is sufficiently large in terms of I , then combining with
Lemma 3.1, Remark 3.2 and Lemma 3.4 there are positive constants
c, C such that λ(Fa,c,C(2)) = 1. However, the Rudin conjecture does
not answer the Question 2.4 for the case d = 2.

3.2. Some tools from harmonic analysis. We need the following
obvious identity.

Lemma 3.7. Let 0 < δ 6 1, y1, . . . , yK be a sequence of real numbers
and β1, . . . , βK be a sequence of complex numbers. For any integer
ν > 1, we have ∫ δ

0

∣∣∣∣∣
K∑
k=1

βk e (zyk)

∣∣∣∣∣
2ν

dz = M + E,

where

M = δ
∑

16k1,...,kν ,`1,...,`ν6K
yk1+...+ykν=y`1+...+y`ν

βk1 . . . βkνβ`1 . . . β`ν ,

E =
∑

16k1,...,kν ,`1,...,`ν6K
yk1+...+ykν 6=y`1+...+y`ν

βk1 . . . βkνβ`1 . . . β`ν
2πi (yk1 + . . .+ ykν − y`1 − . . .− y`ν )

× ( e (δ (yk1 + . . .+ ykν − y`1 − . . .− y`ν ))− 1) .
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Proof. This follows after expanding the square, interchanging summa-
tion and evaluating the integral. ut

The above result may be applied to obtain an asymptotic formula
for various integrals. In some cases it is technically convenient to work
with smooth weights at the cost of establishing only upper and lower
bounds. Results of this type are well known and we provide a typical
proof.

Lemma 3.8. Let I be an interval and ϕ1, ϕ2, . . . ϕk real valued func-
tions on I . For any Y1, . . . , Yk � 1 and sequence of complex numbers
an satisfying |an| 6 1 we have

1

Y1 . . . Yk

∫ Y1

−Y1
. . .

∫ Yk

−Yk

∣∣∣∣∣∑
n∈I

an e

(
k∑
i=1

yiϕi(n)

)∣∣∣∣∣
4

dy1 . . . dyk

� #

{
n1, . . . , n4 ∈ I : |ϕi(n1) + · · · − ϕi(n4)| 6

1

Yi
, 1 6 i 6 k

}
.

Proof. Let F be a positive smooth function with sufficient decay sat-
isfying

F (x)� 1 if |x| 6 1 and supp F̂ ⊆ [−1, 1].

where supp F̂ = {x ∈ R : F̂ (x) 6= 0} . We have

∫ Y1

−Y1
. . .

∫ Yk

−Yk

∣∣∣∣∣∑
n∈I

an e

(
k∑
i=1

yiϕi(n)

)∣∣∣∣∣
4

dy1 . . . dyk

�
∫ ∞
−∞

. . .

∫ ∞
−∞

k∏
i=1

F (yi/Yi)

∣∣∣∣∣∑
n∈I

an e

(
k∑
i=1

yiϕi(n)

)∣∣∣∣∣
4

dy1 . . . dyk.

Expanding the fourth power, interchanging summation, recalling the
assumption |an| 6 1 and using Fourier inversion gives

∫ Y1

−Y1
. . .

∫ Yk

−Yk

∣∣∣∣∣∑
n∈I

an e

(
k∑
i=1

yiϕi(n)

)∣∣∣∣∣
4

dy1 . . . dyk

� Y1 . . . Yk
∑

n1,...,n4∈I

k∏
i=1

∣∣∣F̂ (Yi(ϕi(n1) + . . .− ϕi(n4)))
∣∣∣ ,

and the result follows from supp F̂ ⊆ [−1, 1]. ut
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3.3. Number of representations by sums and differences of
powers. We next collect some results on the number of representa-
tions Rd(k,N) of an integer k as

k = nd1 + nd2 − nd3 − nd4, 1 6 n1, n2, n3, n4 6 N.

They are crucial for our bounds on moments of exponential polynomi-
als.

We first recall a result of Skinner and Wooley [35, Theorem 1.2],
which treats the case of k = 0 and shows that essentially all solutions
are diagonal (that is, with {n1, n2} = {n3, n4}).

Lemma 3.9. For d > 2 we have

Rd(0, N) = 2N2 +O
(
N3/2+1/(d−1)+o(1)) .

Moreover, when d = 3 or d = 5, one may replace the term 1/(d − 1)
in each of the above estimates by 1/d.

We note that [35, Theorem 1.2] improves a series of previous re-
sults with weaker error terms, each of them would be suitable for our
purpose. On the other hand, one can improve [35, Theorem 1.2] by
using a result of Hooley [26, Theorem 3], which however gives us no
advantage: for several even stronger bounds, see [4–6, 23, 24, 32] and
references therein.

For bounding Rd(k,N) with k 6= 0 we need the following result of
Marmon [32, Theorem 1.4].

Lemma 3.10. Let a1, a2, a3,M be non-zero integers. Let r(M,B)
count the number of solutions (x1, x2, x3) ∈ Z3 to the equation

a1x
d
1 + a2x

d + a3x
d
3 = M

satisfying |xi| 6 B and aix
d
i 6= M for i = 1, 2, 3. Then

r(M,B) = O(B2/d1/2+o(1)).

For Rd(k,N) with k 6= 0 using Lemma 3.10 we obtain the following.

Lemma 3.11. For d > 2 and k 6= 0 we have

Rd(k,N) 6 N1+2/d1/2+o(1).

Proof. We see that by Lemma 3.10 for any fixed n4 there are at most
N2/d1/2+o(1) solutions to nd1 + nd2 − nd3 = nd4 + k , n1, n2, n3 6 N unless

(3.7) nd1 = nd4 + k, n2 = n3,

or

(3.8) nd2 = nd4 + k, n1 = n3,
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or

(3.9) − nd3 = nd4 + k.

Thus the total contribution from such solutions (avoiding (3.7), (3.8)

and (3.9)) is at most N1+2/d1/2+o(1) .
Otherwise, using the classical bound

(3.10) τ(k) = ko(1),

on the divisor function, see [27, Equation (1.81)], we see that there are
ko(1) pairs (m,n) with md = nd + k (which we write as

k = (m− n)(md−1 + . . .+ nd−1).

Therefore, the total contribution from the solution (3.7) and (3.8) is at
most N1+o(1) . Clearly there are at most O(1) solutions to the equa-
tion (3.9) which leaves O(N) solutions in remaining variables n1, n2 .
Putting all this together we obtain the desired bound. ut

Lemma 3.11 gives a satisfactory bound when d > 5. Unfortunately
we do not have a good bound for d 6 4. However the classical argument
of Hooley [25] gives a suitable bound for d = 3.

Lemma 3.12. For k 6= 0 we have

R3(k,N) 6 N11/6+o(1).

Proof. We recall that Hooley [25] considers the equation k = n3
1 +n3

2 +
n3
3 + n3

4 with unrestricted positive integers n1, n2, n3, n4 from which of
course follows that n1, n2, n3, n4 6 k1/3 . Thus, in our case N replaces
k1/3 in the argument of [25].

It is also important for [25] that the equation is fully symmetric and
one can form a sum n3

i + n3
j of two cubes of the same parity. Our

equation k = n3
1 + n3

2 − n3
3 − n3

4 lacks this symmetry, however we can
instead consider the equation

8k = (2n1)
3 + (2n2)

3 −m3
3 −m4

4

which has at least as many solutions, and after denoting m1 = 2n1 and
m2 = 2n2 we regain the desired parity condition.

One can verify that beyond these two points everything goes exactly
as in [25] and the sign changes do not affect the rest. Taking into
account the range of variables n1, . . . , n4 6 N we obtain the desired
bound. ut
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4. Restriction bounds for moments of exponential sums

4.1. Second moments over small intervals and boxes. We now
show that applying Lemma 3.7 to monomials of degree d > 2 gives an
asymptotic formula for integrals which are more general than I1,d(I).

Lemma 4.1. Let f be a real, continuously differentiable function such
that

f ′(t) = tγ−1+o(1),

for some γ > 1. Then for any sequence of complex numbers a =
(an)∞n=1 with |an| = 1 and any interval I ⊆ R we have∫

I

∣∣∣∣∣
2N∑
n=N

an e (xf(n))

∣∣∣∣∣
2

dx = λ (I)N +O
(
N2−γ+o(1)) ,

where the implied constant depends on f .

Proof. Suppose I = [α, α + δ] . By changing the coefficients an →
an e(αnd) we may assume α = 0.

Using the assumption each |an| = 1, Lemma 3.7 implies∫
I

∣∣∣∣∣
2N∑
n=N

an e (xf(n))

∣∣∣∣∣
2

dx

= δN +
∑

N6n1,n262N
n1 6=n2

an1an2 ( e (δ (f(n1)− f(n2)))− 1)

2πi (f(n1)− f(n2))

= δN +O

( ∑
N6n2<n162N

1

f(n1)− f(n2)

)
(clearly we can assume that N is large enough so f(t) is monotonically
increasing for n > N ). For any N 6 n2 < n1 6 2N , by the mean value
theorem we have

f(n1)− f(n2) = (n1 − n2)f
′(η) for some n2 6 η 6 n1 .

Hence by assumption on f ′

f(n1)− f(n2) > (n1 − n2)N
γ−1+o(1).

Therefore, ∑
N6n2<n162N

1

f(n1)− f(n2)
6 N2−γ+o(1),

and the desired result follows. ut
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From Lemma 4.1, we immediately obtain an asymptotic formula for
I1,d(I). Since

Sa,d(x;N) = σb,d(xd;N),

where

bn = an e
(
x1n+ . . .+ xd−1n

d−1) ,
we may combine Lemma 4.1 with Fubini’s theorem after covering the
interval [1, N ] by O(logN) dyadic intervals to give an asymptotic for-
mula for J1,d(Q). For applications to the results from Section 2.1 it is
more straightforward to use a variant of Lemma 4.1 with summation
over intervals of the form [1, N ] , however Lemma 4.1 is also used in
the results from Section 2.2 which require considering summation over
a dyadic interval.

Corollary 4.2. Let d > 2 and let a = (an)∞n=1 be a sequence of complex
numbers satisfying |an| = 1. For any interval I ⊆ T and any cube
Q ⊆ Td , provided N is large enough in terms of I and Q, we have

I1,d(I) = λ (I)N +O
(
N o(1)

)
and J1,d(Q) = λ (Q)N +O

(
N o(1)

)
,

where the implied constants depend only on d and do not depend on I
and Q.

4.2. Fourth moments over small intervals and boxes. We now
apply Lemma 3.7 with ν = 2 to monomials of degree d > 5, to obtain
the following asymptotic formula for a generalisation of the integral
I2,d(I).

Lemma 4.3. Let a = (an)∞n=1 be a sequence of complex numbers sat-
isfying |an| = 1. If d = 3 or d > 5, then for any interval I ⊆ T we
have ∫

I

∣∣∣∣∣
N∑
n=1

an e
(
xnd
)∣∣∣∣∣

4

dx = 2λ(I)N2 +O
(
N2−ηd

)
,

where ηd > 0 depends only on d and the implied constant may depend
on I.

Proof. As in the proof of Lemma 4.1 we may suppose that I = [0, δ]
for some δ ∈ (0, 1). Using the assumption each |an| = 1, Lemma 3.7
implies

(4.1)

∫
I

∣∣∣∣∣
N∑
n=1

an e
(
xnd
)∣∣∣∣∣

4

dx = M + E,
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where

M = δ
∑

n1,n2,n3,n46N
nd1+n

d
2=n

d
3+n

d
4

an1an2an3 an4 ,

E =
∑

n1,n2,n3,n46N
nd1+n

d
2 6=nd3+nd4

an1an2an3 an4

(
e
(
δ
(
nd1 + nd2 − nd3 − nd4

))
− 1
)

2πi(nd1 + nd2 − nd3 − nd4)
.

Separating the contribution 2N2 + O(N) from diagonal terms with
{n1, n2} = {n3, n4} , thus an1an2an3an4 = 1, we obtain

M = 2δN2 +O (N + T ) ,

where T is number of solutions to the equation nd1 +nd2 = nd3 +nd4 , with
n1, n2, n3, n4 6 N and {n1, n2} 6= {n3, n4} . By Lemma 3.9 (noting the
comment about d = 3), for each d > 3 there exists some ζd > 0 such
that

T 6 N2−ζd

which implies

(4.2) M = 2δN2 +O
(
N2−ζd

)
.

To estimate E we write

|E| 6
∑

−4Nd6k6−4Nd

k 6=0

Rd(k,N)

k
.

where Rd(k,N) is defined in Section 3.3
In this case by Lemma 3.11 for d > 5 and Lemma 3.12 for d = 3,

there exists some κd > 0 such that

(4.3) E� N2−κd .

Substituting (4.2) and (4.3) in (4.1) we obtain the desired bound. ut

We now derive from Lemma 4.3 the desired bounds on I2,d(I) and
J2,d(Q).

Corollary 4.4. Let d = 3 or d > 5 and a = (an)∞n=1 a sequence of
complex numbers satisfying |an| = 1. For any interval I ⊆ T and any
cube Q ⊆ Td , provided N is large enough in terms of I and Q, we
have

I2,d(I)� λ (I)N2 and J2,d(Q)� λ (Q)N2,

where the implied constants are absolute.
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The above leaves us with the case d = 4. As we have mentioned we
do not have analogues of Lemmas 3.11 and 3.12 for d = 4. However in
the case of J2,4(Q) we are able to establish the desired result. First we
obtain the following bound for average values of exponential polynomi-
als with quadratic amplitudes. The statement is slightly more general
than we need, however we think it can be of independent interest.

For any intervals I1, I2 ⊆ T denote

M(I1, I2) =

∫
I1

∫
I2

∣∣∣∣∣
N∑
n=1

an e
(
x1n+ x2n

2
)∣∣∣∣∣

4

dx1dx2.

Lemma 4.5. Let a = (an)∞n=1 be a sequence of complex weights such
that |an| = 1. For any intervals I1, I2 ⊆ T we have

M(I1, I2)� λ(I1)λ(I2)N
2 + λ(I1)

−1λ(I2)
−1N1+o(1),

where the implied constant is absolute.

Proof. As before, changing as needed the sequence of weights, we can
suppose that Iν = [0, δν ] with some δν ∈ (0, 1), ν = 1, 2. By
Lemma 3.8

(4.4) M(I1, I2)� δ1δ2
∑

06|k|61/δ1
|m|61/δ2

Q(k,m,N),

where Q(k,m,N) is the number of representations of a pair (k,m) as

k = n1 + n2 − n3 − n4 and m = n2
1 + n2

2 − n2
3 − n2

4.

Clearly the contribution from (k,m) = (0, 0) is

(4.5) Q(0, 0, N) = 2N2 +O(N).

Now assume (k,m) 6= (0, 0).
Let r = −n3 − k . Eliminating n4 , we obtain

n2
1 + n2

2 − (r + k)2 − (n1 + n2 + r)2 = m,

which is equivalent to

(4.6) 2(n1 + r)(n2 + r) = −m− 2rk − k2.

If m + 2rk + k2 = 0 then r is uniquely defined (using the fact
(k,m) 6= (0, 0)), which means n3 is also uniquely defined. Combining
with

k = n1 + n2 − n3 − n4,

for any n4 we have at most 2 possibilities for (n1, n2). Hence in total
the contribution to Q(k,m,N) from such solutions is O(N).
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Now we turn to the case m + 2rk + k2 6= 0. Note that if |k| > 2N
then Q(k,m,N) = 0. Otherwise |r| 6 N + |k| 6 3N . Since for any r
with m+ 2rk+ k2 6= 0, from the bound on the divisor function (3.10),
the equation (4.6) is satisfied by at most N o(1) pairs (n1, n2), after
which n4 is uniquely defined. Therefore, the contribution from such
solutions is N1+o(1) . Hence

(4.7) Q(k,m,N) 6 N1+o(1), (k,m) 6= (0, 0).

Substituting (4.5) and (4.7) in (4.4), we obtain the desired result. ut

Using Lemma 4.5 and arguing as in Corollary 4.2 gives:

Corollary 4.6. Let d > 2 and let a = (an)∞n=1 be a sequence of complex
weights such that |an| = 1. For any cube Q ⊆ Td, provided N is large
enough in terms of Q, we have

J2,d(Q)� λ (Q)N2,

where the implied constant is absolute.

Clearly the the bounds on J2,d(Q) from Corollaries 4.4 and 4.6 par-
tially overlap (for d > 5), however the dependence of secondary terms
on λ (Q) is different. Both are equaly suited for our applications, hence
for main results we only need Corollary 4.6 for d = 2 and d = 4.

5. Proofs of results on the Lebesgue measure

5.1. Proofs of Theorems 2.1 and 2.3. Theorem 2.1 follows from
Corollary 3.6, Corollary 4.2 and Corollary 4.4.

In a similar fashion, Theorem 2.3 follows from Corollary 3.5, Corol-
lary 4.2 and Corollary 4.6.

5.2. Proof of Theorem 2.2. Define

LN,c,C =

{
x ∈ I : cN1/2 6

∣∣∣∣∣
N∑
n=1

an e(xn4)

∣∣∣∣∣ 6 CN1/2

}
,

so that
∞⋂
k=1

∞⋃
N=k

LN,c,C ⊆ Fa,c(4).

By orthogonality and Lemma 3.9∫
I

∣∣∣∣∣
N∑
n=1

an e(xn4)

∣∣∣∣∣
4

dx 6
∫
T

∣∣∣∣∣
N∑
n=1

an e(xn4)

∣∣∣∣∣
4

dx 6 (2 + o(1))N2.
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By Lemma 4.1 and the above we may apply the calculations from
Corollary 3.3 with

α1 = 1 + o(1), α2 =
2 + o(1)

λ(I)
,

to get

λ(Fa,c(4)) > λ(LN,c,C) >

(
1− c2 − 2

λ(I)C2
+ o(1)

)
λ(I)

C2
,

and the result follows taking

C2 =
4

(1− c2)λ(I)
.

5.3. Further comments.

Remark 5.1. To extend Theorem 2.1 to include the case d = 4, it
would suffice to show that for any non-zero k , the number of solutions
to

(5.1) x41 − x42 = x43 − x44 + k, 1 6 x1, x2, x3, x4 6 N,

is o(N2) as N → ∞ (note that we do need any uniformity in k). So
in particular solutions to |x41 + x42 − x43 − x44| 6 C are dominated by
diagonal solutions for each fixed C > 0. It is likely that an adaption
of the method of Hooley [25, 26] on solutions to xd1 + xd2 = xd3 + xd4
would yield such a result. Hooley’s sieve setup [25,26] generalises in a
straightforward manner to handle the non-homogeneous equation (5.1),
and reduces the question to obtaining a power-saving bound for certain
complete exponential sums along a curve. Provided the exponential sum
is suitably non-degenerate, variants of the Weil bound are sufficient
to give such an estimate (see, for example, [2, Theorem 6]). In the
interests of brevity we do not pursue this approach further here.

Remark 5.2. We note that the proof of Theorem 2.2 actually shows
that there are fixed constants 0 < c < C such that for every choice
of coefficients a with |an| = 1 and every N , there is a set Sa,N ⊆
Td of positive measure (bounded away from zero independently of N )
such that cN1/2 6 |Sa,d(x;N)| 6 CN1/2 for x ∈ Sa,N . Choosing
coefficients a with |an| = 1 at random shows that for most choices a
there are also positive measure sets for which |Sa,d(x;N)| < cN1/2 or
CN1/2 < |Sa,d(x;N)|, and so for individual N one cannot improve the
conclusion to almost all x ∈ Td .
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6. Some properties of exponential polynomials sums

6.1. Implied constants. Throughout this section, the implied con-
stants may depend on the function f , in particular on its smoothness
and the asymptotic behaviour of its derivatives.

6.2. Continuity of exponential polynomials. In full analogue of [12,
Lemma 3.4] and [40, Lemma 2.1] we obtain:

Lemma 6.1. For any sequence of complex numbers a = (an)∞n=1 sat-
isfying |an| = 1 and any nondecreasing positive continuously differen-
tiable function f(t), we have∑

n6N

an e (xf(n))−
∑
n6N

an e (yf(n))

� |x− y|f(N) max
M6N

∣∣∣∣∣∑
n6M

an e (xf(n))

∣∣∣∣∣ .
Proof. Let δ = y − x . We have∑
n6N

an e (xf(n))−
∑
n6N

an e (yf(n)) =
∑
n6N

(1− e (δf(n))) an e (xf(n)) ,

hence by partial summation∑
n6N

an e (xf(n))−
∑
n6N

an e (yf(n))

= (1− e (δf(N)))
∑
n6N

an e (xf(n))

+ 2πiδ

∫ N

1

e (δf(t)) f ′(t)

(∑
n6t

an e (xf(n))

)
dt.

Since f is nondecreasing, we have

1− e (δf(N))� δf(N) and

∫ N

1

|f ′(t)|dt =

∫ N

1

f ′(t)dt� f(N),

which gives the desired result. ut

Corollary 6.2. For any sequence of complex numbers a = (an)∞n=1 sat-
isfying |an| = 1, any nondecreasing positive continuously differentiable
function f(t) and any real numbers x, y satisfying |x− y| � f(N)−1 ,
we have

max
M6N

∣∣∣∣∣∑
n6M

an e (xf(n))

∣∣∣∣∣ � max
M6N

∣∣∣∣∣∑
n6M

an e (yf(n))

∣∣∣∣∣ .
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Proof. For any M 6 N applying Lemma 6.1 we have

∣∣∣∣∣∑
n6M

an e (xf(n))

∣∣∣∣∣� |x− y|f(M) max
K6M

∣∣∣∣∣∑
n6K

an e (yf(n))

∣∣∣∣∣
� max

K6N

∣∣∣∣∣∑
n6K

an e (yf(n))

∣∣∣∣∣ .
By the arbitrary choice of M 6 N we obtain

max
M6N

∣∣∣∣∣∑
n6M

an e (xf(n))

∣∣∣∣∣� max
M6N

∣∣∣∣∣∑
n6M

an e (yf(n))

∣∣∣∣∣ .
The other inequality follows from symmetry. ut

6.3. Variance of mean values. Our main technical tool in proving
Theorem 2.6 is the following asymptotic formula for moments of ex-
ponential sums. We remark that we do not need this for the proof of
Theorem 2.7.

Lemma 6.3. Let f be a real function with continuous second derivative
and satsifying

f ′′(x) = xγ−2+o(1),

for some γ > 2. Let ε0 , ε1 , x1 be real numbers. For any sequence
a = (an)∞n=1 of complex numbers satisfying |an| = 1, N ∈ N and
M = bN/2c, for

I(M,N) =

∫ x1+ε1

x1

∫ x0+ε0

x0

∣∣∣∣∣ ∑
M<n6N

an e (xf(n))

∣∣∣∣∣
2

dx− ε0N

2

dx0

we have

I(M,N) 6 N−2γ+3+o(1)
(
ε1 +N−γ+2

)
.
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Proof. Applying Lemma 3.7 with ν = 2 and separating the contribu-
tion from diagonal terms gives∫ x0+ε0

x0

∣∣∣∣∣ ∑
M<n6N

an e (xf(n))

∣∣∣∣∣
2

dx− ε0(N −M)

�
∑

M6n<m6N
m 6=n

aman ( e (ε0(f(m)− f(n)))− 1)

f(m)− f(n)

× e (x0(f(m)− f(n)))

�
∑

16h6N

1

h

∣∣∣∣∣ ∑
M<n6N−h

βn,h
∆h(n)

e (x0h∆h(n))

∣∣∣∣∣ ,
where we have made the change of variable m→ n+ h and defined

∆h(n) = (f(n+ h)− f(n))/h,

βn,h = an+han( e (ε0(h∆h(n)))− 1).

Squaring, applying the Cauchy-Schwarz inequality then integrating
over (x1, x1 + ε1) gives

(6.1) I(M,N)� logN
∑

16h6N

Ih
h
,

where

Ih =

∫ x1+ε1

x1

∣∣∣∣∣ ∑
M<n6N−h

βn,h
∆h(n)

e (x0h∆h(n))

∣∣∣∣∣
2

dx0.

A second application of Lemma 3.7 (again with ν = 1) and using that
|βn,h| � 1, yields

Ih � ε1
∑

M<n6N

1

∆h(n)2

+
∑

M<m<n6N

1

∆h(m)∆h(n)

1

|∆h(n)−∆h(m)|
.

(6.2)

By the mean value theorem, we have

∆h(n) = f ′(ξ), for some ξ ∈ [n, n+ h] .

The assumptions on f ′′(t) imply that f ′(t) = tγ−1+o(1) for t sufficiently
large. Since we can clearly assume that N is large enough in terms of
f , we obtain

(6.3) ∆h(n) > nγ−1+o(1).
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Now applying the mean value theorem twice we obtain

∆h(n)−∆h(m) = (n−m)∆′h(z), for some z ∈ [m,n] ,

and

∆′h(z) = (f ′(z + h)− f ′(z))/h = f ′′(z0), for some z0 ∈ [z, z + h].

Then recalling f ′′(t) = tγ−2+o(1) we get

(6.4) ∆h(n)−∆h(m) > (n−m)mγ−2+o(1).

Now, using (6.3) and (6.4), we derive∑
M<n6N

1

∆h(n)2
6

∑
M<n6N

n−2γ+2+o(1) = N−2γ+3+o(1)

and ∑
M<m<n6N

1

∆h(m)∆h(n)

1

|∆h(n)−∆h(m)|

6 N o(1)
∑

M<m<n6N

1

mγ−1nγ−1
· 1

(n−m)mγ−2

6 N o(1)
∑

M<m<n6N

1

m3γ−4 ·
1

n−m

6 N o(1)

N∑
m=M+1

1

m3γ−4

N∑
n=m+1

1

n−m
6 N−3γ+5+o(1).

Substituting these inequalities in (6.2) gives

Ih 6 N−2γ+3+o(1)
(
ε1 +N−γ+2

)
and combined with (6.1) yields the desired bound. ut

The next result is our main tool in proving Theorem 2.6. For two
intervals I and J let Dist(I,J ) denote the gap between them, that
is,

Dist(I,J ) = inf{‖x− y‖ : x ∈ I, y ∈ J }.
We say that two intervals I and J are ∆-separated if

Dist(I,J ) > ∆.

Lemma 6.4. Let f satisfy the conditions of Lemma 6.3. Let τ > 0
be a small parameter and let a = (an)∞n=1 be a sequence of complex
weights satisfying |an| = 1. For any interval I ⊆ T and for all large
enough N with

|I| > N−γ+2
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there exists a collection of

K � Nγ−1/2−τ |I|

pairwise N−γ+1/2+τ -separated intervals Ii ⊆ I , 1 6 i 6 K , such that

|Ii| = N−γ+1/2+τ

and

(6.5) max
x∈Ii

∣∣∣∣∣∣
∑

bN/2c6n6N

an e (xf(n))

∣∣∣∣∣∣� N1/2.

Proof. Let

I = [x1, x1 + ε1],

for some x1, ε1 with

ε1 = N−γ+2+τ .

Applying Lemma 6.3 with

(6.6) ε0 = N−γ+1/2+τ ,

we obtain∫
I

∫ x0+ε0

x0

∣∣∣∣∣ ∑
M<n6N

an e (xf(n))

∣∣∣∣∣
2

dx− ε0(N −M)

2

dx0

6 N−2γ+3+o(1)|I|.

(6.7)

Suppose ε > 0 is small and let S ⊆ I denote the set of x0 satisfying∣∣∣∣∣∣
∫ x0+ε0

x0

∣∣∣∣∣ ∑
M<n6N

an e (xf(n))

∣∣∣∣∣
2

dx− ε0(N −M)

∣∣∣∣∣∣ > N−γ+3/2+ε.

The Cauchy-Schwarz inequality and (6.7) imply(
λ(S)N−γ+3/2+ε

)2
6 λ(S)

∫
I

∫ x0+ε0

x0

∣∣∣∣∣ ∑
M<n6N

an e (xf(n))

∣∣∣∣∣
2

dx− ε0(N −M)

2

dx0

6 N−2γ+3+o(1)|I|λ(S).

For sufficiently large N this gives

λ(S) 6
N o(1)|I|
N2ε

6
|I|
2
.
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Hence for the set A = {x ∈ I : x 6∈ S} we have

(6.8) λ(A) >
|I|
2
.

With ε0 as in (6.6), for each α ∈ A let Bα denote the interval

Bα = [α, α + ε0]

so that

A ⊆
⋃
α∈A

Bα.

For an interval J = [x − r, x + r] denote J ×5 = [x − 5r, x + 5r]
its 5-fold blow-up. Applying the Vitali Covering Theorem [15, Theo-
rem 1.24] to the collection Bα , α ∈ A , there exists a subset A1 ⊆ A
such that

(6.9) A ⊆
⋃
α∈A

Bα ⊆
⋃
α∈A1

B×5α

and for all α, β ∈ A1 with α 6= β we have Bα∩Bβ 6= ∅ . Combining (6.8)
with (6.9) we conclude

(6.10) |I| �

∣∣∣∣∣ ⋃
α∈A1

B×5α

∣∣∣∣∣� ∑
α∈A1

|Bα|.

It follows that A1 is a finite set. Note that there exists a subset A2 ⊆
A1 such that #A2 � #A1 and for all α, β ∈ A2 with α 6= β we have

Dist(Bα,Bβ) > N−γ+1/2+τ ,

which establishes the desired N−γ+1/2+τ -separation. Combining this
with (6.10) we derive

|I| �
∑
α∈A2

|Bα| � N−γ+1/2+τ#A2,

which establishes the desired bound on

K = #A2 � Nγ−1/2−τ |I|.
It remains to show (6.5). Let α ∈ A2 then∣∣∣∣∣∣
∫ α+ε0

α

∣∣∣∣∣ ∑
M<n6N

an e (xf(n))

∣∣∣∣∣
2

dx− ε0(N −M)

∣∣∣∣∣∣ 6 N−γ+3/2+ε.

Recalling the choice of ε0 in (6.6) and that M = bN/2c , after choosing
ε < τ , for large enough N we obtain

ε0(N −M) > 2N−γ+3/2+ε
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and hence we conclude

ε0 max
x∈Iα

∣∣∣∣∣ ∑
M<n6N

an e (xf(n))

∣∣∣∣∣
2

>
∫ α+ε0

α

∣∣∣∣∣ ∑
M<n6N

an e (xf(n))

∣∣∣∣∣
2

dx� ε0N.

Changing the numbering of intervals Bα from elements of A2 to Bi ,
i = 1, . . . , K , K = #A2 we complete the proof. ut

7. Proofs of results on Hausdorff dimension

7.1. Hausdorff dimension of a class of Cantor sets. A typical way
to obtain a lower bound for the Hausdorff dimension of some given set
is to determine the Hausdorff dimension of a Cantor-like subset via the
mass distribution principle, see [16, Chapter 4].

Here we introduce a class of Cantor sets which is motivated by iter-
ating the construction of Corollary 6.2. For convenience we introduce
the following definition.

Definition 7.1 (I(N,M, δ)-patterns). Given an interval I , integers
1 6M 6 N with N > 2 and a constant δ > 0, an I(N,M, δ)-pattern
is a set S = {Ik : 1 6 k 6M} of M intervals such that

(1) Each interval Ik ∈ S has length δ .
(2) If I is split into N distinct subintervals of equal length, then

each Ik ∈ S is contained in one of these subintervals, and no
subinterval contains more than one element of S .

Figure 7.1 gives a visual example of an I(N,M, δ)-pattern.

Figure 7.1. A sample of the I(N,M, δ)-pattern with
N = 8, M = 6 and some positive δ . The collection of
the intervals Ii , 1 6 i 6 6, forms the I(8, 6, δ)-pattern.

We remark that for our setting the exponential sums have large val-
ues at the intervals Ii , 1 6 i 6 4, of Figure 7.1. Moreover for each
interval Ii , 1 6 i 6 4, there are some subintervals which admits large
exponential sums as well. Thus by the iterated construction the expo-
nential sums have large values on a Cantor-like set, and therefore this
gives the lower bounds of Theorem 2.6 and Theorem 2.7.
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Remark 7.2. We also use the notation J (N,M, δ) when the above
process is applied to the interval J .

We construct Cantor sets by iterating the above I(N,M, δ)-patterns.
Let (Mk) and (Nk) be two sequence natural numbers with 1 6

Mk 6 Nk and Nk > 2 for all k ∈ N . Let (δk) be a sequence of positive
numbers with δ0 = 1 and δk 6 δk−1/Nk for all k ∈ N .

We start from an interval I0 and take a I0(N1,M1, δ1)-pattern in-
side of I0 . Let C1 be the collection of these M1 -subintervals. More
precisely, let

C1 = {Ii : 1 6 i 6M1}.
Note that each subinterval Ii , 1 6 i 6 M1 , has length δ1 . For each
Ii we take an Ii(N2,M2, δ2)-pattern inside of Ii , and we denote these
subintervals of Ii by Ii,j with 1 6 j 6M2 . Let

C2 = {Ii,j : 1 6 i 6M1, 1 6 j 6M2}.

Note that the choices of Ii(N2,M2, δ2)-pattern and Ij(N2,M2, δ2)-
pattern are independent for i 6= j .

Suppose that we have Ck which is a collection of

#Ck =
k∏
i=1

Mk

intervals of length δk . For each of these intervals I ∈ Ck we select a
I(Nk+1,Mk+1, δk+1)-pattern inside of I . Let Ck+1 be the collection of
these intervals, that is

Ck+1 = {Ii1,...,ik+1
: 1 6 i1 6M1, . . . , 1 6 ik+1 6Mk+1}.

Our Cantor-like set is defined by

F =
∞⋂
k=1

Fk,

where

Fk =
⋃
I∈Ck

I.

There are uncountably many possible configurations for the above
construction, we let Ω((Nk), (Mk), (δk)) denote the collections of all
the possible configurations.

For determining the Hausdorff dimension of such a set, we use the
following mass distribution principle, see [16, Theorem 4.2].
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Lemma 7.3. Let X ⊆ R and let µ be a Borel measure on R such that

µ(X ) > 0.

If there exist c and δ such that for any interval B(r) of length r with
0 < r < δ we have

µ(B(r)) 6 crs,

then dimX > s.

We believe the following general result is of independent interest and
may find some other applications.

Lemma 7.4. Using the above notation, suppose that

Mk > cNk, k ∈ N,
for some absolute constant c > 0. Then for any set

F ∈ Ω((Nk), (Mk), (δk))

we have

dimF = lim inf
k→∞

log
∏k

i=1Mi

log(1/δk)
.

Proof. It is convenient to define

Pk =
k∏
i=1

Mi.

Let

s = lim inf
k→∞

logPk
log(1/δk)

.

For any ε > 0 there exists a subsequence kn , n ∈ N such that

(7.1) Pkn 6 δ−s−εkn

for all large enough n .
Observe that for each kn the set F is covered by Pkn intervals and

each of them has length δkn . Combining with (7.1) we have

δs+2ε
kn

Pkn 6 δεkn .

Thus the definition of Hausdorff dimension implies that dimF 6 s+2ε .
By the arbitrary choice of ε > 0 we obtain that dimF 6 s .

Now we use the mass distribution principle to obtain a lower bound
for dimE . Thus we first construct a measure on F . For each k let νk
be a probability measure on T such that

νk(I) =
1

#Ck
= P−1k , ∀I ∈ Ck,
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where Ck is the corresponding collection of #Ck = Pk intervals as in
the above. The measure νk weakly converges to a measure µ , see [31,
Chapter 1].

Let 0 < t < s then for all large enough k we have

(7.2) Pk > δ−tk .

For any interval B(r) with 0 < r < 1 there exists k ∈ N such that

δk+1 < r 6 δk.

Since the value δk+1 maybe quite smaller than the value δk , we do
a case by case argument according to the value of r .

Case 1: Suppose that δk/Nk+1 6 r < δk . Since the interval B(r)
intersects at most 3rNk+1/δk disjoint intervals of equal length δk/Nk+1 ,
and inside each of these intervals there exists at most one interval of
Ck+1 , we obtain that

νk+1(B(r))� rNk+1

δkPk+1

.

Applying the condition Mk > cNk , the estimate (7.2) and the as-
sumption r < δk , we obtain

νk+1(B(r))� r

δkPk
� r

δk
δtk = rδt−1k � rt.

Case 2: Suppose that δk+1 6 r 6 δk/Nk+1 . Note that the interval
B(r) intersects at most two intervals with equal length δk/Nk+1 and
thus meets at most two intervals of Ck+1 . Combining with (7.2) and
the assumption δk+1 6 r , we have

νk+1(B(r)) 6
2

Pk+1

� δtk+1 6 rt.

Putting Case 1 and Case 2 together, we conclude that

(7.3) νk+1(B(r))� rt.

Note that for δk+1 6 r < δk we have

µ(B(r)) 6 νk+1(B(3r)).

By (7.3) we obtain µ(B(r)) � rt . Applying Lemma 7.3, we arrive at
dimF > t . By the arbitrary choice of t < s we obtain that dimF > s ,
which finishes the proof. ut

We remark that the condition Mk > cNk, k ∈ N appears naturally in
the proofs of Theorems 2.6 and 2.7. Moreover, the dimension formula of
Lemma 7.4 may not hold in general without the condition Mk > cNk ,
k ∈ N . However, there are upper bounds and lower bounds for the
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general situation and more general constructions of Cantor-like sets,
see [18] for more details.

We now formulate the following result which fits into our application
immediately.

Corollary 7.5. Using above notation, suppose that

Mk > cNk, k ∈ N

for some constant c > 0, and Mk tends to infinity rapidly such that

lim
k→∞

log
∏k−1

i=1 Mi

logMk

= 0.

Then for any F ∈ Ω((Nk), (Mk), (δk)) we have

dimF = lim inf
k→∞

logMk

log(1/δk)
.

7.2. Proof of Theorem 2.6. Let f satisfy the conditions of Theo-
rem 2.6 and let Fa,c(f) denote the set of x ∈ I such that∣∣∣∣∣ ∑

16n6N

ane(xf(n))

∣∣∣∣∣ > cN1/2 for infinitely many N ∈ N .

We construct a Cantor set inside Fa,c(f) then apply results of Sec-
tion 7.1 to obtain the desired lower bound of dimFa,c(f).

For the construction of the Cantor set, we start from an arbitrary
interval I ⊆ R and some large number N . Applying Lemma 6.4 to
the interval I and the number N , we obtain a collection (taking M1

instead of K ) of

(7.4) M1 � Nγ−1/2−τ |I|

pairwise N−γ+1/2+τ -separated intervals Ii , 1 6 i 6M1 , satisfying

|Ii| = N−γ+1/2+τ

such that there exists some xi ∈ Ii with

(7.5)

∣∣∣∣∣∣
∑

bN/2c6n6N

an e (xif(n))

∣∣∣∣∣∣� N1/2.

Note that for any complex numbers a and b , by the triangle inequality,
we have

max{|a|, |b|} > max{|a− b| − |b|, |b|} > |a− b|/2.
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Hence, the inequality (7.5) implies

max
Q6N

∣∣∣∣∣∑
n6Q

an e (xif(n))

∣∣∣∣∣
> max


∣∣∣∣∣∑
n6N

an e (xif(n))

∣∣∣∣∣ ,
∣∣∣∣∣∣
∑
n6N/2

an e (xif(n))

∣∣∣∣∣∣


>
1

2

∣∣∣∣∣∣
∑

N/2<n6N

an e (xif(n))

∣∣∣∣∣∣� N1/2.

(7.6)

Furthermore, since the intervals Ii , 1 6 i 6 M1 , are N−γ+1/2+τ -
separated, that is

Dist(Ii, Ij) > N−γ+1/2+τ , 1 6 i < j 6M1,

we obtain that

(7.7) |xi − xj| > N−γ+1/2+τ , 1 6 i < j 6M1.

We now set

(7.8) N1 =
⌈
Nγ−1/2−τ⌉+ 1

and divide the interval I into N1 subintervals of equal length N−11 .
Note that the choice of N1 makes sure that the length of the subinterval
is slightly smaller than N−γ+1/2+τ .

For each 1 6 i 6 M1 , among the above N1 subintervals there is
an interval Ji containing xi . Indeed if xi meets two of them then we
choose one only. By (7.7) we conclude that Jk and J` are separated for
all 1 6 k < ` 6M1 . In fact what we need in the following construction
is that Jk 6= J` for 1 6 k < ` 6M1 .

For each Ji , the estimate (7.6) and Corollary 6.2 imply that there

exists a subinterval J̃i ⊆ Ji with length δ1 = N−γ−τ such that

max
Q6N

∣∣∣∣∣
Q∑
n=1

an e (xf(n))

∣∣∣∣∣� N1/2, ∀x ∈ J̃i.

Note that the collection of intervals J̃i , 1 6 i 6 M1 , forms a
I(N1,M1, δ1)-pattern as in Definition 7.1.

Let

C1 = {J̃i : i = 1, . . . ,M1}.
Moreover, by (7.4) and (7.8) we have M1 � N1 where the implied

constant depends on I .
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Let F1 be the union of intervals of C1 . The set F1 is the first step
in the construction of the desired Cantor-like set, see Figure 7.2 for the
case M1 = 3.

Suppose we have constructed a sequence C1, . . . ,Ck where Ck is a
union of disjoint intervals Ii , 1 6 i 6 #Ck , of equal length δk . We
next construct a set Ck+1 which is a union of disjoint intervals of equal
length δk+1 for suitable δk+1 .

Let Lk satisfy

(7.9) δk > L−γ+2
k ,

which is chosen so our parameters in the construction of Ck+1 satisfy
the conditions of Lemma 6.4. For each interval J ∈ Ck , we use a
similar argument to the above construction of C1 . To be precise, let

Nk+1 = dδkLγ−1/2−τk e+ 1.

We divide the interval J into Nk+1 subintervals of equal length δkN
−1
k+1 .

Note that the choice of Nk+1 make sure that the length of the subin-

terval is slightly smaller than L
−γ+1/2+τ
k .

For the interval J and Lk , applying Lemma 6.4, we conclude that
among these Nk+1 intervals, there are Mk+1 intervals JI,1, . . . ,JI,Mk+1

of length L
−γ+1/2+τ
k such that for each 1 6 ` 6 Mk+1 there is a x` ∈

JI,` satisfying

max
Q6Lk

∣∣∣∣∣
Q∑
n=1

an e (x`f(n))

∣∣∣∣∣� L
1/2
k .

Furthermore,

Nk+1 >Mk+1 � L
γ−1/2−τ
k δk � Nk+1.

For each x` , 1 6 ` 6Mk+1 , by Corollary 6.2 there exists a subinter-

val J̃I,` ⊆ JI,` such that

|J̃I,`| = δk+1 = L−γ−τk

and

(7.10) max
Q6Lk

∣∣∣∣∣
Q∑
n=1

an e (xf(n))

∣∣∣∣∣� L
1/2
k , ∀x ∈ J̃I,`.

Thus the collection of intervals J̃I,` forms a J (Nk+1,Mk+1, δk+1) pat-
tern. Note that for J1,J2 ∈ Ck with J1 6= J2 the two patterns
J1(Nk+1,Mk+1, δk+1) and J2(Nk+1,Mk+1, δk+1) may be different in gen-
eral.
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Let Ck+1 be the collection of these J (Nk+1,Mk+1, δk+1) patterns
with J ∈ Ck . Our desired Cantor set is defined as

F =
∞⋂
k=1

Fk,

where

Fk =
⋃
I∈Ck

I.

Figure 7.2. Two steps construction of the Cantor-like
set with M1 = 3 and M2 = 4.

Note that the set F is an element of Ω((Nk), (Mk), (δk)) as defined
in Section 7.1. Now we are going to show that

(7.11) F ⊆ Fa,c(f)

for some choices of parameters Nk , Mk and δk , where k ∈ N .
Let x ∈ F then x ∈ Fk for all k ∈ N . The estimate (7.10) implies

that there exists Qk such that

L
1/2
k � Qk 6 Lk,

and ∣∣∣∣∣
Qk∑
n=1

an e (xf(n))

∣∣∣∣∣� |Qk|1/2.

For each k we choose Lk large enough such that

(7.12) Q1 < Q2 < . . . ,

which implies
Q∑
n=1

an e (xf(n))� Q1/2

for infinitely many Q ∈ N and hence we have (7.11). For each k we
can choose Lk even larger such that the conditions (7.9), (7.12) hold,
and

lim
n→∞

log
∏n

i=1Ni

logNn+1

= 0,
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Clearly the condition Nk �Mk , k ∈ N implies

lim
n→∞

log
∏n

i=1Mi

logMn+1

= 0.

Hence Corollary 7.5 applies and yields

dimF = lim inf
k→∞

logNk

log(1/δk)
=
γ − 1/2− τ

γ + τ
,

and the result follows from (7.11) since τ > 0 is arbitrary.

7.3. Proof of Theorem 2.7. The proof is similar to the proof of
Theorem 2.6, so we only give a sketch. Let f satisfy the conditions of
Theorem 2.7 and let Fa,c(f) denote the set of x ∈ I such that∣∣∣∣∣

N∑
n=1

an e(xf(n))

∣∣∣∣∣ > cN1/2 for infinitely many N ∈ N .

Similarly to the proof of Theorem 2.6, first of all we construct a
Cantor set inside Fa,c(f).

Fix a small parameter τ > 0. Let L ∈ N be a large number and let

N1 =
⌊
λ(I)Lγ−1−τ

⌋
.

Divide I into N1 subintervals of length |I|/N1 � L1−γ−τ which we
denote as I1, . . . , IN1 .

Applying Lemma 4.1 to each interval Ik, 1 6 k 6 N1 , there exists
xk ∈ Ik such that ∣∣∣∣∣

2L∑
n=L

an e (xkf(n))

∣∣∣∣∣� L1/2.

Applying similar arguments to the proof of (7.6), we obtain

max
Q62L

∣∣∣∣∣
Q∑
n=1

an e(xkf(n))

∣∣∣∣∣� L1/2.

For each xk , applying Corollary 6.2 and using that f(t) 6 tγ+o(1) , we
obtain that there exists an interval Jk ⊆ Ik with length |Jk| = L−γ−τ

such that

max
Q62L

∣∣∣∣∣
Q∑
n=1

an e(xf(n))

∣∣∣∣∣� L1/2, ∀x ∈ Jk.

Note that the collection of intervals Jk ⊆ Ik , 1 6 k 6 N1 , forms
an I(N1, N1, L

−γ−τ )-pattern as in Definition 7.1. Furthermore, this is
the first step of the construction of the desired Cantor-like set, and we
denote the union of these intervals Jk, 1 6 k 6 N1 , as C1 .



METRIC THEORY OF WEYL SUMS 37

Let Lk, k ∈ N be a rapidly increasing sequence of numbers, for in-
stance

(7.13) logLk+1 > L1L2 . . . Lk.

Suppose that we have constructed k -level Cantor set Ck which is
a collection of disjoint intervals with equal length δk . Let Nk+1 =⌊
δkL

γ−1−τ
k+1

⌋
and for each J ∈ Ck we divide the interval J ∈ Ck into

Nk+1 subintervals of length

|J |/Nk+1 � L1−γ+τ
k+1 .

Applying the same argument as above to the interval J , there exists
a J (Nk+1, Nk+1, δk+1)-pattern A ⊆ J such that

(7.14) δk+1 = L−γ−τk+1 ,

and

max
Q62Lk+1

∣∣∣∣∣
Q∑
n=1

an e (xf(n))

∣∣∣∣∣� Q1/2, ∀ x ∈ A.

Let Ck+1 be a collection of the J (Nk+1, Nk+1, δk+1)-patterns inside
each interval J ∈ Ck , see Remark 7.2. The desired Cantor set is defined
as

C =
∞⋂
k=1

Ck.

Note that for some small constant c > 0 the Cantor-like set C is
subset of Fa,c(f).

By (7.13) and (7.14) we conclude that for each k ∈ N the set Ck+1

contains
k+1∏
i=1

Ni = L
γ−1−τ+o(1)
k+1

intervals with equal length

δk+1 = L−γ−τk+1 .

Combining with Corollary 7.5 and the arbitrary choice of τ > 0 we
conclude that

dim C > 1− 1/γ,

which finishes the proof.
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8. Some heuristics on the Hausdorff dimension of the
sets of large sums

We start with the case of monomial sums. In particular, recall the
notation (1.4) and (1.5). It is natural to assume that σd(x;N) is large
only if x can be well approximated by a rational number with a rea-
sonably small denominator, that is, belongs to major arcs in the tradi-
tional terminology, see [37]. While qualitatively this is an established
fact, its optimal quantitive version is still unclear. Here we base our
heuristics on an approximate formula of Vaughan [37, Theorem 4.1].
More precisely, if

x =
a

q
+ ξ

for some integers a and q > 1 with gcd(a, q) = 1 then

σd(x;N) =
1

q
σd(a/q; q)

∫ N

0

e
(
ξγd
)
dγ

+O
(
q1/2+o(1)

(
1 + |ξ|Nd

)1/2)
.

(8.1)

It is also shown in [8] that the error term is close to optimal. First we
observe that if ξ < 0.5N−d then∣∣∣∣∫ N

0

e
(
ξγd
)
dγ

∣∣∣∣� N.

Now assuming that “typically” we have σd(a/q; q) = q1/2+o(1) , we con-
clude that

|σd(x;N)| > Nq−1/2+o(1) +O
(
q1/2+o(1)

)
.

For any α > 1/2, setting N =
⌊
q1/2(1−α)+ε

⌋
we obtain that for any

x ∈ T such that

(8.2)

∣∣∣∣x− a

q

∣∣∣∣ < q−d/2(1−α)−dε

holds for infinitely many a and q > 1 with gcd(a, q) = 1, we have

|σd(x;N)| > Nα

for infinitely many N . The argument in the proof of the classical
Jarńık–Besicovitch theorem, see [16, Theorem 10.3], implies that the
set of x ∈ T satisfying |x− a/q| 6 q−κ for infinitely many irreducible
fractions a/q with some fixed κ > 2, is of Hausdorff dimension 2/κ .
Hence, recalling (8.2), it seems reasonably to conjecture that

dim Fd,α =
4(1− α)

d
.
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In particular, compared with (1.6), for d > 3 this suggests that there
is a discontinuity in the behaviour of dim Fd,α as a function of α , most
likely at α = 1/2.

In principle similar arguments also apply to Ed,α and may also lead
to a conjecture about dim Ed,α . Instead of (8.1), we now recall a result
of Baker [1, Lemma 4.4] which asserts that if for x ∈ Td we have

(8.3) xi −
ai
q

= ξi

with some integers a1, . . . , ad and q > 1 and real numbers

(8.4) |ξi| 6
1

2d2qN i−1 , i = 1, . . . d,

then

Sd(x;N) =
1

q
Sd(a/q; q)

∫ N

0

e
(
ξdγ

d + . . .+ ξ1γ
)
dγ

+O
(
q1−1/d+o(1)D1/d

)
,

(8.5)

where

a = (a1, . . . , ad) and D = gcd(a2, . . . , ad, q).

We now assume that for all but a negligible set of x ∈ Td (say, of
Hausdorff dimension zero) the following holds:

• the corresponding exponential sums have square root cancella-
tion, which holds, if for example the denominators q are essen-
tially square-free up to a factor of size qo(1) ;
• we have D = qo(1) .

These are the main heuristic assumptions of our approach. Under these
assumptions, analysing the proof of (8.5) in [1], we see that (8.5) can
heuristically be transformed into

Sd(x;N) =
1

q
Sd(a/q; q)

∫ N

0

e
(
ξdγ

d + . . .+ ξ1γ
)
dγ

+O
(
q1/2+o(1)

)
.

(8.6)

Furthermore, if

|ξi| 6
1

2d2N i
, i = 1, . . . d,

then ∣∣∣∣∫ N

0

e
(
ξγd
)
dγ

∣∣∣∣� N,

and thus
|Sd(x;N)| > Nq−1/2+o(1) +O

(
q1/2+o(1)

)
,
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provided that∣∣∣∣xi − a

q

∣∣∣∣ < 1

2d2N i
6

1

2d2qN i−1 , i = 1, . . . d,

(ignoring a very small set of x ∈ Td ).
For any 1/2 < α < 1, setting N =

⌊
q1/2(1−α)+ε

⌋
, we obtain that for

any x ∈ Td such that there are infinitely many approximations∣∣∣∣xi − ai
q

∣∣∣∣ < q−i/2(1−α)−iε, i = 1, . . . d,

we have |Sd(x;N)| > Nα for infinitely many N .
Let Xd,α be the set of x ∈ Td such that there are infinitely many

approximations ∣∣∣∣xi − ai
q

∣∣∣∣ < q−i/2(1−α), i = 1, . . . d.

This naturally leads us to the conjecture that

dim Ed,α = dimXd,α.

We also consider the set X ]
d,α ⊆ Xd,α , which is defined exactly as Xd,α

with the additional condition that the denominator q = p is prime.
That is, X ]

d,α is the set of x ∈ Td such that there are infinitely many
approximations ∣∣∣∣xi − ai

p

∣∣∣∣ < p−i/2(1−α), i = 1, . . . d,

with a prime p .
We also note that for x ∈ Td such that with a prime q = p we

have (8.3) and (8.4), using the Weil bound , see, for example, [30, Chap-
ter 6, Theorem 3], in the argument of the proof of [1, Lemma 4.4], the
asymptotic formula (8.6) can be established rigorously with p instead
of q .

We also recall that by a result of Knizhnerman and Sokolinskii [28,
Theorem 1], see also [29], there is positive proportion of rational expo-
nential sums Sd(a/p; p), which are of order p1/2 , that is, with

(8.7) |Sd(a/p; p)| � p1/2.

Furthermore, by [10, Lemma 2.6], the corresponding coefficients a/p =
(a1/p, . . . , ad/p) are densely distributed in the cube [0, 1]d . This shows
that the main term in (8.6) is large for a large subset of x ∈ Td . We
remark that for d = 2, that is, for Gauss sums, the bound (8.7) holds
for all (a1/p, a2/p) with a2 6= 0, see [27, Equation (1.55)].
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Hence, using the above observations, one can perhaps produce a
rigorous argument that

dim Ed,α > dimX ]
d,α.

Applying a result of Rynne [34, Theorem 1] we obtain

dimX ]
d,α = dimXd,α = s(d, α),

where

s(d, α) = min
j=1,...,d

d+ 1 + jϑj −
∑j

i=1 ϑi
1 + ϑj

,

and

ϑi =
i

2(1− α)
− 1, i = 1, . . . , d.

We remark that the condition α > 1/2 makes sure the assumption
of [34, Theorem 1] holds, that is, we have

d∑
i=1

ϑi > 1.

For a different approach to dimX#
d,α and dimXd,α , see also [38, Corol-

lary 5.1].
We recall that the upper bound of dim Ed,α in [11, Theorem 1] claims

that for d > 2 and α ∈ (1/2, 1) one has

dim Ed,α 6 u(d, α),

where

u(d, α) = min
k=0,...,d−1

(2d2 + 4d)(1− α) + k(k + 1)

4− 2α + 2k
.

We now compare the values of s(d, α) and u(d, α) for d = 2. We
have

s(2, α) =


7− 6α

2
for 1/2 6 α 6 5/6,

6(1− α) for 5/6 < α < 1,

and

u(2, α) =


9− 8α

3− α
for 1/2 6 α 6 6/7,

8(1− α)

2− α
for 6/7 < α < 1.

Note that for the endpoints α = 1/2 and α = 1 we have

s(2, 1/2) = u(2, 1/2) = 2,

and
s(2, 1) = u(2, 1) = 0.
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Moreover, it is somewhat tedious but elementary to derive that

s(2, α) < u(2, α), 1/2 < α < 1.

For the case d > 3 and for the value u(d, α) we have

u(d, 1/2) = d and u(d, 1) = 0.

However, for the value s(d, 1/2) we have

s(d, 1/2) = min
j=1,...,d

2(d+ 1) + j2 − j
2j

.

Thus we have
lim
d→∞

s(d, 1/2)/
√

2d = 1.

In particular, compared with (1.6) this suggests that, as in the case of
dim Fd,α , there is a discontinuity in the behaviour of dim Ed,α , most
likely at α = 1/2 when d > 3.
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