
Max-Planck-Institut
für Meteorologie

REPORT N0. 147

(A
a

m
m

u
m

w
o

I
I

1
1

1
1

:
:

N 1

1-

ECMWF ECHAM

TOTAL VARIANCE TOTAL VARIANCE

. I . . .u. ... . . I . . . .‚. 1.. . .
48 32 24 16 1210 8 6 5 4 3 2 48 32 24 16 1210 8 6 5 4- 3 2

PERIOD (days) PERIOD (days)

ON THE lNTRA-SEASONAL VARIABILITY
WITHIN THE EXTRATROPICS

IN THE ECHAM3 GENERAL CIRCULATION MODEL
by

WILHELM MAY

HAMBURG, October 1994



AUTHORS:

Wilhelm May Max-Planck-lnstitut für Meteorologie
Hamburg, Germany

MIAX-PLANCK-INSTITUT
FUR METEOROLOGIE
BUNDESSTRASSE 55
D-20146 HAMBURG
ER. GERMANY

Tel.: +49 - (0)40 - 411 73 - 0
Telefax: +49 - (0)40 - 411 73 - 298
E-Mail: <name>@dkrz.d400.de



On the Intra-Seasonal Variability
within the Extratropics

in the ECHAM3 General Circulation Model

Wilhelm May
Max-PIanck-lnstitute for Meteorology

Hamburg, Germany

ISSN 0937 — 1060



Contents

Table of Contents

Abstract

5

Introduction

Data

2.1 Model Data ..................................
2.2 Observational Data ..............................

Analysis Techniques
3.1 Annual Cycle .................................
3.2 Space-Time Spectral Analysis ........................
3.3 Persistent Anomalies .............................
3.4 Transient Fluctuations ............................

3.4.1 Spectral Filtering ...........................

Results
4.1 Space—Time Spectral Analysis ........................

4.1.1 Northern Hemisphere .........................
4.1.2 Southern Hemisphere .........................

4.2 Persistent Anomalies .............................
4.2.1 Northern Hemisphere .........................
4.2.2 Southern Hemisphere .........................

4.3 Time Mean Zonal Wind ...........................
4.4 Transient Fluctuations ............................

4.4.1 Geopotential Height .........................
4.4.2 Kinetic Energy ............................
4.4.3 Meridional Transport of Momentum .................
4.4.4 Meridional Transport of Sensible Heat ...............

Summary

Acknowledgments

References

List of Figures

ii

5
6

10
13
15
21

30
32
34

36

42

43

45



Abstract

In our study we investigate the intra-seasonal variability in the extratropics as simu-
lated by an atmospheric General Circulation Model (ECHAM3) under different aspects.
First we consider the GCM’s capability to reproduce the midlatitude variability on
intra—seasonal time scales by a comparison with observational data (ECMWF analy-
ses). Secondly we assess the possible influence of Sea Surface Temperatures on the
intra—seasonal variability by comparing estimates obtained from different simulations
performed with ECHAM3 with varying and fixed SST as boundary forcing.

The intra—seasonal variability as simulated by ECHAM3 is underestimated over most
of the Northern Hemisphere. While the contributions of the high—frequency transient
fluctuations are reasonably well captured by the model, ECHAM3 fails to reproduce
the observed level of low—frequency intra—seasonal variability. This is mainly due to
the underestimation of the variability caused by the ultra—long planetary waves in the
Northern Hemisphere midlatitudes by the model.

In the Southern Hemisphere midlatitudes, on the other hand, the intra—seasonal vari-
ability as simulated by ECHAM3 is generally underestimated in the area north of about
50° southern latitude, but overestimated at higher latitudes. This is the case for the
contributions of the high-frequency and the low-frequency transient fluctuations as well.
Further, the model indicates a strong tendency for zonal symmetry, in particular with
respect to the high—frequency transient fluctuations.

While the two sets of simulations with varying and fixed Sea Surface Temperatures
as boundary forcing reveal only small regional differences in the Southern Hemisphere,
there is a strong response to be found in the Northern Hemisphere. The contributions of
the high-frequency transient fluctuations to the intra—seasonal variability are generally
stronger in the simulations with fixed SST. Further, the Pacific storm track is shifted
slightly poleward in this set of simulations. For the low—frequency intra—seasonal vari-
ability the model gives a strong, but regional response to the interannual variations of
the SST.
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1 Introduction

Various phenomena on different spatial and temporal scales contribute to the intra-
seasonal variability within the extratropics (e.g. Blackmnon, 1976). Baroclinic dis—
turbances such as traveling cyclones with a typical lifetime of a few days affect the
day—to-day variability of the atmosphere. Large—scale flow anomalies such as blocking
anticyclones or cutoff lows (e.g. Rex, 1950a,b; Blackmon et al., 1986) may last for sev-
eral weeks. These fluctuations on different scales, however, are influencing each other,
in particular the temporal evolution and spatial distribution (e.g. Mullen, 1987).

There has been observational work on various phenomena contributing to the intra—
seasonal variability for a long time. In the last decade or so, however, with the increasing
importance of atmospheric General Circulation Models (GCM) there have been some
studies dealing with the intra—seasonal variability as simulated by these models. Com—
parisons of the simulations with observations illustrate the model’s capability of simu—
lating the atmospheric variability on intra—seasonal time scales (6. g. Blackmon and Lau,
1980; Dugas and Derome, 1992). Alternatively one may also use suitably formulated
atmospheric models to investigate the effect of specific dynamical processes or boundary
forcing on the atmospheric intra—seasonal variability (e.g. Held, 1983).

In our study we investigate the intra—seasonal variability in the extratropics as sim—
ulated by an atmospheric GCM under several different aspects. First we consider the
GCM’s capability to reproduce the midlatitude variability on intra—seasonal time scales
sufficiently by a comparison with observational data. Secondly we assess the possi—
ble influence of Sea Surface Temperatures (SST) on the intra—seasonal variability by
comparing estimates obtained from different simulations with varying and fixed SST
as boundary forcing. Considering estimates derived from individual simulations, we
included different realizations with varying as well as fixed SST in the study, we also
assess the natural variability of the extratropical atmosphere.

In section 2 the General Circulation Model is shortly introduced and the observa-
tional data are described. The various diagnostics applied to the data are introduced in
section 3. Results are discussed in section 4, and a summary (section 5) is given in the
end of this report.



2 Data

2.1 Model Data

The simulations were performed with an atmospheric General Circulation Model de-
veloped at the Max-Planck-lnstitute in Hamburg. The model referred to as ECHAM3
is a spectral model with triangular truncation at wavenumber 42 (T42). It has 19 ver-
tical levels in a hybrid a-p-coordinate system. The physical parameterization includes
radiation, vertical diffusion, gravity wave drag, cumulus convection, stratiform clouds
and soil processes. A detailed description of the model and its climatology is given in
Roeckner et al. (1992).

We investigate results from several simulations performed with ECHAM3. In five re-
alizations a sequence of observed monthly mean sea surface temperatures for the period
September 779 through December ’92 is given as boundary forcing, but different atmo—
spheric initial conditions, selected from the control-run of the model, were prescribed.
In two other realizations the model was forced by applying the long—term monthly mean
SST each year. The SST were averaged over the period January ’79 through Decem—
ber ’88. The data are available for a period of approximately 14 years at 12 hour intervals
for each realization.

2.2 Observational Data

As observational data we use initialized analyses from the European Centre for
Medium Range Weather Forecasts (ECMWF) for the period September ’79 through
December ’92. The data are available once per day and are reduced to T42 triangular
truncation for our purposes. The quality of these data, in particular the impact of op—
erational changes in the analysis—forecast system employed at ECMWF, are discussed
in Trenberth (1992).

3 Analysis Techniques

3.1 Annual Cycle

In order to investigate the atmospheric variability on intra—seasonal time scales the
annual cycle has to be removed from the data. We follow an approach by Lejenas and
Madden (1982) using an analysis of variance method to determine an optimal smoothing
in order to represent the annual cycle. Thus we define the annual cycle as the annual



mean plus the first four harmonics.

3.2 Space-Time Spectral Analysis

In order to distinguish the phenomena influencing the atmospheric variability by
different spatial and temporal scales we apply a space-time spectral analysis to the
500 hPa geopotential height field. We estimate both one-sided (Pratt, 1976) and two-
sided (Hayashi, 1971) frequency spectra. These two methods, however, differ in the way
they define the role of standing and zonally propagating fluctuations. These problems
are discussed in detail in Pratt (1976).

For a given zonal wavenumber k and frequency w the two—sided frequency spectrum
(E) defines the components of eastward (+w) and westward (—w) propagating waves
for a frequency band centered at w

Eu, iw) = gawk) + Pw<sk>1i§c2wwtsk> <1)
where PW are the power and Q, the quadrature spectrum of the cosine- (C(16)) and
the sine—coefficient (5(76)) of the zonal Fourier harmonics. From the cospectrum Kw
we derive the variance from true standing (SR) and from zonally propagating motions
(PR) as follows

saw = (/sk, 51) + gawk) — man]? <2)
and

PR(k,j:w) = E(k,:|:w) — äSRa) (3)
In Pratt’s approach the one—sided total (T) variance spectrum is given by the sum

of the eastward and westward propagating contributions of (1) as

Tow) = am.) + awn] <4)
The propagating variance spectrum is defined as the difference of the eastward and
westward contributions

PRUCM) =l Qw(0k,5k) I (5)
The propagation direction can be determined from the algebraic sign of Qw. The sta-
tionary variance spectrum is defined as in (2). This describes the temporal variability
of the amplitude of the stationary waves.



The frequency spectra are estimated for individual seasons. Seasons are defined as
slightly overlapping segments of 96 days starting at March 1, June 1, September 1 and
December 1, respectively. Before the spectral analysis was done, the residual seasonal
mean and the trend were removed from the seasonal segments. To obtain smooth spec-
tral estimators a Tukey-Hanning window with a time lag of 20 days was applied (e.g.
Priestley, 1981). This window has a bandwidth of 1/15 cpd with an equivalent number
of degrees of freedom of 13.

3.3 Persistent Anomalies

In the extratropics there are recurrent flow anomalies that typically persist between
one and several weeks, and thus well beyond the synoptic time scale. Blocking anticy-
clones are probably the most prominent examples of such features. Following a method
applied by Blackmon et al. (1986) we investigate the characteristics of both positive and
negative persistent anomalies in the 500 hPa geopotential height field on the Northern
and Southern Hemisphere as well.

Starting from time series of anomalies at a given point, which are defined as the
deviation from the annual cycle, we obtain a latitudinally scaled anomaly by

sin. 45°2;, = 2' —( l (6)
with the latitude Q5 and the anomaly z’. This normalization is similar to that used in

sing!)

obtaining a geostrophic streamfunction from the geopotential height field. In order to
suppress the effect of brief interruptions of an episode, when a persistent anomaly occurs,
due to high—frequency transient fluctuations on the statistics we apply a light low-pass
filter to the anomalies. The filter removes transient fluctuations on time scales shorter
than 5 days from the data. The frequency response of the filter is the same as in Black—
mon et al. (1986). An anomaly is defined to be persistent, if it exceeds a certain value
for a minimum number of days. As suggested by Dugas and Derome (1992) we assume a
lifetime of at least 9 days for the persistent anomalies on the Northern Hemisphere. For
the Southern Hemisphere we assume a shorter life time of at least 5 days, as suggested
by Trenberth and M0 (1985). For the magnitude, however, we choose different values
for each season derived from estimates of the intra—seasonal variability on time scales
longer than 5 days.



3.4 Transient Fluctuations

We estimate the contributions of transient fluctuations to the intra—seasonal vari-
ability by computing the transient variances and covariances of selected meteorological
variables. Transient fluctuations are defined as the deviation from the annual cycle as
described in section 3.1. Using these fluctuations we obtain the transient variances and
covariances with respect to the individual seasonal means. These calculations are car-
ried out for unfiltered as well as filtered time series of transient fluctuations.

3.4.1 Spectral Filtering

For the time filtering we use the method introduced by Blackmon (1976), which
allows to separate high—frequency fluctuations caused by traveling cyclones, e.g., and
low—frequency fluctuations related to blocking highs, cutoff lows or other large-scale
phenomena such as transitions between weather regimes.

The time characteristics of the filters applied are chosen on the basis of the results of
the wavenumber-frequency analysis, which are discussed in further detail in section 4.1..
For the Northern Hemisphere we follow Blackmon (1976) and define a band—pass and
a low-pass filter retaining transient fluctuations with periods between 2.5 and 6 days
and between 10 and 90 days, respectively. The estimates we obtained using a broader
band—pass filter from 2 to 10 days show the same characteristic distribution as those
we obtained when applying Blackmon’s band—pass filter, but the magnitude is enlarged.
With regard to the different characteristics of the transient fluctuations in the Southern
Hemisphere as compared to the Northern Hemisphere we choose the same band—pass
filter, but a different low-pass filter for the Southern Hemisphere containing transient
fluctuations on time scales longer than 6 days.

4 Results

4.1 Space-Time Spectral Analysis

In this section we present the variance spectra resulting from the space-time spec-
tral analysis. The estimates give averages over the period of investigation and the zone
between latitudes 40° and 70° north and south, respectively. We chose this rather
broad area in order to get more robust spectral estimates for the comparison of the es—
timates derived from the simulations with those from the analyses. The comprehensive
presentation for each data set, i.e. the analyses and the two sets of simulations with
varying and fixed SST, is double—logarithmic with the period on the abscissa and the



zonal wavenumber ranging from 1 to 10 on the ordinate. The spectral densities were
multiplied by wavenumber and frequency. This was done in order to obtain variance
conserving spectra and also to emphasize peaks in otherwise red spectra. Each figure
contains five panels with the one-sided total, stationary and propagating variance spec—
tra as defined in Equation 4, 2 and 5, but also variance spectra of the westward and
eastward propagating waves according to Equation 3. In order to compare the results
derived from the different data sets directly we also present figures including the vari-
ance spectra for all data sets for different wave regimes. We classify ultra—long (zonal
wavenumber 1, 2 and 3), long (wavenumber 4, 5 and 6) and short (wavenumber 7-10)
planetary wave regimes. This classification of the planetary wave regimes is motivated
by the results of the wavenumber-frequency analysis, where these regimes are gener—
ally separated. More common, however, is a classification, where the zonal waves at
wavenumber 4 to 9 are grouped to the “synoptic waves”. The spectral densities were
multiplied by the frequency in this case.

4.1.1 Northern Hemisphere

Figure 4.1.1 shows the variance spectra derived from the ECMWF analyses for the
Northern Hemisphere winter. The total spectrum (a) gives a fair amount of variability
for all the periods and wavenumbers shown, indicating three prominent regimes. On
time scales longer than 10 days, which will be referred to as the low-frequency part of
the spectrum, the ultra—long planetary waves at wavenumber 1, 2 and 3 give major con—
tributions to the intra—seasonal variability. The maximum is indicated near 18 days. On
time scales shorter than 6 days, the high—frequency part of the spectrum, the variability
is mainly caused by the short baroclinic waves at wavenumber 6, 7 and higher. The
maximum appears near 5 days. On intermediate time scales between 6 and 10 days
the long planetary waves at wavenumber 4 and 5 give major contributions to the intra—
seasonal variability. While the variance on intermediate and short time scales is caused
mainly by propagating disturbances (c), in the low—frequency part of the spectrum both
the propagating and stationary variance (b) contribute to the same extent to the to-
tal variance. The ultra-long propagating waves are moving westward (d), whereas the
shorter ones travel eastward (e).

During the other seasons (Figs. 4.1.2—4a) the intra—seasonal variability as given in the
total variance spectra is considerably reduced on all scales. The three distinct spectral
peaks separating the three regimes with strongest variability on long, intermediate and
short time scales appear not as pronounced as in winter. Further, maximum contribu-
tions to the intra—seasonal variability are caused by transient fluctuations with shorter
wavelength on shorter time scales, as indicated by the shift of the spectral peaks to



these scales. In spring (Fig. 4.1.2a), e.g., we find those three spectral peaks, but the
variance on intermediate and short time scales is caused by disturbances on smaller
spatial scale: on time scales between 5 and 10 days at wavenumber 5 and 6 and on time
scales shorter than 5 days for zonal waves 7 and 8. In autumn (Fig. 4.1.4a), on the
other hand, the transient fluctuations at wavenumber 4 and 5 cause strong variance on
intermediate time scales between 6 and 12 days equal to the estimates in winter, but
the activity of the ultra-long waves is considerably reduced. In summer (Fig. 4.1.3a)
the total variance spectrum shows enhanced variability in the low-frequency part at
wavenumber 4 and 5. In this season the intra-seasonal variability is generally reduced
to one third of the estimates observed in winter. The spectra of the propagating waves
(Figs. 4.1.1-4c) exhibit the same characteristic seasonal variations as the total variance
spectra on intermediate and short time scales. This is also the case for the eastward
propagating fluctuations (Figs. 4.1.1-4e), which are typically shorter than the ultra-long
waves. On long time scales, where major contributions are caused by the ultra-long trav-
eling waves, the propagating spectra (Figs. 4.1.1-4c) undergo some seasonal variations
with respect to the magnitude of their contributions to the intra—seasonal variability.
In spring (Fig. 4.1.2c) their magnitude is about two third of the estimate in winter, in
autumn (Fig. 4.1.4c) it is approximately one half. In the spectra of the westward prop-
agating waves (Figs. 4.1.1-4d) we find these characteristics even more apparent. The
spectra of the stationary waves (Figs. 4.1.1—4b) undergo seasonal variations not only
with respect to their magnitude, but also with regard to the prominent scales. In sum-
mer (Fig. 4.1.3b) and to a somewhat lesser extent in spring (Fig. 4.1.2b) and autumn
(Fig. 4.1.4b) the zonal wavenumber 3 is well pronounced, whereas the ultra-long waves
at wavenumber 1 and 2 give major contributions to the intra—seasonal variability in win-
ter. In summer we find relatively large variance on long time scales also at wavenumber 4.

These spectra derived from the ECMWF analyses for the Northern Hemisphere win—
ter are in good agreement with those of Fraedrich and Bottger (1978) and Hansen et al.
(1989) using different data. The estimates of the stationary variance in Fraedrich and
Bottger (1978), however, are substantially stronger than in this study. This is due to
the different approach they use to assess the stationary variance as explained in Hansen
et al. (1989). The seasonal variations of the spectra as shown here correspond to the
findings of Speth and Madden (1983) for the propagating waves. They, e.g., also observe
enhanced variability caused by the westward traveling zonal waves 4 and 5 in summer.
The spectra obtained from the ECMWF analyses, however, show enhanced variability at
wavenumber 9 and 10 on time scales shorter than 3 days, the high-frequency end of the
spectrum. This effect is indicated in the spectra of the stationary waves (Fig. 4.1.1b).
In the Southern Hemisphere this effect is even stronger (Fig. 4.1.26b). As the initial—
ized analyses are the result of the analysis—forecast cycle at ECMWF, this is probably
an artifact of the analyses. The observational data are processed in a data assimila-



tion procedure, which is affected by the ECMWF forecast model itself. Further, the
analysis—forecast cycle is carried out once daily so that inconsistencies occurring in the
analyses from day to day may introduce transient variability on these very short time
scales.

In the following we present the variance spectra derived from the simulations per-
formed with ECHAM3. We distinguish between simulations with varying (Figs. 4.1.5-8)
and fixed (Figs. 4.1.10-13) SST. In the case of varying SST the estimates are presented
as averages for five, in the other case for two realizations.

Figure 4.1.5a shows the total variance spectrum derived from the simulations with
varying SST for the Northern Hemisphere winter. The model successfully reproduces the
general structure we found in the analyses. There is a fair amount of variability on all
scales shown, and also the three prominent planetary wave regimes on long, intermediate
and short time scales are indicated. They appear, however, not as pronounced as in the
analyses (Fig. 4.1.1a), where the spectrum displayes three distinct spectral peaks. To
some extent this may be due to the averaging procedure of the five realizations, but also
the spectra calculated from individual simulations (Fig. 4.1.9) generally do not exhibit
these marked peaks, in particular on intermediate time scales between 6 and 10 days.
Only in one simulation (a) this peak is indicated, in two other realizations (b and c)
we find contributions in the high—frequency part of the spectrum at periods near 5 and
4 days, respectively. In the low—frequency part of the spectrum, where the ultra—long
waves give major contributions to the intra—seasonal variability, the stationary variance
(Fig. 4.1.5b) exceeds the variance caused by the propagating disturbances (c). In the
propagating variance spectrum the three prominent wave regimes do neither appear as
pronounced as in the analyses (Fig. 4.1.10).

The seasonal variations of the total variance spectra derived from the simulations
with varying SST for the Northern Hemisphere (Figs. 4.1.5—8a) are similar to those
obtained from the analyses. This means the intra—seasonal variability is considerably
weaker than in winter, and maximum contributions are caused by transient fluctuations
with shorter wavelength on shorter time scales. Also in the other seasons the spectra
derived from the simulations do not show any distinct spectral peaks on intermediate
or short time scales. On long time scales the total spectra reveal maximum variance at
wavenumber 3 at periods about 16 days in spring (Fig. 4.1.6a) and summer (Fig. 4.1.7a).
In autumn (Fig. 4.1.8a) the activity of the ultra—long waves is considerably reduced. Sim-
ilar seasonal variations appear in the spectra of the propagating waves (Figs. 4.1.5—8c)
with those on long time scales traveling westward (Figs. 4.1.5-8d) and those on interme—
diate and short scales moving eastward (Figs. 4.1.5—8e). The stationary spectra obtained
from the simulations (Figs. 4.1.5-8b) are dominated by the contribution at wavenumber



3 in all seasons. The stationary variance is strongest in winter and weakest in summer,
in spring its magnitude is larger than in autumn.

In Figures 4.1.10—13 we present the variance spectra derived from the simulations
with fixed SST. The general structure of the spectra is similar to the simulations with
varying SST, and the seasonal variations correspond to those we found for the other
set of simulations. In some seasons, however, typical features of the simulations with
fixed SST are indicated in these figures. In winter, e.g., the total (Fig. 4.1.10a) and
the propagating (Fig. 4.1.10c) variance are reduced on time scales about 10 days, but
enhanced on time scales of 6 or 7 days.

In order to compare the results derived from the different data sets directly we show
figures including variance spectra calculated from the analyses and the simulations with
varying and fixed SST as well. We distinguish between different planetary wave regimes,
i.e. ultra-long (wavenumber 1-3), long (4-6) and short (7-10) waves. Also the contribu-
tions of all planetary scale waves (1—10) are included. The spectra obtained from the
ECMWF analyses are indicated by the dashed line, those determined from the simula—
tions with varying SST by the heavy and from the simulations with fixed SST by the
light solid line.

Figure 4.1.14 gives the total variance spectra for the Northern Hemisphere Winter.
We find that the intra—seasonal variability is generally underestimated by ECHAM3, in
particular the contributions of the ultra—long (1—3) waves, which are prominent on long
time scales. The variability caused by the long (4-6) and short baroclinic (7—10) waves,
on the other hand, is well captured. The spectra derived from the two sets of simula—
tions are in rather good agreement. On time scales between 8 and 20 days, however, the
variance estimated from the simulations with varying SST is larger, on short time scales
between 3 and 8 days the variability in the simulations with fixed SST is enhanced. For
the stationary variance (Fig. 4.1.15) the estimates from the two sets of simulations are
about the same, but generally weaker than in the analyses on all scales. As revealed by
the propagating spectra (Fig. 4.1.16), the activity of the ultra-long traveling waves is
substantially underestimated in the model in winter, whereas the propagating variance
caused by the long waves on time scales between 5 and 10 days and the short baroclinic
waves on time scales shorter than 5 days is stronger than in the analyses. The propagat—
ing spectra show the enhanced variability caused by the long and short traveling waves
on time scales shorter than 8 days in the simulations with fixed SST more clearly.

In the other seasons the total variance spectra (Figs. 4.1.17, 20 and 23) show char-
acteristics similar to those in winter. The intra—seasonal variability is generally un-
derestimated by the model, which is indicated by the spectral estimates including all



planetary waves (1—10). The variability caused by the ultra—long planetary waves in the
low-frequency part of the spectrum is closer to the estimates derived from the analy—
ses than in winter. In summer (Fig. 4.1.20) and to some extent in spring (Fig. 4.1.17)
estimates obtained from the simulations with varying SST are larger than those from
the simulations with fixed SST, in autumn (Fig. 4.1.23) the opposite is true. For the
stationary variance (Figs. 4.1.18, 21 and 24) we find the same typical underestimation
on all scales as in winter. For the ultra—long planetary waves, however, the estimates of
at least one of the simulations are larger than in the analyses, in summer this is the case
for the simulations with varying, in the transition seasons for the simulations with fixed
SST. The propagating variance spectra reveal that the contributions of the ultra-long
traveling waves to the intra-seasonal variability as simulated by ECHAM3 are generally,
i.e. on all time scales, in good agreement with the analyses in summer (Fig. 4.1.22) and
autumn (Fig. 4.1.25) and on time scales longer than 20 days also in spring (Fig. 4.1.19).
The differences between the two sets of simulations in the low-frequency part of the
spectrum are similar to those we found in the total and stationary variance spectra.
The activity of the long traveling waves (4—6), on the other hand, is stronger in the sim-
ulations than in the analyses on intermediate time scales in spring and to some extent
in summer.

4.1.2 Southern Hemisphere

Figure 4.1.26 shows the variance spectra derived from the ECMWF analyses for
the Southern Hemisphere winter. The total spectrum (a) gives a fair amount of vari—
ance for all periods and wavenumbers shown, but different to the Northern Hemisphere
(Fig. 4.1.1a) only two prominent planetary wave regimes are pronounced. On time
scales shorter than 6 days, i.e. the high—frequency part of the spectrum, the variability
is mainly caused by the planetary waves at wavenumber 5, 6 and higher. The maximum
appears near 5 days. On time scales between 6 and 16 days the long waves at wavenum—
ber 3 and 4 give major contributions to the intra-seasonal variability. A pronounced
maximum at about 10 days is indicated at wavenumber 4. The variance is twice as strong
as the estimate we observe on intermediate time scales in the Northern Hemisphere win—
ter (7200 vs. 3600 m2). The ultra—long waves 1 and 2 contribute about one third less
to the intra—seasonal variability than in the Northern Hemisphere. These contrasts are
mainly accounted for by the different characteristics of the propagating disturbances
in both hemispheres. The propagating variance spectrum (c) exhibits also these two
pronounced peaks at wavenumber 4 on intermediate and to some extent also on long
time scales and for wave 5 on shorter temporal scales. Distinguishing between westward
(d) and eastward moving disturbances (e) the spectra show these features even more
clearly. The variance caused by the westward traveling wave 2, e.g., is approximately
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one half of the estimate for the other hemisphere (1000 vs. 1800 m2). The stationary
variance spectrum (b) reveals enhanced variability on long time scales at wavenumber
3. The ultra—long waves 1 and 2, on the other hand, do not contribute as much to the
stationary variance as in the Northern Hemisphere (Fig. 4.1.1b).

In the other seasons (Figs. 4.1.27—29a) the intra—seasonal variability given in the to—
tal variance spectra is considerably reduced on all scales. The prominent wave regime
on time scales between 6 and 16 days is shifted to shorter wavelength and shorter time
scales. In spring (Fig. 4.1.27a) and autumn (Fig. 4.1.29a) we find this maximum on time
scales between 5 and 10 days at wavenumber 5, in summer (Fig. 4.1.28a) for wave 6 at
periods between 4 and 8 days. The pronounced spectral peak on short time scales, which
the total variance spectrum shows in winter, does not appear in the other seasons. The
spectra, however, indicate enhanced variance for waves 6, 7 and 8 on time scales shorter
than 5 days in the transition seasons and shorter than 4 days in summer. On interme-
diate and short time scales the spectra of the propagating waves (Figs. 4.1.26—29c) show
the same characteristic seasonal variations as the total spectra. This is also the case for
the eastward propagating fluctuations (Figs. 4.1.26—29e). The variance caused by the
westward propagating ultra-long waves is pronounced at wavenumber 2 in all seasons
except summer, when we find enhanced variability at wavenumber 3 (Fig. 4.1.28d). The
stationary variance spectra (Figs. 4.1.26-29b) are dominated by the contributions at
wavenumber 3 in all seasons except summer, when wave 4 also shows enhanced variance
on long time scales (Fig. 4.1.28b).

The spectra derived from the ECMWF analyses for the Southern Hemisphere are
in agreement with the results by Fraedrich and Kietzig (1983) and sea-level pressure
power spectra by Mechoso and Hartman (1982). A subperiod of our data from 1979 to
1984 has already been investigated by Hansen et al. (1989) giving essentially the same
characteristics as in this study. The contrast between the Northern and Southern Hemi-
sphere seems to be related to the different topography as was pointed out by Hayashi and
Golder (1983) in a GCM experiment performed with and without mountains. There are,
however, some uncertainties about the ECMWF analyses in the Southern Hemisphere
itself. Apart from the effects induced to the analyses by the assimilation procedure
and the model in the analysis-forecast cycle, further problems arise due to the sparse
data coverage in the Southern Hemisphere. For that reason observations deduced from
satellite data are crucial for the analyses. Using satellite data, however, introduces a
systematic underestimation of the high—frequency variability caused by short scale plan-
etary waves to the analyses, as the satellite data resolve large scale phenomena to much
higher accuracy than those on short scales.

In the following we present the variance spectra derived from the simulations per-
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formed with ECHAM3. As the two sets of simulations show the same general charac-
teristics we will discuss here only the results from the simulations with varying SST
(Figs. 4.1.30—33). For completeness the results for the simulations with fixed SST, how-
ever, are shown in Figures 4.1.34—37.

Figure 4.1.30a shows the total variance spectrum derived from the simulations with
varying SST for the Southern Hemisphere winter. Although the general structure, that
means the separation of two prominent wave regimes on intermediate and short time
scales, is successfully reproduced by the model, the spectrum exhibits a striking dif-
ference to the analyses. The variance in both regimes is considerably overestimated in
the simulations. The maximum at wavenumber 4 near 10 days, e.g., is twice as strong
as in the analyses (14400 vs. 7200 m2). On other spatial scales the spectral estimates
are similar to those observed in the analyses. These discrepancies are mainly accounted
for by different characteristics of the propagating planetary waves on intermediate and
short time scales (c), which are moving eastward (e). The stationary variance spectrum
(b) reveals enhanced variance at wavenumber 3 as we observed also for the analyses.

The seasonal variations of the total variance spectra derived from the simulations for
the Southern Hemisphere (Figs. 4.1.30-33a) are substantially different from those found
for the analyses. Transient fluctuations on the same spatial and temporal scale account
for most of the variance throughout the year. In all seasons we find a spectral peak on
short time scales at wavenumber 5 near 5 days and on intermediate and on long time
scales between 6 and 16 days at wavenumber 4. The magnitude, however, undergoes
some seasonal variations. In summer, e.g., the variance is less than half the value in
winter (5600 vs. 14400 m2). The spectra of the propagating waves (Figs. 4.1.30—330),
in particular those moving eastward (Figs. 4.1.30—33e), exhibit the same kind of sea—
sonal variations. For the westward traveling waves (Figs. 4.1.30—33d) the simulations
Show the same seasonal variations as the analyses so that the contributions of the west-
ward traveling waves to the intra—seasonal variability are underestimated in the model
throughout the year. With respect to the magnitude the stationary variance spectra
(Figs. 4.1.30—33b) undergo stronger seasonal changes than observed in the analyses. In
summer (Fig. 4.1.32b) the variance is only half as strong as in winter (Fig. 4.1.30b). In
all seasons, however, major contributions are caused by the temporal variation of the
amplitude of the stationary zonal wave 3.

Figure 4.1.38 shows the total variance spectra for the Southern Hemisphere win-
ter derived from the different data sets distinguishing between different planetary wave
regimes. The spectra obtained from the ECMWF analyses are indicated by the dashed
line, those determined from the simulations with varying SST by the heavy and from
the simulations with fixed SST by the light solid line. We find that the intra-seasonal

12



variability is generally stronger in the simulations than in the analyses on time scales
between 3 and 16 days. This is mainly accounted for by the enhanced contributions of
the long planetary waves (4-6) on these time scales. In the low-frequency part of the
spectrum the contributions of the ultra—long waves (1—3) are also stronger than in the
analyses in winter. The variability caused by the short baroclinic waves (7—10) is of the
same magnitude as in the analyses. The spectra derived from the two sets of simula—
tions are in good agreement. The propagating variance spectra (Fig. 4.1.40) indicate
that in the simulations the contributions of the traveling waves to the intra—seasonal
variability are stronger than in the analyses on all scales. The short baroclinic waves
cause enhanced variability at periods shorter than 3 days. For the stationary variance
(Fig. 4.1.39), on the other hand, the estimates derived from the simulations are weaker
on time scales shorter than 16 days and comparable on longer time scales. On the
high-frequency end of the spectrum at periods shorter than 3 days the analyses reveal
enhanced variability caused by the baroclinic waves, which is probably an artifact of the
data.

In the other seasons the total variance spectra (Figs. 4.1.41, 44 and 47) show dif—
ferent characteristics than in winter. Whereas on time scales shorter than 10 days the
intra—seasonal variability is generally stronger in the simulations, it is weaker on longer
time scales. The behavior in the low-frequency part of the spectrum, however, is ex—
plained by the enhanced activity of both the ultra-long and long waves on these time
scales. A typical example for this is given in autumn (Fig. 4.1.47). For the stationary
variance (Figs. 4.1.42, 45 and 48) we find in all seasons a typical underestimation in
the simulations on all scales, which is also characteristic for the model in the North—
ern Hemisphere. On intermediate and short time scales the variability caused by the
traveling waves (Figs. 4.1.43, 46 and 49) is generally stronger in the simulations in all
seasons. On long time scales the contributions of the ultra-long traveling waves are
reasonably well reproduced by the model, but longer traveling waves (46) do not give
any contributions to the intra—seasonal variability on long time scales.

4.2 Persistent Anomalies

In this section we discuss the characteristics of the occurrence of persistent anomalies
in the 500 hPa geopotential height field. We distinguish between positive and negative
anomalies. The way we define persistent anomalies has been explained in detail in sec—
tion 3.3. As their lifetime we assume at least 9 days for the Northern and 5 days for
the Southern Hemisphere. The thresholds we chose for the different seasons are given
in Table 1. The estimates are area averages of the root—mean—square deviation (RMS)
of the 500 hPa geopotential height retaining time scales longer than 5 days over the
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midlatitudes of each hemisphere. We distinguish between the ECMWF analyses and
the individual simulations performed with ECHAM3 with varying (SST...) and fixed
(CLI...) SST as well.

NH MAM JJA SON DJ F

ECMWF ANA 86.17 67.01 80.79 100.38

ECHAM CLI1 79.29 59.48 73.29 88.76

ECHAM CL|2 81.20 60.27 73.44 91.77

ECHAM SST1 80.17 61.75 73.83 94.11

ECHAM SST2 80.38 62.39 73.69 91.54

ECHAM SST3 80.07 62.20 72.59 92.42

ECHAM SST4 81.25 62.36 72.58 94.37

ECHAM SST5 81.32 62.33 70.26 91.39

SH MAM JJA SON DJF

ECMWF ANA 93.01 100.99 93.67 88.63

ECHAM CLI1 81.43 99.80 82.60 69.37

ECHAM CLI2 80.54 99.13 81.85 68.94

ECHAM SST1 82.22 99.54 83.04 71.47

ECHAM SST2 82.90 99.45 83.28 72.51

ECHAM SST3 81.32 101.68 86.78 70.70

ECHAM SST4 84.07 97.84 82.17 71.55

ECHAM SST5 83.59 99.43 84.84 71.56

Table 1. RMS of the 500 hPa geopotential height field retaining time scales between 5
and 90 days in the Northern Hemisphere (NH) and Southern Hemisphere (SH) mid-
latitudes obtained from the ECMWF analyses and the various simulations performed
with ECHAM3 with varying (SST...) and fixed (CLI...) Sea Surface Temperatures as
boundary forcing distinguishing between seasons. Units are m.

In the Northern Hemisphere the ECMWF analyses show strongest intra-seasonal
variability on time scales longer than 5 days in winter and weakest in summer. The
RMS obtained in spring exceeds the value observed in autumn. In the simulations we
find the same seasonal variation, but the estimates derived from the analyses exceed
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those obtained from the simulations by 5 to 7 m in all seasons. We do not find any
significant difference between the simulations with varying and fixed SST. Also in the
Southern Hemisphere the ECMWF analyses show strongest intra—seasonal variability in
winter and weakest in summer. The estimates of the RMS are comparable in spring
and autumn. We find a stronger seasonal variation in the simulations, as the difference
between winter and summer is about 18 m larger than observed. This is accounted for
by the fact that the estimates obtained from the simulations are about 18 m smaller
than those derived from the analyses for the Southern Hemisphere summer, but are
comparable in winter. In spring and autumn the RMS obtained from the analyses ex-
ceeds the estimates derived from the simulations by approximately 10 Hi. There is no
significant difference between the simulations with varying and fixed SST.

4.2.1 Northern Hemisphere

Figure 4.2.1a shows the relative occurrence of positive persistent anomalies in the
500 hPa geopotential height field derived from the ECMWF analyses for the entire
period of investigation. The number gives the percentage of the time, during which a
persistent anomaly was found at a given location. The distribution reveals three centers,
where positive persistent anomalies frequently occur. One is located over the eastern
Pacific, one over the eastern Atlantic and another one over northern Russia. These coin—
cide with the regions, where observations indicate frequent blocking activity. Long-lived
positive anomalies appear rarely over central North America and East Asia. They occur
as often in the Pacific region as in the Atlantic sector, but less frequently over northern
Russia. Negative persistent anomalies (Fig. 4.2.1b) occur also most frequently in these
three regions, but generally not as often as positive ones. In the western Mediterranean,
however, the analyses show a relatively high number of negative long—lived anomalies
corresponding to the frequent development of cutoff lows in this region. Figure 4.2.1c
shows the sum of positive and negative persistent anomalies. The distributions of the
relative occurrence of both positive and negative persistent anomalies derived from the
ECMWF analyses show the same characteristics as indicated in the results by Black-
mon et al. (1986) obtained from about 20 years of NMC analyses for the winter season
only. The numbers, however, cannot be compared directly, as Blackmon only shows the
number of events, whereas we take also the duration of these events into account.

In the following we investigate the occurrence of persistent anomalies in the simula-
tions performed with ECHAM3. We distinguish between simulations with varying and
fixed SST. In the case of varying SST the estimates are averages for five, in the other
case for two realizations.
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In the simulations with varying SST (Fig. 4.2.2a) we find positive persistent anoma—
lies also most frequently in these three regions mentioned above, but with some different
characteristics compared to the distribution obtained from the analyses. In the Pacific
sector positive persistent anomalies occur more often in the higher latitudes, in partic—
ular over Alaska and the Aleutian Islands. In the Atlantic region the simulations reveal
less frequently long—lived anomalies than the analyses, and the maximum west of the
British Isles is not pronounced, but extending further northeast over Scandinavia. In
addition, positive persistent anomalies occur more often in the Pacific region than in
the Atlantic sector. Another maximum, which is not indicated in the analyses, can be
found over Baffin Bay between Greenland and Canada. Negative persistent anomalies
(Fig. 4.2.2b) occur also most frequently in these three well known regions and, as we
observed for the analyses, less frequently than positive ones. Again we find more often
long-lived anomalies over Alaska and the Aleutian Islands and less frequently over the
eastern Atlantic. In the western Mediterranean ECHAM3 does not indicate any pref-
erence of negative rather than positive persistent anomalies. In the distribution of the
sum of positive and negative persistent anomalies (Fig. 4.2.20) these deficiencies of the
model even more apparent. The most striking feature is the model’s failure to simulate
persistent anomalies in the Atlantic region as often as in the Pacific sector.

The distribution of the occurrence of persistent anomalies in the simulations with
fixed SST (Fig. 4.2.3c) shows also some characteristics, which are different from the
distribution obtained from the analyses. In the Pacific region we observe persistent
anomalies more often at high latitudes, but less frequently in the area further south. In
the Atlantic sector the distribution reveals a maximum over western Europe extending
over Scandinavia. In this set of simulations, however, persistent anomalies occur more
often in the Atlantic region than in the Pacific sector. Again we find another maximum
over Baffin Bay. These discrepancies are typical for the positive (Fig. 4.2.3a) and nega—
tive persistent anomalies (Fig. 4.2.3b) as well. The most striking difference between the
simulations with varying and fixed SST is that we find generally less persistent anoma—
lies in the Pacific region for the simulations with fixed SST.

Considering the results obtained from the individual simulations with both varying
and fixed SST we can conclude to which extent the characteristic features described in
the preceding two paragraphs are typical for the model. Figure 4.2.4 shows the dis-
tributions for the sum of positive and negative persistent anomalies derived from the
individual simulations. In each of the simulations with varying SST we find long—lived
anomalies more often in the Pacific region than in the Atlantic sector. The values over
the eastern Pacific exceed those obtained from the analyses (Fig. 4.2.1C) in each real—
ization. The location of the Pacific maximum varies only slightly between individual
simulations, and in each simulation we find persistent anomalies over Alaska and the
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Aleutian Islands more often than in the analyses. The maximum over Bafiin Bay ap-
pears also in all simulations, including those with fixed SST. In the Atlantic region,
however, the location of the maximum is more variable. In particular the tendency of
the frequent occurrence of long—lived anomalies over Scandinavia does not appear in
all simulations. In both simulations with fixed SST we find less frequently persistent
anomalies over the eastern Pacific than in the simulations with varying SST. There is,
however, a clear difference between the two realizations in this region. In one of them
the distribution is similar to the analyses, in the other one we find a distinct maximum
over Alaska.

The distributions shown so far cover the entire period of investigation of approxi—
mately 14 years. In the following we present these distributions distinguishing between
seasons in order to conclude how the characteristics of the occurrence of persistent
anomalies vary by season. We chose the distributions derived from the simulations with
varying SST, which are rather robust, as we combine five individual realizations. Com-
paring the results between seasons, however, one has to have in mind that different
thresholds were chosen for each season (see Table 1). Figure 4.2.5 shows the relative
occurrence of positive persistent anomalies for the different seasons. In all seasons we
observe those three or, in this case, four centers, where long-lived anomalies frequently
occur. These are the regions over the eastern Pacific, the eastern Atlantic and western
Europe, northern Russia and, typical for the simulations, Baffin Bay. In all of these
regions positive persistent anomalies occur most frequently in winter. In the Pacific
sector we find about the same number of long-lived anomalies in spring and autumn,
in summer their number is clearly reduced. In autumn the distribution in this region
reveals somewhat different characteristics than in the other seasons. The maximum is
located further west and persistent anomalies do not occur as often as at higher lati—
tudes over Alaska. In the Atlantic region we find about the same number of long—lived
anomalies in all seasons but winter. In spring and winter the maximum is 10cated west
of the British Isles, in the other seasons further east, that means downstream, extending
over Scandinavia. The maximum over northern Russia is only reduced in summer. In
all seasons negative persistent anomalies (Fig. 4.2.6) occur generally not as often as
positive ones. The distributions reveal the same seasonal variations we found for the
positive anomalies. In the Pacific sector, however, the distribution exhibits more often
negative persistent anomalies over the central Pacific in spring than in autumn, when
the region with maximum occurrence is located further downstream. Figure 4.2.7 shows
the sum of positive and negative persistent anomalies.

In the following we present diagrams giving the relative occurrence of persistent
anomalies as a function of longitude. The estimates shown are averages over different
zones, which were chosen with respect to the location of the maximum occurrence of
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persistent anomalies in the ECMWF analyses. One zone covers the latitudes between
40° and 55°N including the Pacific maximum, the others between 45° and 60°N and
between 55° and 70°N the Atlantic maximum and the one over northern Russia, re-
spectively. The average over the zone between 40° and 70°N combines the estimates
obtained for these three zones. In addition to the mean value for each data set, i.e. the
ECMWF analyses and the two sets of simulations performed with ECHAM3 with vary—
ing and fixed SST, the internal variability between the five simulations with varying SST
is indicated in the figures. The mean value obtained from the simulations with varying
SST is given by the heavy solid line, the light solid lines represent this mean value with
the standard deviation of the five individual simulations added and subtracted, respec—
tively. The mean value obtained from the simulations with fixed SST is indicated by
long dashes, that derived from the analyses by short dashes.

Figure 4.2.8 shows these average values in the case of positive persistent anomalies
for the entire period of investigation exhibiting the features also illustrated in Fig-
ures 4.2.1-3. In the Pacific region, e.g., the number of positive persistent anomalies in
the simulations with varying SST exceeds the values obtained from the analyses in all
zones. In this region we also observe considerably more positive persistent anomalies in
the simulations with varying SST than in the simulations with fixed SST in all zones,
except for the high latitudes, Where about the same number of long—lived anomalies
occur. In the Atlantic region we find more frequently positive persistent anomalies in
the ECMWF analyses than in the simulations west of 15° western longitude, but not
as often further east. The maximum over northern Russia is also stronger in the sim—
ulations. The regions of the maximum occurrence of positive persistent anomalies over
the western Atlantic and northern Russia appears also clearly separated in the simula—
tions except for the high latitudes, as the model shows enhanced blocking activity over
Scandinavia. We find larger variations between individual simulations over the western
Atlantic and Europe than in the Pacific region. The sharp decrease of the occurrence of
long-lived anomalies east of the maximum over northern Russia at 75°E and east of the
maximum in the Pacific sector at about 135°W, however, are in good agreement with
the observations and typical for all simulations, as indicated by very small estimates of
the internal variability at these longitudes.

Figure 4.2.9 shows the average values for the zone between 40° and 70°N distinguish—
ing between seasons. From this we can conclude to which extent similarities or differences
between the two sets of simulations performed with ECHAM3 and the ECMWF anal—
yses are typical for the entire year or rather dominated by a particular season. In the
Pacific region, e.g., we find considerably more often positive persistent anomalies than
in the analyses in both sets of simulations in spring and autumn, for the simulations
with varying SST also in summer. In winter, however, the estimates are in rather good
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agreement. In this season the analyses also represent enhanced blocking activity over
ther eastern Pacific between 130° eastern longitude and the dateline, a feature that is
not indicated in the simulations. In the Pacific region we find also more often positive
persistent anomalies in the simulations with varying SST than in those with fixed SST
in all seasons but spring. The estimates, however, do not exceed the range of the inter-
nal variability. The difference between the analyses and the simulations in the Atlantic
region west of 15°W, where the analyses reveal more often long—lived anomalies, can be
found in all seasons, but is most pronounced in autumn. In this season the analyses show
also the same number of positive persistent anomalies over the Atlantic and northern
Russia, whereas in the other seasons the blocking activity is stronger in the Atlantic
region. In winter we observe more often positive persistent anomalies in the simulations
with fixed SST than in those with varying SST over Europe. In the other seasons the
numbers are comparable.

In the Pacific region we find also more often negative persistent anomalies in the
simulations with varying SST than in the analyses in all zones (Fig. 4.2.10). The num-
ber of negative long-lived anomalies exceeds the values obtained from the simulations
with fixed SST, in particular south of 60°N. In the Atlantic region we find more often
negative persistent anomalies in the ECMWF analyses than in the simulations west of
15° western longitude, but in the simulations with fixed SST more frequently further
east. Over Russia the negative persistent anomalies as obtained from the analyses occur
generally further north than the positive ones. In the simulations the regions with max-
imum occurrence of negative persistent anomalies over the Atlantic and northern Russia
are not separated. Negative long—lived anomalies, however, do not occur frequently over
northern Russia in all seasons (Fig. 4.2.11). In winter the analyses do not show any
enhanced relative occurrence in this region, which is in contrast to the simulations. We
observe considerably more often negative long-lived anomalies in both sets of simulations
in spring and autumn, in winter also in the simulations with varying SST. Similar to the
case of positive anomalies the simulations with fixed SST show more often long-lived
negative anomalies over Europe and northern Russia in winter.

In the following we will examine the mean lifetime of persistent anomalies in those
three areas over the Pacific, the Atlantic and northern Russia, where they most fre—
quently occur (Fig. 4.2.12a). These regions are indicated by PAC (40 — 60°N and
140 —180°W)‚ ATL (45 — 60°N and 35°W —5°E) and NRU (55 — 70°N and 40 — 80°E),
respectively. The figures shown here give the relative occurrence of both positive and
negative anomalies as a function of their lifetime distinguishing between seasons for the
different data sets. The solid line represents the positive and the dashed line the nega—
tive anomalies.
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In the Pacific region the ECMWF analyses (Fig. 4.2.13) reveal generally more short—
lived negative anomalies, but more long-lived positive ones. These two parts are divided
at 4 to 5 days, which is about the typical lifetime of extratropical cyclones. In spring,
however, there occur somewhat more negative anomalies with a lifetime between 13
and 19 days than positive ones. In the Atlantic region (Fig. 4.2.14) the separation in
these two fractions at 4 to 5 days is also typical. In winter, however, when cutoff lows
frequently occur in the eastern Atlantic region, the analyses indicate about the same
number of long—lived negative and positive anomalies. Over northern Russia (Fig. 4.2.15)
we observe the same characteristic separation of negative and positive anomalies with
respect to their lifetime, most pronounced in winter.

Fig. 4.2.12. Regions where persistent anomalies most frequently occur in the Northern
Hemisphere (a) and Southern Hemisphere (b). Anomalies occurring inside these areas
have been composited to examine their mean lifetime.

In the Pacific region the model generally shows for both the simulations with varying
(Fig. 4.2.16) and fixed SST (Fig. 4.2.19) the same characteristic separation with more
short—lived negative anomalies and more long-lived positive ones. These two fractions
are divided at a lifetime between 4 and 7 days. For the simulations with varying SST
the distribution indicates about the same number of negative and positive anomalies
with a lifetime longer than 7 days in winter. This appears to be typical only if we
combine the results derived from all five simulations with varying SST. For individual
simulations (not shown here) we find some realizations with more positive and some
with more negative anomalies that persist for a week or longer. In the Atlantic re-
gion we observe more short-lived negative and more long-lived positive anomalies for
the simulations (Figs. 4.2.17 and 20) in all seasons but spring. Therefore the model
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exhibits some different characteristics than the analyses (Fig. 4.2.14) in Winter caused
by the model’s lack in reproducing cutoff lows in this region sufficiently. Over northern
Russia the separation of negative and positive anomalies with respect to their lifetime
is reasonably well captured by ECHAM3 (Figs. 4.2.18 and 4.2.21).

4.2.2 Southern Hemisphere

Figure 4.2.22a shows the relative occurrence of positive persistent anomalies in the
Southern Hemisphere derived from the ECMWF analyses for the entire period of investi-
gation. The distribution indicates three regions, where positive persistent anomalies fre-
quently occur. One is located in the storm track region over the southern Indian Ocean,
another over the South Pacific centered southeast of New Zealand and extending further
downstream over the Pacific Ocean. Here the region of maximum occurrence is located
approximately 5° closer to the pole than further east. A third region, where long—lived
positive anomalies frequently occur, is located over the South Atlantic. There appear
two characteristic minima on the edge of Antarctica, one is located near the Greenwich
meridian at approximately 70°S and another between 70° and 90°E at about 65°S. In
the case of the negative persistent anomalies (Fig. 4.2.22b) the analyses show a similar
distribution as for the positive ones. Over the Atlantic, however, the distribution is
different. The negative anomalies tend to appear southeast of South America, whereas
the positive ones are spread over the entire ocean. There are slightly more positive
rather than negative long-lived anomalies over most of the hemisphere. Figure 4.2.22c
shows the sum of positive and negative anomalies for the entire period of investigation.
The distribution of the relative occurrence of persistent anomalies obtained from the
ECMWF analyses is similar to the distribution derived from 8 years of daily analyses
from the World Meteorological Centre in Melbourne, Australia, by Trenberth and Mo
(1985). In the Southern Hemisphere, however, the results are fairly sensitive to the data
used as was pointed out by Lejenas (1987).

In the following we investigate the occurrence of persistent anomalies in the simu—
lations performed with ECHAM3. We distinguish between the two sets of simulations
with varying and fixed SST. In the case of varying SST the estimates give averages for
five, in the other case for two realizations.

The distribution of the occurrence of persistent anomalies derived from the simula—
tions with varying SST shows some different characteristics than the analyses. This has
to be expected considering the dissimilar distributions of the low-pass filtered RMS of
the geopotential height fields, which will be discussed in further detail in section 4.4.1.
The simulations with varying SST indicate also three regions, Where positive persistent
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anomalies frequently occur (Fig. 4.2.23a). We find a maximum in the storm track region,
but persistent anomalies occur about one third less frequently than in the analyses in
this region. There is no maximum southeast of New Zealand, but long-lived anomalies
are found frequently in the region further downstream between 80° and 140°W. Over
the South Atlantic the simulations are in general agreement with the analyses, and the
minima on the edge of Antarctica are also captured by the model. The distributions of
the relative occurrence of negative persistent anomalies obtained from the simulations
(Fig. 4.2.23b) are similar to the distributions of positive ones. In addition, the maximum
in the storm track region is not pronounced and the simulations indicate a tendency for
zonal symmetry instead. There are slightly more positive persistent anomalies rather
than negative ones over most of the hemisphere.

The distribution of the occurrence of persistent anomalies obtained from the simula—
tions with fixed SST (Fig. 4.2.24) shows generally the same discrepancies as compared to
the analyses as those for the simulations with varying SST. In addition we also observe
considerably less frequently positive (Fig. 4.2.24a) and negative (Fig. 4.2.24b) persistent
anomalies in the simulations with fixed SST over the South Pacific between 120° western
longitude and the dateline. Also in the region southeast of South America there are less
frequently long-lived anomalies in the simulations with fixed SST.

Figure 4.2.25 shows the distributions of the sum of positive and negative persistent
anomalies obtained from the individual simulations. In each of the simulations we find
the same general features as described in the preceding paragraph, although the lo-
cation of the maxima varies somewhat between different realizations. The maximum
in the storm track region, e.g., is substantially underestimated in each simulation and
appears also further downstream than in the analyses. Over the South Pacific, on the
other hand, in all simulations there are more often persistent anomalies to the west of
about 140°W but less frequently further east. In both simulations with fixed SST we
find persistent anomalies less frequently than in all simulations with varying SST over
the South Pacific in the area between 120°W and the dateline.

In the following we present distributions of the relative occurrence of persistent
anomalies derived from the simulations with varying SST distinguishing between sea—
sons. Comparing the results between seasons, however, one has to bear in mind that
different thresholds were chosen for each season (see Table 1). Figure 4.2.26 shows the
relative occurrence of positive persistent anomalies for the different seasons. We find
those three regions, where positive long—lived anomalies occur frequently, in all seasons.
These are the storm track region over the southern Indian Ocean and the regions over
the southern Pacific and Atlantic Ocean. In all these regions positive persistent anoma-
lies occur most frequently in winter except for the southern Atlantic, where they appear
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more often in autumn. The ECMWF analyses (not shown here) display the same fea—
ture. In the storm track region we observe about the same number of positive persistent
anomalies in all seasons except winter. In summer, however, the maximum is located
about 30° further upstream. In this season also the maximum over the southern Pacific
is located about 50° further west than in the other seasons. In winter and to some
extent in spring we find enhanced blocking activity west of South America centered at
40° southern latitude. The analyses reveal the same feature. In all seasons negative
persistent anomalies (Fig. 4.2.27) do not occur as often as positive ones, and the distri—
butions show the same seasonal variations as in the case of positive persistent anomalies.

In the following we present diagrams of the relative occurrence of persistent anomalies
as a function of longitude. The estimates are averages over different zones, which were
chosen with respect to the location of the maximum occurrence of persistent anomalies.
One covers the zone between 40° and 60°S including the maxima in the storm track
region and over the Atlantic, the other one between 50° and 70°S according to the max-
imum in the Pacific sector. The average over the zone between 40° and 70°S combines
the estimates obtained for these two zones. In addition to the mean value for each data
set, the internal variability between the five simulations with varying SST is indicated
in the figures. The mean value obtained from the simulations with varying SST is given
by the heavy solid line, the light solid lines represent this mean value with the standard
deviation of the five individual simulations added and subtracted, respectively. The
mean value obtained from the simulations with fixed SST is indicated by long dashes,
that derived from the analyses by short dashes.

Figure 4.2.29 shows these average values in the case of positive persistent anomalies
for the entire period of investigation exhibiting the characteristics illustrated in Fig-
ures 4.2.22—24 more clearly. In the storm track region over the southern Indian Ocean
the ECMWF analyses indicate enhanced blocking activity in the zone between 40° and
60°S, but not at higher latitudes. Over the Pacific we can distinguish two regions, where
positive persistent anomalies frequently occur. They are the region southeast of New
Zealand and the region in the central Pacific. They are separated near 150° western
longitude. In the region southeast of New Zealand long-lived anomalies occur more
often in the zone between 40° and 60°S, whereas the maximum over the central Pacific
is located closer to the pole. The most striking feature, however, is that there are gen—
erally less positive persistent anomalies in the simulations over the Indian and Pacific
Ocean, in particular in the zone between 40° and 60°S. The model neither reproduces
the enhanced blocking activity in the region southeast of New Zealand sufficiently. In
the Atlantic region ECHAM3 reproduces the analysed distribution pretty well, and at
high latitudes, i.e. in the zone between 50° and 70°S, we find more persistent anomalies
in the simulations. At these latitudes the simulations are generally in better agreement
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with the analyses. In the region over the South Pacific between 1200 western longitude
and the dateline the simulations with varying SST show substantially more long-lived
anomalies than those with fixed SST. Although the internal variability between the five
simulations with varying SST is particularly large in this region, the estimates obtained
from the simulations with fixed SST are well beyond this range. In the other areas the
values derived from the two sets of simulations are comparable.

Figure 4.2.30 gives the average values over the zone between 400 and 70°S distin-
guishing between seasons. In the storm track region we observe about the same number
of positive persistent anomalies in the analyses in all seasons. In the Pacific region the
two maxima southeast of New Zealand and over the central Pacific are clearly separated
only in spring and summer. In winter, on the other hand, there appears only one wide
area with frequent blocking activity between 160° eastern and 90° western longitude. In
the simulations we find considerably less persistent anomalies in the storm track region
in all seasons but winter. In the central Pacific, on the other hand, the simulations with
varying SST give numbers comparable to those obtained from the analyses in all seasons
but summer, those with fixed SST in spring and summer. In the region southeast of New
Zealand ECHAM3 does not produce enough long—lived anomalies throughout the year.
The difference between the two sets of simulations in the central Pacific with reduced
occurrence of persistent anomalies in the simulations with fixed SST is also typical for
all seasons.

In the case of negative persistent anomalies (Fig. 42.31) the overall distribution is
similar to the distribution we observed for the positive anomalies. The analyses, how-
ever, reveal less negative persistent anomalies than positive ones in the storm track
region between 40° and 60°S and the two maxima in the Pacific region are not as clearly
separated. Negative persistent anomalies also frequently occur over the western At-
lantic. In the zone between 40° and 60°S the model reproduces generally not enough
long-lived negative anomalies in the storm track region and over the Pacific, but shows
good agreement with the analyses over the western Atlantic. Further poleward, i.e. in
the zone between 50° and 70°S, the simulations are in better agreement with the anal-
yses in the central Pacific, but there are to often long-lived negative anomalies over the
Atlantic. Also in this case the simulations with varying SST indicate more frequently
long-lived anomalies than those with fixed SST in the central Pacific, but the discrep—
ancy is reduced compared to the case of the positive anomalies. The seasonal variations
of the occurrence of negative persistent anomalies (Fig. 4.2.32) are similar to those found
for the positive anomalies, which were already discussed in further detail before.

Figures 4.2.33 and 34 give the relative occurrence of positive and negative anomalies
as a function of their lifetime derived from the analyses in two areas, where persistent
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anomalies frequently occur (Fig. 4.2.12b). These are the storm track region over the
southern Indian Ocean and the area over the Pacific southeast of New Zealand. These
regions are indicated by IND (40 — 60°S and 70 — 130°E) and PAE (40 — 60°S and
170 —- 210°E), respectively. The solid line represents the positive and the dashed line
the negative anomalies. In the storm track region (Fig. 4.2.33) we find more short—lived
negative anomalies than positive ones in all seasons but spring. On intermediate time
scales there are more positive anomalies, for long—lived anomalies the numbers are hardly
distinguishable. In the figures for the Pacific region (Fig. 4.2.24) the curves are close
together with generally somewhat less long-lived negative rather than positive anoma—
lies. In autumn this trend is reversed, which may be an effect of the finite sampling
time rather than a characteristic feature. In the simulations (not shown here) we could
not identify any typical behavior of positive anomalies compared to negative ones with
respect to their lifetime.

4.3 Time Mean Zonal Wind

As an example for the time mean climate state of the atmosphere we present maps
of the climatological mean of the zonal wind component in this section. We chose the
300 hPa level, which is close to the height of the polar and subtropical jet stream as well.

In winter the ECMWF analyses (Fig. 4.3.1) show several maxima of westerly winds
in the Northern Hemisphere. One of them is located over the eastern part of North
America and extends over the North Atlantic, another is located at about 30°N ex—
tending from northern Africa over India and Japan into the Pacific region. While the
maximum over North America is associated with the polar jet stream, the second one
represents the core of the subtropical jet stream. Strong westerly winds also appear in
these regions in the other seasons, the distribution is, however, altered in strength and
shape. They are generally weaker than in winter and maximum values occur further
north. In summer, however, the maximum over Japan does not appear, but we observe
relatively strong westerlies over the northern Pacific.

In both sets of simulations performed with ECHAM3 (Figs. 4.3.2 and 3) we also
find these two regions with strong westerly winds in winter. But here the westerlies are
extending further downstream over the central parts of the oceans, in particular in the
Pacific region. While the jet core in the Atlantic sector is stronger in the simulations
than observed, it is slightly weaker in the Pacific sector. In both regions, however, the
simulated westerly winds are stronger than in the analyses in the areas poleward of the
jet cores, but weaker further south. The model does not reproduce the jet core over the
Arabian Peninsula sufficiently, and the maximum over Japan is expanded upstream into
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Asia. In summer the location of the maxima in the simulations is in good agreement
with the analyses except for the Pacific region. Whereas the westerlies are too strong
over Japan in this season, they are too weak in the central Pacific. In autumn the
simulations are in very good agreement with the analyses, but in spring the maximum
over the eastern United States is elongated eastward in the simulations. Significant
differences between the two sets of simulations with varying and fixed SST with respect
to the climatological mean of the zonal wind component are mainly found in the Pa—
cific region. In all seasons but autumn the simulations with varying SST show stronger
westerly winds in the area south of the jet core, but weaker ones further poleward.

In the Southern Hemisphere the ECMWF analyses (Fig. 4.3.4) show maximum west-
erly winds in the zone between 20° and 30°S in winter. Strong westerlies also appear
at about 50°S south of Africa. The most striking feature for the Southern Hemisphere
winter is the double jet structure in the area near New Zealand. We observe strongest
westerly winds exceeding 45 m/s between 20° and 30°S. Further poleward the zonal
wind is weaker reaching a minimum of approximately 10 m/s over New Zealand. At
about 60°S there is another maximum with westerly winds up to 25 m/s. This charac-
teristic feature appears, though slightly altered, in the other seasons except summer. In
this season, on the other hand, the westerly winds in the region southeast of Africa are
stronger than during the other seasons.

This characteristic double jet structure south of New Zealand is generally reproduced
by ECHAM3 (Figs. 4.3.5 and 6). The maximum of westerly winds in the zone between
20° and 30°S in winter reaches further downstream into the Pacific region. Over the
southern oceans, in particular in summer and autumn, the simulations reveal generally
weaker westerly winds than the analyses in the zone between 30° and 50° southern lati—
tude, but stronger ones in the regions closer to the pole. Significant differences between
the two sets of simulations appear at about 30°S over the eastern Pacific and the Atlantic
Ocean, where we find typically stronger westerly winds in the simulations with fixed SST.

The results derived from the ECMWF analyses are in good agreement with the cli-
matologies of the zonal wind component in 200 hPa derived from NMC analyses for the
Northern and Australian analyses for the Southern Hemisphere by Speth and Madden
(1987), though regional differences appear in the Southern Hemisphere. This, however,
may be due to uncertainties in the data itself because of the sparse data coverage in the
Southern Hemisphere.
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4.4 Transient Fluctuations

In this section we present maps of the contributions of the transient fluctuations to
the intra—seasonal variability. The estimates were derived as described in section 3.4 and
include the root—mean—square deviation (RMS) of the 500 hPa geopotential height field,
the kinetic energy and meridional transport of westerly momentum at 300 hPa, and the
meridional transport of sensible heat at 850 hPa. We chose these levels according to
observations indicating that the fluxes of momentum are strongest in the upper tropo-
sphere just below the level of the jet streams, whereas the heat fluxes are enhanced in
the lower troposphere. For each variable we show results derived from unfiltered and
band— and low—pass filtered transient fluctuations as well. The band-pass filter retains
transient fluctuations with periods between 2.5 and 6 days, whereas the low-pass filter
contains fluctuations on longer time scales. Due to the different characteristics of the
transient fluctuations in the Northern and Southern Hemisphere (see Figs. 4.1.1 and 26)
we chose a low-pass filter keeping transients on time scales between 10 and 90 days for
the Northern and between 6 and 90 days for the Southern Hemisphere. In the following
the band-pass filtered transients will also be referred to as the high—frequency, the low-
pass filtered ones as the low-frequency transients or eddies. The contributions of the
band—pass and low-pass filtered transient fluctuations to the intra—seasonal variability ex-
hibit distinctly different patterns because of the different phenomena contributing to the
variability on different time scales. While mainly baroclinic disturbances such as trav—
eling cyclones give rise to the high—frequency variability, several phenomena contribute
to the extratropical low—frequency variability. Phenomena such as blocking anticyclones
and cutoff lows, e.g., lead to large-scale flow anomalies that persist for one or several
weeks. Apart from slowly propagating atmospheric waves, the structure of which is
basically equivalent barotropic, variations of the stationary ultra—long waves give rise to
the low—frequency intra—seasonal variability.

The contributions of the transient fluctuations to the intra—seasonal variability, i.e.
the transient variances and covariances, obtained from the ECMWF analyses appear
to be noisier than the distributions derived from the simulations. This is not only an
effect of the statistical sampling, as the patterns obtained from individual simulations
are also smoother than those from the analyses. The fact may rather be accounted for
by inconsistencies in the data due to the way the analyses were obtained (see section
4.1.1) or the circumstance that the analyses give more weight to short—scale variations
than ECHAM3 because of the higher horizontal resolution.
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4.4.1 Geopotential Height

The ECMWF analyses reveal two maxima of the RMS of the 500 hPa geopotential
height field obtained from the unfiltered transient fluctuations (Fig. 4.4.1). One is lo-
cated over the North Pacific near the Aleutian Islands and the other over the North
Atlantic centered south of Iceland extending downstream over Scandinavia. We find
relatively small values with respect to the zonal mean over the western part of North
America and Siberia as well. The intra-seasonal variability is strongest in winter, but the
two maxima appear in all seasons though altered in strength and shape. The maximum
near the Aleutian Islands, e.g., occurs further south than in winter and is elongated in
the zonal direction. The major part of the intra—seasonal variability is caused by the
low—frequency transients on time scales longer than 10 days (Fig. 4.4.3) showing the
characteristic maxima over the northern Pacific and Atlantic Ocean. Upstream of these
maxima the high—frequency transient fluctuations (Fig. 4.4.2) give major contributions
to the intra—seasonal variability indicating the regions of the strongest activity of cy—
clones, the so-called storm tracks, over the Central Pacific and over Labrador extending
into the western Atlantic region.

Figure 4.4.4 shows the total, that means estimated from the unfiltered transient fluc—
tuations, RMS field derived from the simulations with varying SST. The maxima over
the North Pacific and North Atlantic are pronounced, but compared to the analyses
the intra—seasonal variability is generally reduced over most of the hemisphere. This
reduction is striking in the Atlantic region, where the RMS is underestimated by ap—
proximately 20 m throughout the year. In the Pacific region, on the other hand, the
magnitude of the RMS corresponds to the observed estimates, but in contrast to the
analyses its center has the same location and shape in spring and autumn as in winter.
In the analyses (Fig. 4.4.1) the maximum undergoes some seasonal variations. It is
located further south and appears elongated in the zonal direction. Therefore the intra-
seasonal variability is generally overestimated in the simulations at high latitudes, in
particular over Alaska, but underestimated in the region further south in all seasons but
winter. The distribution of the RMS estimated from the low-pass filtered fluctuations
(Fig. 4.4.6), which account for most of the intra—seasonal variability, illustrates these
deficiencies too. In the Pacific region the intensity of the storm tracks as simulated
by ECHAM3 (Fig. 4.4.5) is underestimated by approximately 8 m on its southern side.
Further north, on the other hand, the band—pass filtered RMS is stronger than observed.
In the Atlantic region the activity of cyclones is generally too weak in the model. In
winter, e.g., the maximum values differ by approximately 10 m. In addition, the cyclones
as simulated by the model show a tendency to retain their zonal movement, when they
approach the continents, rather than turning northeastward as indicated in observations.
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The distributions obtained from the simulations with fixed SST (Fig. 4.4.7) Show
basically the same characteristics as those with varying SST. In the Pacific sector, how—
ever, the storm tracks (Fig. 4.4.8) are shifted slightly poleward in this set of simulations.
The low-pass filtered RMS (Fig. 4.4.9) reveals enhanced intra—seasonal variability over
Alaska and northwestern Canada in winter. This is in agreement with results by Ponater
et a1. (1990) for an earlier version of the ECHAM model.

In the Southern Hemisphere the ECMWF analyses (Fig. 4.4.10) show several max—
ima of the RMS of the 500 hPa geopotential height field obtained from the unfiltered
fluctuations. One is located over the southern Indian Ocean centered at about 50°S,
another one over the South Pacific at about 60° latitude between New Zealand and
South America. We find highest values just south of New Zealand in the region, where
the double jet structure occurs. A third region with relatively strong intra—seasonal
variability appears southeast of South America. We observe the maxima in all seasons,
though slightly displaced in meridional direction. In winter the maximum south of New
Zealand, e.g., is located 5 —~ 10° further south than in the other seasons. The maximum
over the Indian Ocean, however, is placed at about the same latitudes throughout the
year. In the Southern Hemisphere the main storm track, which is indicated by the band-
pass filtered RMS (Fig. 4.4.11), lies along 50°S over the southern Indian Ocean and is
elongated into the Atlantic and Pacific regions. The center is located at about the same
latitude throughout the year, but the activity of cyclones is strongest in winter, when
the storm track region is also broader than in the other seasons. The maxima of the
RMS south of New Zealand and downstream of the tip of South America are mainly
caused by the transient fluctuations on time scales longer than 6 days (Fig. 4.4.12). A
less pronounced maximum occurs in the storm track region over the Indian Ocean

The results derived from the ECMWF analyses are in good agreement with those of
Trenberth (1982) obtained from data originating from the World Meteorological Center
in Melbourne, Australia. In the total RMS field he finds three distinct maxima in the
southern Indian Ocean, south of New Zealand and southeast of South America in Winter
and summer as well. Both the magnitude and the seasonal variation are comparable
to our estimates. There is also good agreement, if we distinguish between band-pass
and low—pass filtered fluctuations, with respect to the location of the storm tracks over
the southern Indian Ocean and of the maxima of the low—frequency variability south
of New Zealand and southeast of South America. The magnitude, however, cannot be
compared directly as Trenberth uses filters with different characteristics.

Figure 4.4.14 shows the band-pass filtered RMS estimated from the simulations with
varying SST for the Southern Hemisphere. The model reproduces the main storm track
over the southern Indian Ocean, but centered at about 55°S, i.e. 5° further south than
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in the analyses. In addition the model shows a strong tendency for zonal symmetry as
relatively high values of the band-pass filtered RMS occur over the Atlantic and Pacific
Ocean at the corresponding latitudes. As a result in the simulations the band—pass
filtered RMS is generally stronger than observed in the zone between 55° and 65°S,
but weaker at other latitudes. This deficiency is most pronounced in the Southern
Hemisphere summer. With respect to the low—pass filtered RMS the simulations Show
characteristics quite different from the analyses (Fig. 4.4.15). Throughout the year we
find a maximum southwest of South America at about 60°S, which the analyses only
show in winter and spring in this region (Fig. 4.4.12). The most important discrepancy
is that in the simulations there is no indication of the maximum south of New Zealand.
This, however, is surprising as the double jet structure in this region was successfully
reproduced by the model. In the simulations with fixed SST (Figs. 4.4.16-18) we find
basically the same characteristics as for the other set of simulations.

4.4.2 Kinetic Energy

The distribution of the eddy kinetic energy caused by the band—pass filtered transient
fluctuations derived from the ECMWF analyses (Fig. 4.4.20) shows two maxima on the
Northern Hemisphere. They are located in the exit regions of the polar jet stream over
the northern Atlantic and the subtropical jet stream over the central Pacific and are
elongated downstream. Seasonal variations are stronger in the Atlantic region than over
the Pacific, where the eddy kinetic energy is comparable for all seasons but summer.
In spring and autumn, however, the center over the Pacific is shifted about 5° further
poleward than in winter. Maxima of the eddy kinetic energy caused by low—frequency
transient fluctuations (Fig. 4.4.21) are located downstream of the storm tracks over
the eastern part of the Pacific and Atlantic Ocean extending over the Canadian west
coast and western Europe. The eddy kinetic energy is strongest in winter, but only
slightly reduced in spring and autumn. The fast and slowly varying transient distur-
bances contribute to the same extent to the total eddy kinetic energy, which is given
in Figure 4.4.19. As a consequence we observe two wide regions with strong eddy ki—
netic energy extending over the central Pacific and western Canada on one side and the
northern Atlantic and western Europe on the other.

In the simulations with varying SST the band-pass filtered eddy kinetic energy
(Fig. 4.4.23) is generally underestimated by approximately 20 m2s'2 over most of the
Northern Hemisphere midlatitudes. But the maxima are located in the same regions as
indicated in the analyses, and the seasonal changes are reasonably reproduced by the
model. In winter, however, in the Pacific region the maximum activity of the transient
eddies is shifted about 5° further poleward as compared to the analyses. The contri—
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butions of the transient fluctuations on time scales longer than 10 days to the eddy
kinetic energy (Fig. 4.4.24) are even more severely underestimated in the simulations, in
particular in the Atlantic region. Also the general structure is not sufficiently simulated
in this sector. While the analyses (Fig. 4.4.21) reveal a pronounced maximum west of
the British Isles throughout the year, the simulations do not indicate enhanced eddy
activity in this area, but rather a wide area of a comparable amount of eddy kinetic
energy extending further downstream over central Europe. This deficiency is especially
marked in winter with a reduction of the kinetic energy by more than one third in the
region west of Great Britain (160 vs. 110 m2s"2). The severe underestimation of the
eddy kinetic energy on all time scales becomes even more clear from the distribution of
the total eddy kinetic energy estimated from the simulations (Fig. 4.4.22).

The distributions obtained from the simulations with fixed SST (Fig. 4.4.25) show
basically the same characteristics as in the case of varying SST. For the low—pass filtered
RMS (Fig. 4.4.27) we do not find any typical difference between the two sets of simula-
tions appearing in all seasons. In winter and summer, e.g., the low-frequency variability
over most of the western hemisphere is stronger in the simulations with varying SST,
but it is weaker in spring and autumn. For the eddy kinetic energy caused by the
high—frequency transient fluctuations (Fig. 4.4.26), on the other hand, the distributions
show a characteristic difference throughout the year. The kinetic energy estimated from
the simulations with fixed SST is generally stronger north of the latitude, where the
maxima occur, but weaker on the southern side. This feature is most pronounced over
the Pacific and Atlantic Ocean in the storm track regions, but is also found over North
America, central Europe or East Asia.

In the Southern Hemisphere the transient fluctuations on time scales shorter than
6 days (Fig. 4.4.29) give major contributions to the eddy kinetic energy in the storm track
region over the southern Indian Ocean. The maximum is extending into the Atlantic
and the Pacific regions with the exception of winter, when relatively weak estimates of
the kinetic energy occur southeast of Australia. This feature may be accounted for by
the fact that the subtropical jet stream (Fig. 4.3.4) is extending further westward over
Australia and the eastern Indian Ocean in this season. Throughout the year the analy-
ses indicate maximum eddy kinetic energy caused by the transient fluctuations on long
time scales (Fig. 4.4.30) south of New Zealand, which is just north of the correspond-
ing maximum observed in the RMS field (Fig. 4.4.12). In winter fairly strong values of
kinetic energy occur also at about 30°S east of Australia and 40°S west of South America.

The results derived from the ECMWF analyses are in agreement with those by Tren-
berth (1982), who computed the eddy kinetic energy on the 500 hpa level. In winter,
however, he notices a different distribution of the low-pass filtered eddy kinetic energy
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in the Pacific region. He observes the maximum south of New Zealand, but only a slight
indication of enhanced kinetic energy east of Australia and west of South America. This
may be accounted for by a stronger effect of the subtropical jet stream east of Australia
at 300 hPa than at the lower level.

Figure 4.4.32 shows the band—pass filtered eddy kinetic energy obtained from the
simulations with varying SST. The model generally underestimates the kinetic energy
not only in the storm track region, but also at latitudes farther north, i.e. equator—
ward. This discrepancy is striking in the regions over the southern coast of Australia
and New Zealand. Further poleward, on the other hand, the simulations show stronger
eddy kinetic energy than the analyses. The underestimation of eddy kinetic energy, in
particular in the storm track region, is most severe in the Southern Hemisphere summer.
With respect to the low-pass filtered eddy kinetic energy the simulations (Fig. 4.4.33)
reveal quite different characteristics than the analyses similar to those we observed in
the low—pass filtered RMS field (Fig. 4.4.15). Generally the kinetic energy is severely
underestimated over most of the hemisphere, and we find no indication of a maximum
south of New Zealand. Instead relatively high estimates occur over the South Pacific at
about 60°S. The simulations with fixed SST (Figs. 4.4.34—36) show the same character-
istics as the simulations with varying SST.

4.4.3 Meridional Transport of Momentum

Figure 4.4.37 shows the meridional transport of westerly momentum caused by the
unfiltered transient fluctuations derived from the ECMWF analyses. Positive values
indicate northward, i.e. poleward on the Northern and equatorward in the Southern
Hemisphere, and negative values southward fluxes. We find strongest poleward fluxes
over North America in the entrance region of the polar jet stream and over northern
Africa in the entrance region of the subtropical jet stream. But relatively high values
appear also over East Asia and the western Pacific. In the central regions of both the
Pacific and Atlantic Ocean the northward transports are generally weak, and westerly
momentum is transported southward over the northern oceans. In spring and autumn
the fluxes exhibit the same overall structure as in winter, but the fluxes are most in—
tense in winter. In summer the fluxes are generally weak, and only a maximum over
Labrador is pronounced. The high—frequency transient fluctuations (Fig. 4.4.38) give
rise to distinct dipole patterns in the central part of the Pacific and Atlantic Ocean as
well. The fluxes converge at the axes of the storm tracks with poleward fluxes south and
equatorward fluxes north of them. The transient fluctuations on short time scales con—
tribute also to the strong northward transports over North America and East Asia. The
transient fluctuations on long time scales (Fig. 4.4.39) account for the strong northward
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fluxes of westerly momentum over North America and northern Africa, but also in the
western Pacific region. In the central regions of the oceans they cause the intense south—
ward fluxes of momentum, in particular in winter, when they reach as far south as 30°N.

Figure 4.4.40 shows the meridional transport of westerly momentum derived from
the simulations with varying SST. The distribution reveals some differences with the
general structure appearing in the analyses. The most striking feature is that the strong
northward fluxes over northern Africa are underestimated in the simulations and that
they are located too far downstream, in particular in winter. This is consistent with the
misplaced subtropical jet stream in this region (Fig. 4.3.2). But also over eastern North
America and East Asia the northward fluxes are underestimated. Over the eastern Pa-
cific and North America we find stronger northward transport of westerly momentum
by the high-frequency disturbances (Fig. 4.4.42), in particular in winter. The charac-
teristic dipole structure over the central Pacific is suppressed in the simulations as the
northward fluxes south of the storm track are markedly reduced (15 vs. 25 mzs‘z). In
the Atlantic region the orientation of the dipole is different to the observed structure.
The counterpart of the strong southward fluxes south of Iceland are strong northward
fluxes over central Europe and not over western Europe as indicated in the analyses
(Fig. 4.4.38). This suggests that ECHAM3 does not simulate the storm tracks over
northwestern Europe properly. The different characteristics of the meridional transport
by the low-frequency transient fluctuations in the simulations (Fig. 4.4.42) cause the
underestimation of the northward fluxes over northern Africa. Over North America,
on the other hand, the transports are reasonably well reproduced. Also the southward
fluxes of momentum in the central regions of the oceans are captured by the model,
though the distribution in the Pacific region is closer to the observed structure.

The distributions obtained from the simulations With fixed SST (Fig. 4.4.43) are sim—
ilar to those obtained from the simulations with varying SST. For the momentum fluxes
due to low—frequency transients (Fig. 4.4.45) we find only regional differences that vary
from season to season. For the momentum fluxes caused by the high—frequency transient
fluctuations (Fig. 4.4.44), however, we find some typical dissimilarities between the two
sets of simulations. In the simulations with fixed SST the northward fluxes of west—
erly momentum are generally stronger over most of the hemisphere, in particular in the
storm track regions over the Pacific and Atlantic Ocean. South of the storm track region
we find enhanced northward and on the northern side enhanced southward transports
of westerly momentum caused by the high-frequency transient fluctuations.

In the Southern Hemisphere the analyses (Fig. 4.4.46) show poleward transport of
westerly momentum nearly everywhere north of 50°S and equatorward fluxes south of
this latitude. Maxima occur to the west of the continents, and strongest convergence
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is found in the main storm track region over the southern Indian Ocean. The overall
structure undergoes no characteristic seasonal variations, but the fluxes are generally
strongest in winter. Mainly the high—frequency disturbances (Fig. 4.4.47) accomplish
the poleward momentum fluxes over the southern Indian Ocean and the strong conver—
gence of the fluxes at about 55° southern latitude. They contribute also to the enhanced
poleward fluxes southwest of Africa. The strong poleward fluxes in the regions upstream
of the continents are primarily caused by the transient fluctuations on long time scales
(Fig. 4.4.48). The fluxes undergo seasonal changes with respect to their magnitude. In
winter, e.g., they are twice as strong as in summer. Our results are in good agreement
with those by Trenberth (1982) except for the particular pattern, he noticed, with north-
ward momentum fluxes between Australia and New Zealand. The ECMWF analyses
reveal only reduced southward fluxes in this area.

Figure 4.4.50 shows the meridional transport of westerly momentum caused by the
band-pass filtered transient fluctuations estimated from the simulations with varying
SST. Compared to the analyses and consistent with the weaker storm tracks and their
poleward displacement, the simulations reveal weaker poleward momentum fluxes north
of the axis of the storm track, but stronger ones further south. This model deficiency is
not only typical for the storm track region, but rather for the entire zone between 30° and
60° southern latitude. It is most severe in summer and autumn. The meridional fluxes
of westerly momentum caused by low—frequency transient fluctuations (Fig. 4.4.51) show
some dissimilarities with the analyses. Generally the analyses reveal stronger poleward
momentum fluxes in the midlatitudes and stronger equatorward fluxes at higher lat-
itudes. The enhanced poleward fluxes over the southern coast of Australia and New
Zealand are not captured by the model at all. ECHAM3 also fails to reproduce the rel—
atively strong poleward momentum fluxes in the South Pacific between 120° and 150°
western longitude that appear in the analyses in all seasons (Fig. 4.4.48). The simula-
tions with fixed SST (Figs. 4.4.52—54) show the same characteristics which we found for
the simulations with varying SST.

4.4.4 Meridional Transport of Sensible Heat

Figure 4.4.56 shows the meridional transport of sensible heat by the high-frequency
transient disturbances derived from the ECMWF analyses. We find strongest northward
fluxes in the main storm track regions over the Pacific and Atlantic Ocean. But the
maxima are extending over East Asia and eastern North America reaching over north-
western Canada. Very weak heat fluxes occur over western North America and central
Asia. The overall structure shows hardly any seasonal variations with respect to the
location of the maxima, but the fluxes are stronger in winter than in spring and autumn,
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in particular with regard to the Atlantic storm track. In summer, however, the poleward
heat fluxes are markedly reduced, in the Pacific region the maximum is shifted south-
ward of the Aleutian Islands. The transient fluctuations on long time scales (Fig. 4.4.57)
cause strong poleward fluxes of sensible heat over the Bering Sea and the Norwegian Sea.
Enhanced fluxes occur also over the Canadian Archipelago and central North America.
The poleward heat fluxes over the Bering Sea and the Norwegian Sea are strongest in
Winter, in spring and autumn they are reduced to half the magnitude in winter. Over
central North America and the Canadian Archipelago, on the other hand, the poleward
heat fluxes are about equal in all seasons but summer. Equatorward heat fluxes arise
on the western coast of North America. They are strongest in summer, when the equa-
torward fluxes in this region are of the same magnitude as the poleward fluxes elsewhere.

Figure 4.4.58 shows the total, that means estimated from the unfiltered transient
fluctuations, meridional transport of sensible heat derived from the simulations with
varying SST. The distribution is in good agreement with the analyses. The heat fluxes
caused by the high-frequency fluctuations (Fig. 4.4.59) are slightly underestimated over
most of the hemisphere by the model, but the general structure and also the seasonal
variations are successfully reproduced. The distribution of the meridional heat flux
caused by the low-frequency fluctuations (Fig. 4.4.60) reveal also a similar structure as
in the analyses. The maximum over the Bering Sea, however, is markedly overestimated
throughout the year.

Concerning the meridional transport of sensible heat in the lower troposphere the
distributions obtained from the simulations with fixed SST (Fig. 4.4.61) are generally
closer to those obtained from the simulations with varying SST than in the upper tro—
posphere, that means at the 500 and 300 hPa level. In the preceding sections we have
discussed the typical differences between the two sets of simulations. Here we find only
small differences. In the simulations with fixed SST the high—frequency fluctuations
(Fig. 4.4.62) lead to stronger poleward heat fluxes in the storm track regions over the
Pacific and Atlantic Ocean in winter and spring. The strong poleward heat fluxes caused
by low—frequency transient fluctuations over the Bering Sea are also stronger in this set
of simulations in winter.

In the Southern Hemisphere the poleward fluxes of sensible heat by high—frequency
transient disturbances (Fig. 4.4.65) are strongest over the southern Indian Ocean be-
tween 30° and 90° eastern longitude. The maxima are extending in the Atlantic and
Pacific sector as well. The enhanced poleward heat fluxes southeast of Australia and
New Zealand, however, are spinning poleward. This is accounted for by the tendency of
storms to turn towards Antarctica, when they pass this region southeast of Australia.
The distribution of the heat fluxes by low—frequency eddy activity (Fig. 4.4.66) shows a
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characteristic dipole structure near the Andes with equatorward fluxes west and strong
poleward fluxes east of the mountain range. The dipole structure appears suppressed
in summer. Very strong poleward heat fluxes occur on the coast of southwestern Aus—
tralia and also downstream of New Zealand. The maximum near the coast of Australia,
however, does not show up in winter.

In agreement with the analyses we find strong poleward heat fluxes caused by high—
frequency disturbances in the storm track region in the simulations performed with
ECHAM3 (Fig. 4.4.68). But another region with enhanced poleward heat fluxes occurs
in the South Pacific region between 120° and 180° western longitude. The relatively
strong poleward fluxes, which are indicated in the region southeast of Australia and
New Zealand in the analyses, however, do not appear in the simulations. As for the
analyses the maximum over the South Pacific is located closer to Antarctica than the
maximum in the Indian Ocean. Some of the characteristic features of the meridional
heat flux by low—frequency eddy activity are captured by the model (Fig. 4.4.69). The
dipole pattern near the Andes, however, appears clearly suppressed. We also find the
maximum on the southeast coast of Australia in the relevant seasons. But the model
fails to reproduce the enhanced poleward heat fluxes just downstream of New Zealand.
The distributions obtained from the two sets of simulations do not reveal any typical
differences.

5 Summary

In our study we have investigated the intra—seasonal variability in the extratropics
as simulated by an atmospheric General Circulation Model (ECHAM3) under differ-
ent aspects. First we have considered the GCM’s capability to reproduce the midlati-
tude variability on intra—seasonal time scales by a comparison with observational data
(ECMWF analyses). Secondly we have assessed the possible influence of Sea Surface
Temperatures on the intra—seasonal variability by comparing estimates obtained from
different simulations performed with ECHAM3 with varying and fixed SST as boundary
forcing.

As shown in the results of the space-time spectral analysis, ECHAM3 successfully
reproduces the general structure of the intra—seasonal variability in the Northern Hemi—
sphere midlatitudes. There are three prominent planetary wave regimes indicated in the
spectra. On time scales longer than 10 days, the low-frequency part of the spectrum,
the ultra—long planetary waves at zonal wavenumber 1, 2 and 3 give major contributions
to the intra—seasonal variability. On time scales shorter than 6 days, the high—frequency
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part of the spectrum, the variability is mainly caused by the short baroclinic waves
at wavenumber 6, 7 and higher. A third regime on intermediate time scales between
6 and 10 days, which is caused by the long planetary waves at wavenumber 4 and 5,
however, does not appear as pronounced in the simulations as in the analyses. Also the
seasonal variation of the intra—seasonal variability is captured by ECHAM3. Its mag-
nitude is strongest in winter and considerably reduced in the other seasons. Also the
intra-seasonal variability is caused by transient fluctuations with shorter wavelength on
shorter time scales.

In the simulations, however, the low—frequency variability caused by the ultra—long
planetary waves is severely underestimated. This deficiency is mainly due to the con-
siderable underestimation of the variance induced by the ultra-long propagating waves
on these time scales. The variance caused by the stationary waves, on the other hand,
is underestimated by ECHAM3 on all time scales, but not as severe as for the propa-
gating waves. In the high—frequency part of the spectrum the estimates of the variance
obtained from the simulations are close to those obtained from the analyses.

There are characteristic differences between the spectra obtained from the two sets of
simulations performed with ECHAM3 with varying and fixed SST as boundary forcing.
On time scales shorter than 6 days the variance obtained from the simulations with fixed
SST exceeds the variance derived from the simulations with varying SST. This effect is
caused by the enhanced activity of the propagating waves in the case of fixed SST, in
particular at wavenumber 6 and higher. In the low-frequency part, on the other hand,
the spectra do not reveal any systematic difference between the two sets of simulations.
In spring and autumn, e.g., the low—frequency variability is stronger for the simulations
with fixed SST, in summer, however, for the simulations with varying SST.

The spectra obtained for the Southern Hemisphere midlatitudes reveal a quite dif—
ferent structure than for the Northern Hemisphere. There are only two prominent wave
regimes indicated rather than three in the Northern Hemisphere. On time scales shorter
than 6 days the variability is mainly caused by the planetary waves at wavenumber 5,
6 and higher. On time scales between 6 and 16 days, on the other hand, the long waves
at wavenumber 3 and 4 give major contributions to the intra-seasonal variability. The
contributions of the ultra—long waves 1 and 2 to the intra-seasonal variability are not
as strong as in the Northern Hemisphere. These contrasts are mainly accounted for by
the different characteristics of the propagating disturbances in both hemispheres. The
intra—seasonal variability undergoes some seasonal variation. It is strongest in winter
and considerably reduced in the other seasons. Also the prominent wave regime on time
scales between 6 and 16 days is shifted to shorter wavelength and shorter time scales.
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Although the general structure of the intra—seasonal variability in the Southern Hemi-
sphere midlatitudes, that means the separation of the two prominent wave regimes on
intermediate and short time scales, is successfully reproduced by ECHAM3, the spec—
tra obtained from the simulations exhibit a striking difference to the ECMWF analyses.
The variance in both regimes is considerably overestimated in the simulations. On other
scales, in particular on time scales longer than 10 days for the long planetary waves at
wavenumber 4 and 5, the intra—seasonal variability is significantly underestimated by
the model. These discrepancies are mainly accounted for by the different characteristics
of the propagating waves on these scales. The variance induced by the stationary waves
is underestimated by ECHAM3 on all time scales, which is also characteristic for the
Northern Hemisphere. The seasonal variation of the intra-seasonal variability obtained
from the simulations, however, differs from the variation observed for the ECMWF anal-
yses. Transient fluctuations on the same spatial and temporal scale account for most of
the variance throughout the year. Only the magnitude undergoes a seasonal variation,
the variance is strongest in winter and considerably reduced in the other seasons. In the
Southern Hemisphere the spectra do not reveal any characteristic difference between the
two sets of simulations with varying and fixed SST.

Some of the typical features described in the preceding paragraphs can also be found
in maps of the contributions of the transient fluctuations to the intra—seasonal variabil—
ity. The estimates have been derived from unfiltered and filtered time series as well.
The time characteristics of the filters have been chosen on the basis of the results of the
wavenumber—frequency analysis. The band-pass filter retains the high—frequency fluctu—
ations on time scales between 2.5 and 6 days and the low-pass filter fluctuations on time
scales between 10 and 90 days for the Northern Hemisphere and between 6 and 90 days
for the Southern Hemisphere.

As shown in the maps of the RMS of the geopotential height field derived from the
unfiltered time series, the intra—seasonal variability as simulated by ECHAM3 is un-
derestimated over most of the Northern Hemisphere, in particular in the Pacific and
Atlantic region. Over Alaska and Kamchatka, on the other hand, the intra—seasonal
variability is enhanced in the simulations. This is mainly due to the contributions of
the low-frequency transient fluctuations. The contributions of the high-frequency or
band—pass filtered fluctuations, which indicate the storm tracks, are in better agreement
with the ECMWF analyses. In the Atlantic region, however, the strength of the storm
track is generally underestimated by the model. In the Pacific region, on the other
hand, the strength of the storm track is reduced on the southern side, but enhanced
on the northern side of the axis. Further, the cyclones as simulated by the model show
a tendency to retain their zonal movement, when they approach the continents, rather
than turning northeastward as indicated in observations.
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In the simulations with fixed SST the band—pass filtered EMS is stronger than in
the simulations with varying SST over most of the Northern Hemisphere. Further, the
Pacific storm track is shifted slightly poleward in this set of simulations. The contribu-
tions of the low-frequency transient fluctuations indicate significant differences between
the two sets of simulations mainly at higher latitudes. In spring and autumn the distri—
butions reveal enhanced variability on time scales longer than 10 days over most of the
Northern Hemisphere in the simulations with fixed SST, in summer and winter in the
case of varying SST. The largest difference appears in winter, when the intra—seasonal
variability is considerably enhanced over northwestern Canada in the simulations with
varying SST.

In the Southern Hemisphere the intra—seasonal variability as simulated by ECHAM3
is generally underestimated north of about 50° southern latitude, but overestimated at
higher latitudes. The main storm track over the southern Indian Ocean, e.g., is located
5° further south than indicated in the ECMWF analyses. Further, the distribution of
the band-pass filtered RMS reveals a strong tendency for zonal symmetry in the South-
ern Hemisphere midlatitudes. The contributions of the low-frequency fluctuations show
a different pattern than in the analyses in the Pacific region. In the simulations there is
no indication of a maximum of the low-pass filtered RMS south of New Zealand, which
has been observed in the analyses. The simulations, on the other hand, show enhanced
variability in the area southwest of South America. The distributions obtained from the
two sets of simulations with varying and fixed SST reveal only small regional differences
in the Southern Hemisphere midlatitudes.

A major part of the intra—seasonal variability on long time scales is induced by recur-
rent flow anomalies such as blocking anticyclones and cutoff lows that typically persist
between one and several weeks. In agreement with the ECMWF analyses the simu—
lations performed with ECHAM3 indicate three centers in the Northern Hemisphere,
Where persistent anomalies frequently occur. One is located over the eastern Pacific,
one over the eastern Atlantic and another one over northern Russia. Another center,
which the analyses do not reveal, is found over Baflin Bay. In the simulations, how-
ever, persistent anomalies occur more often at high latitudes, in particular over Alaska
and the Aleutian Islands. Over the Atlantic, on the other hand, long-lived anomalies
occur less frequently than observed and the maximum west of the British Isles, which
is indicated in the analyses, is not pronounced. Also the model does not reproduce the
frequent occurrence of cutoff lows in the Mediterranean. While the analyses show about
the same number of persistent anomalies in the Pacific and Atlantic region, the model
generates more long-lived anomalies in the Pacific than in the Atlantic region, if the
model was forced by varying SST. In the case of fixed SST the opposite is true. This
feature reflects the main difference between the two sets of simulations. In the Pacific
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region persistent anomalies occur more often in simulations with varying SST, whereas
in the Atlantic region the numbers of long—lived anomalies are comparable for the two
sets of simulations.

In the Southern Hemisphere the distributions obtained from the ECMWF analyses
indicate three regions, where persistent anomalies frequently occur. One is located in
the storm track region over the southern Indian Ocean, another over the South Pacific
centered southeast of New Zealand and extending further downstream over the Pacific
Ocean. The third region is found over the South Atlantic. The distributions obtained
from the simulations, however, show some different characteristics consistent with the
dissimilar patterns of the low-frequency variability in the Southern Hemisphere. The
model reproduces the center in the storm track region, but persistent anomalies occur
about one third less frequently than in the analyses in this region. There is no maximum
indicated southeast of New Zealand, but long-lived anomalies are found more frequently
in the region further downstream. Over the South Atlantic the simulations are in general
agreement with the analyses. The two sets of simulations reveal significant differences
in the Pacific region. Over the South Pacific between 120° western longitude and the
dateline and also in the region southeast of South America persistent anomalies occur
more often in the simulations with varying SST.

As an example for the time mean climate state of the atmosphere we have inves—
tigated the climatological mean of the zonal wind component. The maps show that
ECHAM3 reproduces the maxima of westerly winds over the eastern part of North
America and over Asia, which represent the core of the polar jet stream and the sub—
tropical jet stream, respectively. But the westerlies are extending further downstream
over the central parts of the oceans than observed in the analyses. Further, the jet core
as simulated by the model is stronger than in the analyses in the Atlantic region, but
slightly weaker in the Pacific sector. In both regions, however, the simulations reveal
stronger westerly winds in the areas poleward of the jet cores, but weaker ones further
south. Besides, the model fails to reproduce the subtropical jet stream over the Ara-
bian Peninsula sufliciently. Significant differences between the two sets of simulations
with varying and fixed SST with respect to the climatological mean of the zonal wind
component are mainly found in the Pacific region. The simulations with varying SST
reveal stronger westerly winds in the area south of the jet core, but weaker ones further
poleward.

ECHAM3 reproduces also the characteristic double jet structure south of New Zea-
land realistically. But the simulations reveal weaker westerly winds than the ECMWF
analyses in the zone between 30° and 50° southern latitude, but stronger ones further
poleward. The simulations with fixed SST show considerably stronger westerly winds at
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about 30°S over the eastern Pacific and the Atlantic than the simulations with varying
SST.

The maps of the meridional transport of westerly momentum caused by the transient
fluctuations reveal some differences between the simulations and the analyses, which to
some extent are due to the different characteristics of the jet streams as simulated by
ECHAM3 and given by the ECMWF analyses. The strong northward fluxes of westerly
momentum over northern Africa, e.g., cannot be found in the simulations. Further, the
characteristic dipole structure induced by the high—frequency fluctuations with poleward
fluxes south of the axes of the storm tracks and equatorward fluxes north of them is
suppressed over the central Pacific. This is mainly accounted for by the reduced north-
ward fluxes of momentum south of the Pacific storm track in the simulations. In the
Atlantic region the orientation of the dipole is different to the observed structure. The
counterpart of the strong southward fluxes south of Iceland are strong northward fluxes
over central Europe and not over western Europe as indicated in the analyses.

In the simulations with fixed SST the meridional fluxes of momentum caused by the
high-frequency simulations are generally stronger than in the simulations with varying
SST over most of the Northern Hemisphere. With respect to the transports caused
by the low-frequency fluctuations there are regional differences between the two sets of
simulations, which vary by season.

In the Southern Hemisphere the simulations reveal weaker poleward fluxes of west—
erly momentum caused by the high-frequency fluctuations north of the axis of the main
storm track over the southern Indian Ocean, but stronger ones further south. This is
consistent with the weaker storm track and its poleward displacement compared to the
ECMWF analyses. This deficiency of the model, however, is not only typical for the
storm track region, but rather for the entire Southern Hemisphere midlatitudes. The
momentum fluxes caused by the low-frequency fluctuations show also some dissimilari—
ties with the analyses. The analyses reveal stronger poleward fluxes in the midlatitudes
and stronger equatorward fluxes at higher latitudes. The enhanced poleward fluxes over
the southern coast of Australia and New Zealand, which are indicated in the analyses,
are not captured by the model. ECHAM3 also fails to reproduce the relatively strong
poleward momentum fluxes in the central part of the South Pacific.

With regard to the meridional transport of sensible heat in the lower troposphere the
simulations are in good agreement with the ECMWF analyses in the Northern Hemi-
sphere. The only marked difference is the overestimation of the strong poleward heat
fluxes over the Bering Sea by the model. In the simulations with fixed SST the heat
fluxes caused by the high—frequency fluctuations are generally stronger than in the sim—
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ulations with fixed SST in the storm track regions.

In the Southern Hemisphere, however, also the distribution of the meridional trans—
port of sensible heat as simulated by ECHAM3 shows some differences with the anal-
yses. The model fails to reproduce the enhanced poleward heat fluxes caused by the
low—frequency fluctuations just downstream of New Zealand. Further, the characteristic
dipole structure near the Andes with equatorward heat fluxes west and strong poleward
fluxes east of the mountain range appears suppressed in the simulations.

To summarize, the intra—seasonal variability as simulated by ECHAM3 is underes-
timated over most of the Northern Hemisphere. While the contributions of the high-
frequency transient fluctuations are reasonably well captured by the model, ECHAM3
fails to reproduce the observed level of low—frequency intra—seasonal variability. This is
mainly due to the underestimation of the variability caused by the ultra-long planetary
waves in the Northern Hemisphere midlatitudes by the model.

In the Southern Hemisphere midlatitudes, on the other hand, the intra—seasonal vari—
ability as simulated by ECHAM3 is generally underestimated in the area north of about
50° southern latitude, but overestimated at higher latitudes. This is the case for the
contributions of the high-frequency and the low—frequency transient fluctuations as well.
Further, the model indicates a strong tendency for zonal symmetry, in particular with
respect to the high—frequency transient fluctuations.

While the two sets of simulations with varying and fixed SST as boundary forcing
reveal only small regional differences in the Southern Hemisphere, there is a strong re-
sponse to be found in the Northern Hemisphere. The contributions of the high—frequency
transient fluctuations to the intra-seasonal variability are generally stronger in the sim-
ulations with fixed SST. Further, the Pacific storm track is shifted slightly poleward in
this set of simulations. For the low—frequency intra—seasonal variability the model gives
a strong, but regional response to the interannual variations of the SST.
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Fig. 4.1.18. As Fig. 4.1.17 but for the stationary variance spectrum.
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Fig. 4.1.20. As Fig. 4.1.14 but for local summer.
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Fig. 4.1.21. As Fig. 4.1.20 but for the stationary variance spectrum.
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Fig. 4.1.22. As Fig. 4.1.20 but for the propagating variance spectrum.
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Fig. 4.1.23. As Fig. 4.1.14 but for local autumn.
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Fig. 4.1.24. As Fig. 4.1.23 but for the stationary variance spectrum.
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Fig. 4.1.27. As Fig. 4.1.26 but for local spring.
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Fig. 4.1.28. As Fig. 4.1.26 but for local summer.
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Fig. 4.1.29. As Fig. 4.1.26 but for local autumn.
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Fig. 4.1.30. As Fig. 4.1.26 but for the spectrum obtained from the simulations performed with
ECHAM3 with varying Sea Surface Temperatures as boundary forcing.
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Fig. 4.1.31. As Fig. 4.1.30 but for local spring.
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Fig. 4.1.32. As Fig. 4.1.30 but for local summer.

77

m
m

-
u

m
m

o
I
l
|
l
|
l

J;-
an

w
w

uw
o

ECHAM SST
DJF

40°S-70°S

PROPAGATING VARIANCE

N
.. I I I I

32 24 16 1210 E 6 5 4 3

PERIOD (days)

EASTWARD PROPAGATI NG VARIANCE

r K | . r | I F —r
32 24 16 1210 8 6 5 4 3 N

PERIOD (days)



TOTAL VARIANCE
m

ECHAM SST
MAM

40°S-70°S

PERIOD (days)

STATIONARY VARIANCE ' PROPAGATING VARIANCE

U‘

II-
U

lm
x
lm

m
o

/2
00

IEDG

- 5W

3— 1000 3 . 24W nunI, 1 1.12/5
«in

l I
32 24 16 I210 B 6 5 4- 3(N N #

4
m

.! . . | I |

48 32 24 16 1210 B 6 5 4- N

PERIOD (days) PERIOD (days)

WESTWARD PROPAGATING VARIANCE EASTWARD PROPAGATING VARIANCE

D.

U
lm

u
m

m
a

1
.
.
.
.
1

m
a

x
-«

a
m

m
o

“
.
.
.
‚

“H.
2- 2.

2W l‚_ \ ‚ 1.

23|)

4a 32 24 16 1210 a s 5 4 3 2 4a 32 24 Is 1210 a e 5 4 5 2
PERIOD (days) PERIOD (days)

Fig. 4.1.33. As Fig. 4.1.30 but for local autumn.
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Fig. 4.1.34. As Fig. 4.1.26 but for the spectrum obtained from the simulations performed with
ECHAM3 with fixed Sea Surface Temperatures as boundary forcing.

79



TOTAL VARIANCE
h)

U
ll
m

m
O

J
x
r
.
.
.

PERIOD (days)

STATIONARY VARIANCE

U'

I 1 x - - I 1—

48 32 24 16 1210 B 6 5 4 5 2

PERIOD (days)

WESTWARD PROPAGATING VARIANCE

Q.

U
H

U
'I
‘M

J
II

IK
ID

I
J
I
'
J
I

a
on

1.1 | | I | I I I II . x
48 32 24 16 1210 8 6 5 4 3 2

PERIOD (days)

Fig. 4.1.35. As Fig. 4.1.34 but for local spring.
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Fig. 4.1.36. As Fig. 4.1.34 but for Iocal summer.

81

f
m

a
ls

x
lt
n

m
o

<
I
l
i
l

m
m

N
m

m
G

„
„
‚
.

ECHAM CLI
DJF

40°S-70°S

PROPAGATING VARIANCE

12105654332 24 16 M

PERIOD (days)

EASTWARD PROPAGATING VARIANCE

32 24 16 1210 8 6 5 4 3 2

PERIOD (days)



TOTAL VARIANCE
m

ECHAM CLI
MAM

40°S-70°S

48 32 24 16 12 10 8 6 5 4 3 2

PERIOD (days)

STATIONARY VARIANCE PROPAGATING VARIANCE

_mm

sou
3.

zoo
2-\

am: e
U oo

“V
"im

1'. . . I I I I I I I I I 1—. I I I = . I I I I I I

48 32 24 16 1210 8 6 5 4 3 2 48 32 24 16 1210 8 6 5 4 3 2

D
in

a
-
a

m
m

o
l
l
1

l
l
l

PERIOD (days) PERIOD (days)

WESTWARD PROPAGATING VARIANCE EASTWARD PROPAGATING VARIANCE

Q.

b-
U

lm
fl
m

m
o

200 um
. I | a . . . I . . . . . . . . . . . . . . .

48 32 24 16 1210 S 6 5 4 5 2 48 32 24 16 1210 8 6 5 4 5 2

PERIOD (days) PERIOD (days)
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Fig. 4.1.38. Total variance spectrum of the 500 hPa geopotential height for local winter in 40°S—70°S
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Fig. 4.1.39. As Fig. 4.1.38 but for the stationary variance spectrum.
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4.1.40. As Fig. 4.1.38 but for the propagating variance spectrum.
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Fig. 4.1.42. As Fig. 4.1.41 but for the stationary variance spectrum.
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Fig. 4.1.43. As Fig. 4.1.41 but for the propagating variance spectrum.
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Fig. 4.1.44. As Fig. 4.1.38 but for local summer.
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4.1.45. As Fig. 4.1.44 but for the stationary variance spectrum.
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Fig. 4.1.46. As Fig. 4.1.44 but for the propagating variance spectrum.
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Fig. 4.1.47. As Fig. 4.1.38 but for local autumn.
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Fig. 4.1.48. As Fig. 4.1.47 but for the stationary variance spectrum.
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Fig. 4.1.49. As Fig. 4.1.47 but for the propagating variance spectrum.

94

500

- 400

300

200

100

500

400

300

200

100

(10
m2

)
00

m9



a POSITIVE PERSISTENT ANOMALIES NEGATIVE PERSISTENT ANOMALIES b

ECMWF ANA
ENTIRE YEAR

Fig. 4.2.1. Relative occurrence of persistent anomalies in the 500 hPa geopotential height field ob-
tained from the ECMWF analyses for the positive (a), the negative (b) and the sum of postive
and negative (c) persistent anomalies. Units are %, the contour interval is 2% for the positive
and negative persistent anomalies, 4% for the sum of positive and negative persistent anomalies.
Values higher than 10% and higher than 20%, respectively, are indicated by stippling.
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a POSITIVE PERSISTENT ANOMALIES NEGATIVE PERSISTENT ANOMALIES b

ECHAM SST
ENTIRE YEAR

Fig. 4.2.2. As Fig. 4.2.1 but for the simulations performed with ECHAM3 with varying Sea Surface
Temperatures as boundary forcing.
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a POSITIVE PERSISTENT ANOMALIES NEGATIVE PERSISTENT ANOMALIES b

ECHAM CLI
ENTIRE YEAR

Fig. 4.2.3. As Fig. 4.2.1 but for the simulations performed with ECHAM3 with fixed Sea Surface
Temperatures as boundary forcing.
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PERSISTENT ANOMALIES PERSISTENT ANOMALIES

Fig. 4.2.4. Relative occurrence of persistent anomalies in the 500 hPa geopotential height field (sum of
positive and negative persistent anomalies) obtained from the individual simulations performed with
ECHAM3 with varying Sea Surface Temperatures (SST...) and fixed Sea Surface Temperatures
(CLI...) as boundary forcing. Units are %, the contour interval is 4%. Values higher than 20%
are indicated by stippling.
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Fig.

PERSlSTENT ANOMALlESPERSISTENT ANOMALIES

4.2.4. Relative occurrence of persistent anomalies in the 500 hPa geopotential height field (sum of
positive and negative persistent anomalies) obtained from the individual simulations performed with
ECHAM3 with varying Sea Surface Temperatures (SST...) and fixed Sea Surface Temperatures
(CLI...) as boundary forcing. Units are %, the contour interval is 4%. Values higher than 20%
are indicated by stippling.
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POSITIVE PERSISTENT ANOMALIES

Fig. 4.2.5. Relative occurrence of positive persistent anomalies in the 500 hPa geopotential height
field obtained from the simulations with varying Sea Surface Temperatures distinguishing between
seasons. Units are %, the contour interval is 2%. Values higher than 10% are indicated by
stippling.
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NEGATIVE PERSISTENT ANOMALIES

Fig. 4.2.6. As Fig. 4.2.5 but for the negative persistent anomalies.
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PERSISTENT ANOMALIES

Fig. 4.2.7. As Fig. 4.2.5 but for the sum of positive and negative persistent anomalies. The contour
interval is 4%, values higher than 20% are indicated by stippling.
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4.2.8. Relative occurrence of positive persistent anomalies in the 500 hPa geopotential height field
obtained from the the ECMWF analyses and the two sets of simulations performed with ECHAM3
as a function of longitude for different zones. The mean value obtained from the simulations with
varying Sea Surface Temperatures is given by the heavy solid line, the light solid lines represent this
mean value with the standard deviation of the five individual simulations added and subtracted,
respectively. The mean value obtained from the simulations with fixed Sea Surface Temperatures
is indicated by long dashes, that derived from the analyses by short dashes. Units are %.
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Fig. 4.2.9. As Fig. 4.2.8 for the zone beteeen 40° and 70°N distinguishing between seasons.
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Fig. 4.2.10. As Fig. 4.2.8 but for the negative persistent anomalies.
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Fig. 4.2.11. As Fig. 4.2.10 for the zone beteeen 40° and 70°N distinguishing between seasons.
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Fig. 4.2.13. Relative occurrence of anomalies in the 500 hPa geopotential height field obtained from
the the ECMWF analyses as a function of their lifetime for the Pacific region (see text for details)
distinguishing between seasons. The solid line represents the positive and the dashed line the
negative anomalies.
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Fig. 4.2.14. As Fig. 4.2.13 but for the Atlantic
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Fig. 4.2.15. As Fig. 4.2.13 but for northern Russia.
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Fig. 4.2.16. As Fig. 4.2.13 but for the simulations performed with ECHAM3 with varying Sea Surface
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Fig. 4.2.17. As Fig. 4.2.16 but for the Atlantic region.
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Fig. 4.2.19. As Fig. 4.2.13 but for the simulations performed with ECHAM3 with fixed Sea Surface
Temperatures as boundary forcing.
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Fig. 4.2.20. As Fig. 4.2.19 but for the Atlantic region.
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a POSITIVE PERSISTENT ANOMALIES NEGATIVE PERSISTENT ANOMALIES b

ECMWF ANA
ENTIRE YEAR

Fig. 4.2.22. Relative occurrence of persistent anomalies in the 500 hPa geopotential height field
obtained from the ECMWF analyses for the positive (a), the negative (b) and the sum of postive
and negative (c) persistent anomalies. Units are %, the contour interval is 2% for the positive
and negative persistent anomalies, 4% for the sum of positive and negative persistent anomalies.
Values higher than 10% and higher than 20%, respectively, are indicated by stippling.
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a POSITIVE PERSISTENT ANOMALIES NEGATIVE PERSISTENT ANOMALIES b

ECHAM SST
ENTIRE YEAR

Fig. 4.2.23. As Fig. 4.2.22 but for the simulations performed with ECHAM3 with varying Sea Surface
Temperatures as boundary forcing.
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a POSITIVE PERSISTENT ANOMALIES NEGATIVE PERSISTENT ANOMALIES b

ECHAM CLI
ENTIRE YEAR

Fig. 4.2.24. As Fig. 4.2.22 but for the simulations performed with ECHAM3 with fixed Sea Surface
Temperatures as boundary forcing.
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PERSlSTENT ANOMALIES PERSISTENT ANOMALIES

Fig. 4.2.25. Relative occurrence of persistent anomalies in the 500 hPa geopotential height field (sum
of positive and negative persistent anomalies) obtained from the individual simulations performed
with ECHAM3 with varying Sea Surface Temperatures (SST...) and fixed Sea Surface Tempera-
tures (CLI...) as boundary forcing. Units are %, the contour interval is 4%. Values higher than
20% are indicated by stippling.
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#"154—
SSTS // a =

“a-
M\ 1.5%

I 5

Fig. 4.2.25. Relative occurrence of persistent anomalies in the 500 hPa geopotential height field (sum
of positive and negative persistent anomalies) obtained from the individual simulations performed
with ECHAM3 with varying Sea Surface Temperatures (SST...) and fixed Sea Surface Tempera-
tures (CLI...) as boundary forcing. Units are %, the contour interval is 4%. Values higher than
20% are indicated by stippling.
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Fig.

POSITIVE PERSISTENT ANOMALIES

4.2.26. Relative occurrence of positive persistent anomalies in the 500 hPa geopotential height
field obtained from the simulations with varying Sea Surface Temperatures distinguishing between
seasons. Units are %, the contour interval is 2%. Values higher than 10% are indicated by
stippling.
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NEGATIVE PERSISTENT ANOMALIES

Fig. 4.2.27. As Fig. 4.2.26 but for the negative persistent anomalies.
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PERSISTENT ANOMALIES

Fig. 4.2.28. As Fig. 4.2.26 but for the sum of positive and negative persistent anomalies. The contour
interval is 4%, values higher than 20% are indicated by stippling.
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Fig. 4.2.29. Relative occurrence of positive persistent anomalies in the 500 hPa geopotential height
field obtained from the the ECMWF analyses and the two sets of simulations performed with
ECHAM3 as a function of longitude for different zones. The mean value obtained from the
simulations with varying Sea Surface Temperatures is given by the heavy solid line, the light solid
lines represent this mean value with the standard deviation of the five individual simulations added
and subtracted, respectively. The mean value obtained from the simulations with fixed Sea Surface
Temperatures is indicated by long dashes, that derived from the analyses by short dashes. Units
are %.
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Fig. 4.2.30. As Fig. 4.2.29 for the zone beteeen 40° and 70°S distinguishing between seasons.
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Fig. 4.2.31. As Fig. 4.2.29 but for the negative persistent anomalies.
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Fig. 4.2.32. As Fig. 4.2.31 for the zone beteeen 40° and 70°S distinguishing between seasons.
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Fig. 4.2.33. Relative occurrence of anomalies in the 500 hPa geopotential height field obtained from
the the ECMWF analyses as a function of their lifetime for the Indian Ocean (see text for details)
distinguishing between seasons. The solid line represents the positive and the dashed line the
negative anomalies.
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Fig. 4.2.34. As Fig. 4.2.33 but for the eastern Pacific Ocean.
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ECMWF ANA u (ms") in 300 hPa

Fig. 4.3.1. Climatological mean zonal wind component at 300 hPa obtained from the ECMWF analyses
distinguishing between seasons. Positive values (solid contour lines) indicate westerly, negative
ones (dashed contour lines) indicate easterly winds. Units are m/s, the contour interval is 5 m/s.
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ECHAM SST u (ms-‘) in 300 t

Fig. 4.3.2. As Fig. 4.3.1 but for the simulations performed with ECHAM3 with varying Sea Surface
Temperatures as boundary forcing.
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ECHAM CLI u (ms") in 300 hPa

Fig. 4.3.3. As Fig. 4.3.1 but for the simulations performed with ECHAM3 with fixed Sea Surface
Temperatures as boundary forcing.
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ECMWF ANA u (ms-U in 300 hPa

Fig. 4.3.4. Climatological mean zonal wind component at 300 hPa obtained from the ECMWF analyses
distinguishing between seasons. Positive values (solid contour lines) indicate westerly, negative
ones (dashed contour lines) indicate easterly winds. Units are m/s, the contour interval is 5 m/s.
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ECHAM SST u (ms-U in 300 hPcr

Fig. 4.3.5. As Fig. 4.3.4 but for the simulations performed with ECHAM3 with varying Sea Surface
Temperatures as boundary forcing.
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ECHAM CLI u (ms—1) in 300 hPa

Fig. 4.3.6. As Fig. 4.3.4 but for the simulations performed with ECHAM3 with fixed Sea Surface
Temperatures as boundary forcing.
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ECMWF ANA RMS(z) (m) in 500 hPa 0—90 days

Fig. 4.4.1. RMS of the 500 hPa geopotential height field due to unfiltered transient fluctuations
obtained from the ECMWF analyses distinguishing between seasons. Units are m, the contour
interval is 20 m.
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ECMWF ANA RMS(z) (m) in 500 hPa 2.5-6 days

Fig. 4.4.2. As Fig. 4.4.1 but for the band-pass filtered transient fluctuations. The contour interval is
10 m.
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ECMWF ANA RMS(z) (m) in 500 hPCI 10-90 days

As Fig. 4.4.1 but for the low-pass filtered transient fluctuations.4.3.Fig. 4.
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ECHAM SST RMS(z) (m) in 500 hPo 0—90 days

Fig. 4.4.4. As Fig. 4.4.1 but for the simulations performed with ECHAM3 with varying Sea Surface
Temperatures as boundary forcing.
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ECHAM SST RMS(z) (m) in 500 hPa 2.5—6 days

Fig. 4.4.5. As Fig. 4.4.4 but for the band—pass filtered transient fluctuations. The contour interval is
10 m.
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ECHAM SST RMS(z) (m) in 500 hPa 10-90 days

Fig. 4.4.6. As Fig. 4.4.4 but for the low-pass filtered transient fluctuations.
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ECHAM CLI RMS(z) (m) in 500 hPa 0—90 days

Fig. 4.4.7. As Fig. 4.4.1 but for the simulations performed with ECHAM3 with fixed Sea Surface
Temperatures as boundary forcing.
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ECHAM CLI RMS(z) (m) in 500 hPa 2.5—6 days

Fig. 4.4.8. As Fig. 4.4.7 but for the band-pass filtered transient fluctuations. The contour interva| is
10 m.
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ECHAM CLI RMS(z) (m) in 500 hPo 10—90 days

Fig. 4.4.9. As Fig. 4.4.7 but for the low-pass filtered transient fluctuations.
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ECMWF ANA RMS(z) (m) in 500 hPo 0—90 days

Fig. 4.4.10. RMS of the 500 hPa geopotential height field due to unfiltered transient fluctuations
obtained from the ECMWF analyses distinguishing between seasons. Units are m, the contour

interval is 20 m.
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ECMWF ANA RMS(z) (m) I'n 500 hPCI 2.5—6 days

Fig. 4.4.11. As Fig. 4.4.10 but for the band-pass filtered transient fluctuations. The contour interval
is 10 m.
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ECMWF ANA RMS(z) (m) In 500 hPa 6-90 days

Fig. 4.4.12. As Fig. 4.4.10 but for the low-pass filtered transient fluctuations.
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ECHAM SST RMS(Z) (m) in 500 hPa 0—90 days

Fig. 4.4.13. As Fig. 4.4.10 but for the simulations performed with ECHAM3 with varying Sea Surface
Temperatures as boundary forcing.
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ECHAM SST RMS(Z) (m) in 500 hPa 2.5-6 days

Fig. 4.4.14. As Fig. 4.4.13 but for the band—pass filtered transient fluctuations. The contour interval
is 10 m.

149



ECHAM SST RMS(2) (m) in 500 hPCI 6—90 days

Fig. 4.4.15. As Fig. 4.4.13 but for the low—pass filtered transient fluctuations.
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ECHAM CLI RMS(z) (m) in 500 hPa 0—90 days

Fig. 4.4.16. As Fig. 4.4.10 but for the simulations performed with ECHAM3 with fixed Sea Surface
Temperatures as boundary forcing.

151



ECHAM CLI RMS(z) (m) in 500 hPu 2.5—6 days

Fig. 4.4.17. As Fig. 4.4.16 but for the band-pass filtered transient fluctuations. The contour interval
is 10 m.
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ECHAM CLI RMS(z) (m) in 500 hPa 6—90 days

Fig. 4.4.18. As Fig. 4.4.16 but for the low-pass filtered transient fluctuations.
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ECMWF ANA (u’u'+v’v')/2 (mzs‘z) in 300 hPCI 0—90 days

_.- -' “Tag—Eh .

Fig. 4.4.19. Eddy kinetic energy at 300 hPa due to unfiltered transient fluctuations obtained from
the ECMWF analyses distinguishing between seasons. Units are mZ/sz, the contour interval is 40
mZ/SZ.
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ECMWF ANA (u'u'+v’v’)/2 (mZS—Z) in 300 hPa 2.5—6 days

Fig. 4.4.20. As Fig. 4.4.19 but for the band-pass filtered transient fluctuations. The contour interval
is 20 mZ/sz.
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ECMWF ANA (u'u'+v'v')/2 (s—Z) in 300 hPa 10-90 days

Fig. 4.4.21. As Fig. 4.4.19 but for the low-pass filtered transient fluctuations.
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ECHAM SST (u'u’+v’v’)/2 (mzs’z) in 300 hPa 0—90 days

Fig. 4.4.22. As Fig. 4.4.19 but for the simulations performed with ECHAM3 with varying Sea Surface
Temperatures as boundary forcing.
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ECHAM SST (u'u'+v'v’)/2 (mzs‘z) in 300 hPo 2.5—6 days

Fig. 4.4.23. As Fig. 4.4.22 but for the band-pass filtered transient fluctuations. The contour interval
is 20 m2/s2.
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ECHAM SST (u’u‘+v'v')/2 (mzs‘z) in 300 hPa 10—90 days

Fig. 4.4.24. As Fig. 4.4.22 but for the low-pass filtered transient fluctuations.
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ECHAM CLI (u'u’+v'v')/2 (mzs’z) in 300 hPa 0—90 days

Fig. 4.4.25. As Fig. 4.4.19 but for the simulations performed with ECHAM3 with fixed Sea Surface
Temperatures as boundary forcing.
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ECHAM CLI (u'u’+v'v’)/2 (mzs‘z) in 300 hPa 2.5-6 days

Fig. 4.4.26. As Fig. 4.4.25 but for the band-pass filtered transient fluctuations. The contour interval
is 20 m2/sz.
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ECHAM CLI (u'u'+v'v’)/2 (mzs‘z) in 300 hPo 10—90 days

Fig. 4.4.27. As Fig. 4.4.25 but for the low-pass filtered transient fluctuations.
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ECMWF ANA (u'u’+v'v’)/2 (s-Z) in 300 hPa 0-90 days

Fig. 4.4.28. Eddy kinetic energy at 300 hPa due to unfiltered transient fluctuations obtained from
the ECMWF analyses distinguishing between seasons. Units are mil/$2, the contour interval is 40
m2/s2.
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ECMWF ANA (u'u'+v’v')/2 (mzs‘z) in 300 hPa 2.5—6 days

Fig. 4.4.29. As Fig. 4.4.28 but for the band-pass filtered transient fluctuations. The contour interval
is 20 m2/s2.
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ECMWF ANA (u'u’+v’v')/2 (mzs'z) in 300 hPCI 6—90 days

Fig. 4.4.30. As Fig. 4.4.28 but for the low-pass filtered transient fluctuations. The contour interval
is 20 m2/52_
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ECHAM SST (u'u’+v'v')/2 (mzs_2) in 300 hPa 0-90 days

Fig. 4.4.31. As Fig. 4.4.28 but for the simulations performed with ECHAM3 with varying Sea Surface
Temperatures as boundary forcing.
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ECHAM SST (u’u'+v’v')/2 (m2s‘2) in 300 hPCI 2.5—6 days

Fig. 4.4.32. As Fig. 4.4.31 but for the band-pass filtered transient fluctuations. The contour interval
is 20 m2/sz.
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ECHAM SST (u'u’+v’v’)/2 (mzs‘z) in 300 hPa 6—90 days

Fig. 4.4.33. As Fig. 4.4.31 but for the low-pass filtered transient fluctuations. The contour interval
is 20 mZ/sz.
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ECHAM CLI (u'u'+v'v')/2 (mzs‘z) in 300 hPo 0—90 days

Fig. 4.4.34. As Fig. 4.4.28 but for the simulations performed with ECHAM3 with fixed Sea Surface
Temperatures as boundary forcing.
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ECHAM CLI (u'u’+v'v')/2 (mzs’z) in 300 hPo 2.5—6 days

Fig. 4.4.35. As Fig. 4.4.34 but for the band-pass filtered transient fluctuations. The contour interval
is 20 m2/52.
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ECHAM CLI (u’u'+v’v')/2 (mzs_2) in 300 hPa 6—90 days

__._____,—-- "im

Fig. 4.4.36. As Fig. 4.4.34 but for the low-pass filtered transient fluctuations. The contour interval
is 20 mZ/sz.

171



O —90 daysu’v' (mzs‘z) in 300 hPaECMWF ANA

Meridional transport of westerly momentum at 300 hPa due to unfiltered transient fluc—Fig. 4.4.37.
Positive values

) indicate poleward, negative ones (dashed contour lines) indicate equatorward
momentum fluxes. Units are m2/s2, the contour interval is 20 m2/52.
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tuations obtained from the ECMWF analyses distinguishing between seasons.
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ECMWF ANA u’v' (mzs’z) in 300 hPCI 2.5-6 days

natal/"“5392
\ ‘. Q,

Fig. 4.4.38. As Fig. 4.4.37 but for the band-pass filtered transient fluctuations. The contour interval
is 10 m2/s2.
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10- 90 daysu'v’ (mzs‘z) in 300 hPaECMWF ANA

As Fig. 4.4.37 but for the low-pass filtered transient fluctuations. The contour interval
/

Fig. 4.4.39
S .is 10 m2
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0-90 daysu'v' (mzs‘z) In 300 hPaECHAM SST

As Fig. 4.4.37 but for the simulations performed with ECHAM3 with varying Sea Surface
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Temperatures as boundary forcing.
.4.40.Fig. 4
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4.41. As Fig. 4.4.40 but for the band-pass filtered transient fluctuations. The contour interval
is 10 m2/s2.

Fig. 4.
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WV'(nFs‘Ö m 300 hPa 10—90 daysECHAM SST

.4.42. As Fig. 4.4.40 but for the low—pass filtered transient fluctuations. The contour interval
is 10 mZ/sz.

Fig. 4
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0—90 daysu'v' (mzs'z) in 300 hPaECHAM CLI

As Fig. 4.4.37 but for the simulations performed with ECHAM3 with fixed Sea Surface
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Temperatures as boundary forcing.
Fig. 4.4.43.



WV'(nFs‘2)in 300 hPa 2.5—6 daysECHAM CLI

44. As Fig. 4.4.43 but for the band-pass filtered transient fluctuations. The contour interval
2/52.is 10m

Fig. 4.4
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10—90 daysu'v’ (mzs‘z) in 300 hPaECHAM CLI
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Fig. 4.4.45. As Fig. 4.4.43 but for the low-pass filtered transient fluctuations. The contour interval
is 10 mZ/sz.
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0-90 doysu'v' (mzs‘z) in 300 hPaECMWF ANA
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Negative values
(dashed contour lines) indicate poleward, positive ones (solid contour lines) indicate equatorward
momentum fluxes. Units are mz/s2, the contour interval is 20 mZ/s2.

Fig. 4.4.46. Meridional transport of westerly momentum at 300 hPa due to unfiltered transient fluc-
tuations obtained from the ECMWF analyses distinguishing between seasons.
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u'v’ (mzs—z) in 300 hPa 2.5—6 daysECMWF ANA
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4.47. As Fig. 4.4.46 but for the band-pass filtered transient fluctuations. The contour interval

s .is 10 m2/
Fig. 4
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6—90 daysu'v' (mzs‘z) I'n 300 hPaECMWF ANA

h..
?'‚v—jzou-zo

-pass filtered transient fluctuations. The contour interval46 but for the low4.4
52.

. As Fig.
/

4.48
is 10 m2

Fig. 4
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0—90 daysu'v’ (mzs‘z) in 300 hPCIECHAM SST

.\__T“2.„-20

'--i'-“°-‘=-~i. “

As Fig. 4.4.46 but for the simulations performed with ECHAM3 with varying Sea Surface
Temperatures as boundary forcing.

Fig. 4.4.49.
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u’v’ (mzs’z) in 300 hPu 2.5—6 daysECHAM SST

As Fig. 4.4.49 but for the band-pass filtered transient fluctuations. The contour interval
/

4.50.Fig. 4.
S .i510 m2
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6- 90 daysu’v’ (mzs‘z) in 500 hPaECHAM SST

$2.
4.51. As Fig. 4.4.49 but for the low-pass filtered transient fluctuations. The contour interval

/is 10 m2
Fig. 4
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0—90 daysu'v‘ (mzs'z) in 300 hPc:ECHAM CLI

4.52. As Fig. 4.4.46 but for the simulations performed with ECHAM3 with fixed Sea Surface
Temperatures as boundary forcing.

Fig. 4
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u’v’ (mzs‘z) I'n 300 hPCI 2.5—6 daysECHAM CLI

2
As Fig. 4.4.52 but for the band-pass filtered transient fluctuations. The contour interval
5 .is 10 m2/

Fig. 4.4.53.
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6 —90 daysu'v’ (mzs'z) in 300 hPaEC HAM CLI

—pass filtered transient fluctuations. The contour interval
2

4.54. As Fig. 4.4.52 but for the Iow
s .is 10 m2/

Fig. 4.
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ECMWF ANA v'T' (Kms") in 850 hPa 0-90 doys

Fig. 4.4.55. Meridional transport of sensible heat at 850 hPa due to unfiltered transient fluctuations
obtained from the ECMWF analyses distinguishing between seasons. Positive values (solid contour
lines) indicate poleward, negative ones (dashed contour lines) indicate equatorward momentum
fluxes. Units are Km/s, the contour interval is 4 Km/s.
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v'T’ (Kms—') 'In 850 hPa 2.5—6 daysECMWF ANA
..

„w._

...
.„..‚

T

. As Fig. 4.4.55 but for the band-pass filtered transient fluctuations. The contour interval.56
is 2 Km/s.

.4Fig. 4
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v'T' (Kms—') in 850 hPCI 10-90 daysECMWF ANA

Fig. 4.4.57. As Fig. 4.4.55 but for the low—pass filtered transient fluctuations. The contour interval
is 2 Km/s.
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O- 90 daysv'T' (Kms") in 850 hPaECHAM SST

. As Fig. 4.4.55 but for the simulations performed with ECHAM3 with varying Sea Surface

193

Temperatures as boundary forcing.
58Fig. 4.4



v'T’ (Kms_') in 850 t 2.5—6 daysECHAM SST

As Fig. 4.4.58 but for the band—pass filtered transient fluctuations. The contour interval
is 2 Km/s.

.59.4.4Fig.
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ECHAM SST v'T' (Kms'l) in 850 hPo 10—90 days

Fig. 4.4.60. As Fig. 4.4.58 but for the low-pass filtered transient fluctuations. The contour interval
is 2 Km/s.
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ECHAM CLI v'T' (Kms‘1) in 850 hPo 0—90 days

Fig. 4.4.61. As Fig. 4.4.55 but for the simulations performed with ECHAM3 with fixed Sea Surface
Temperatures as boundary forcing.
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ECHAM CLI v'T‘ (Kms‘1) in 850 hPa 2.5—6 days

: h y”

WSNET-fls“" r42 «m

Fig. 4.4.62. As Fig. 4.4.61 but for the band-pass filtered transient fluctuations. The contour interval
is 2 Km/s.
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WT'(a‘U m 850 hPa 10—90 daysECHAM CLI

Fig. 4.4.63. As Fig. 4.4.61 but for the low-pass filtered transient fluctuations. The contour interval
is 2 Km/s.
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ECMWF ANA v'T' (Kms") in 850 hPa 0—90 days
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Fig. 4.4.64. Meridional transport of sensible heat at 850 hPa due to unfiltered transient fluctuations
obtained from the ECMWF analyses distinguishing between seasons. Negative values (dashed con-
tour lines) indicate poleward, positive ones (solid contour lines) indicate equatorward momentum
fluxes. Units are Km/s, the contour interval is 4 Km/s.
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v'T’ (Kms") in 850 hPa 2.5—6 daysECMWF ANA

As Fig. 4.4.64 but for the band-pass filtered transient fluctuations. The contour interval4.65.
is 2 Km/s.

Fig. 4
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6— 90 daysv'T' (Kms_') in 850 hPaECMWF ANA
s

f-...u
.|..r..

_—I?

-pass filtered transient fluctuations. The contour interval4.66. As Fig. 4.4.64 but for the low
is 2 Km/s.

Fig. 4
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O- 90 daysv'T' (Kms'l) in 850 hPCIECHAM SST

Sea SurfacemgAs Fig. 4.4.64 but for the simulations performed with ECHAM3 with vary
Temperatures as boundary forcing.
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4.4.67.Fig.



v'T' (Kms") in 850 hPo 2.5—6 daysECHAM SST

Fig. 4.4.68. As Fig. 4.4.67 but for the band-pass filtered transient fluctuations. The contour interval
is 2 Km/s.
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WT'(a‘Üin 850 hPa 6-90 daysECHAM SST

pass filtered transient fluctuations. The contour intervalAs Fig. 4.4.67 but for the low-
is 2 Km/s.

4.69Fig. 4
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WT (Kms‘U'm 850 hPa 0—90 daysECHAM CLI

4.70. As Fig. 4.4.64 but for the simulations performed with ECHAM3 with fixed Sea Surface
Tern peratures as boundary forcing.

Fig. 4
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WT'(a‘Üin 850 hPo 25-6 daysECHAM CLI

-pass filtered transient fluctuations. The contour intervalAs Fig. 4.4.70 but for the band
is 2 Km/s.

Fig. 4.4.71.
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6— 90 daysv'T' (Kms") in 850 hPCIECHAM CLI

As Fig. 4.4.70 but for the low-pass filtered transient fluctuations. The contour interval
is 2 Km/s.

o4.72Fig. 4.
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