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A reliable description of surfaces structures in a reactive environment is crucial to understand materials’
functions. We present a first-principles theory of replica-exchange grand-canonical-ensemble molecular
dynamics and apply it to evaluate phase equilibria of surfaces in a reactive gas-phase environment. We
identify the different surface phases and locate phase boundaries including triple and critical points. The
approach is demonstrated by addressing open questions for the Si(100) surface in contact with a hydrogen
atmosphere. In the range from 300 to 1000 K, we find 25 distinct thermodynamically stable surface phases,
for which we also provide microscopic descriptions. Most of the identified phases, including few order-
disorder phase transitions, have not yet been observed experimentally. Furthermore, we show that the
dynamic Si-Si bonds forming and breaking is the driving force behind the phase transition between 3 × 1

and 2 × 1 adsorption patterns.
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Knowledge of the morphology and structural evolution
of material surfaces in a given reactive atmosphere is a
prerequisite for understanding the mechanism of, e.g.,
heterogeneous-catalysis reactions and electrocatalysis due
to the structure-property-performance relationship [1,2]. In
general, reliable tracking of phase equilibria is of techno-
logical importance for the rational design of surface
properties [3].
Studying phase equilibria with first-principles theory is a

formidable challenge, especially for highly anharmonic
systems, including therein systems with multiple minima
separated by shallow barriers. Pioneering efforts have been
performed to estimate the ab initio melting line of bulk
systems, by direct-coexistence [4] as well as thermo-
dynamic-integration techniques [5,6]. Similar to ab initio
atomistic thermodynamics (aiAT) [7–10], the state-of-the-
art approach has been successful in studying the thermo-
dynamic of surfaces and clusters in reactive environments.
Crucially, these techniques require the prior knowledge of
the set of relevant phases populating the phase diagram and
typically do not yield to the discovery of yet unexpected
phases and phase transitions. Furthermore, only differences
in free energies among the considered phases are used to
assess the stability regions of the phases in the phase

diagram and do not model singularities of a response
function (e.g., heat capacity) to locate phase boundaries and
distinguish phase transitions from smooth transitions.
Recently, we have introduced a replica-exchange (RE)

grand-canonical (GC) algorithm [11] to determine the
thermodynamic stability of surfaces in reactive atmos-
pheres, including all anharmonic contributions with-
out approximations. The REGC approach performs an
unbiased sampling of the configurational and composi-
tional grand-canonical ensemble and takes as input only the
potential-energy function together with the desired chemi-
cal-potential (μ) and T ranges. No prior knowledge about
the phase diagram of interest is needed.
In this Letter, we introduce a fully ab initio approach to

determine temperature-pressure (T, p) phase diagrams of
surfaces in reactive atmospheres, with the accurate location
of phase boundaries, as well as triple and critical points. For
this purpose, our REGC method is extended by including
the evaluation of the constant-volume heat capacity as a
function of T and p. Furthermore, we show how the crucial
limitation of the GC approach, formally defined only for a
constant-volume ensemble, is circumvented by sampling
different (here, two) simulations cells, each in a (constant-
volume) REGC ensemble, and then connecting all the
phases in both cells via a common reference phase, which
belongs to both cells.
In order to explain the insight that can be revealed by our

approach, we studied the silicon (100) surface in a hydro-
gen atmosphere. The chemistry of hydrogen on silicon
surfaces has important applications, such as the passivation
of surfaces, etching, and CVD growth. Furthermore, the
dissociative adsorption of molecular hydrogen on the
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Si(100) surface has become a paradigm in the study of
adsorption systems [12–14]. Three distinct phases have
been experimentally observed [15]: (i) a 2 × 1 mono-
hydride phase at 600 K (at coverage θ ¼ 1, see, e.g.,
structure at the top left of Fig. 1), where the dimers of the
reconstructed pristine Si(100) surface are preserved, (ii) a
1 × 1 dihydride phase below 300 K where the dimer bonds
are broken [16], and (iii) at around 400 K, a 3 × 1 phase
[17], interpreted as alternating rows on monohydrides and
dihydrides (θ ¼ 4=3, see structure left center in Fig. 1).
Despite the extensive observations under ultrahigh vacuum,
there is still a lack of systematic measurements to address
directly the thermodynamically stable hydrogen-terminated
Si(100) structures, when the surface is in equilibrium with
an atmosphere of molecular hydrogen at a given tempera-
ture and pressure of the reacting atmosphere.
Our approach entails two steps: data acquisition and data

(post) processing. The acquisition of the data is performed
by running the REGC [11] simulation, here coupled with
first-principles Born-Oppenheimer molecular dynamics
(MD). Data processing is performed via the multistate
Bennet acceptance ratio (MBAR) approach [18], which is a
low-variance estimator of ensemble-averaged thermo-
dynamic observables. The technique is based on the
Boltzmann reweighting and exploits the fact that the
configurational density of states is temperature indepen-
dent, while the probability to observe a given configura-
tion depends on temperature via the Boltzmann factor,

expð−βUÞ, where β ¼ 1=kBT is the inverse temperature
and U is the GC potential function of the system, i.e.,
U ¼ E −

P
i μiNi. E is the potential energy of a given

configuration, μi the chemical potential of each species
exchanged with the reservoir, and Ni the number of
particles of that species. Importantly, all the observables
that are processed via MBAR can be identified a posteriori,
i.e., after the data acquisition is completed. MBAR post-
processes the data sampled at all temperatures and chemical
potential from the REGCMD run and estimates ensemble
values of the desired observables at any given T and μ, not
necessarily among the sampled ones.
The evaluation of the heat capacity as a function of

temperature and pressure of the reacting gas enables us to
identify phase-transition lines [narrow stripes in the ðT; pÞ
space where the function CVðT; pÞ shows ridges] as well as
triple and critical points. This concept represents an
important advancement compared with aiAT, which con-
siders only the differences in free energy between the
different phases and locates boundaries where such differ-
ence is zero. As we will show below, there are cases where
the surface restructures (e.g., changes its coverage) as a
function of ðT; pÞ, but there is no associated peak in CV ,
and the transition is therefore smooth. CV is calculated via
its statistical-mechanics definition:

CV;ðT;pÞ ¼
hE2iðT;pÞ − hEi2ðT;pÞ

kBT2
; ð1Þ

FIG. 1. Phase diagram of the Si(100) surface in a D2 gas phase. Each color represents a thermodynamic phase with a certain deuterium
coverage. The white area is the stability region of the pristine surface. The dark blue area surrounded by the orange frame is the stability
region of the phase with maximum coverage of 4=3, sampled in the 3 × 3, and its the neighbor phases are sampled in the 4 × 4 supercell.
The white lines indicate the phase boundaries, identified by the analysis of the heat capacity. The critical points are marked as blue dots
while the triple points are marked as black dots. The atomic-structure images show the top view of eight representative phases with
diverse deuterium coverage θ. The golden spheres are the top silicon atom, the green spheres are deuterium atoms, and the dark spheres
are Si atoms in deeper layers. The five cyan dashed lines mark the boundaries of order-disorder phase transitions. The red dashed line
indicates μD ¼ −0.1 eV, which marks the (T; pD2

) path analyzed in Fig. 2. The grey area at high pressures corresponds to the region at
larger chemical potentials than those sampled in this Letter.
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where E is the DFT total energy (i.e., all potential-energy
contributions and kinetic energy) of the system. The
ensemble averages of E and E2 are evaluated at each
thermodynamical state point (T, p) of interest, where p is
the pressure of the gas in the grand-canonical reservoir,
compatible with the sampled T and μ (see below for more
details). This definition is equivalent to the thermodynamic
definition CV ¼ ð∂E=∂TÞV , as E is −∂ lnZ=∂β, with Z the
configurational partition function.
In MBAR, the ensemble average of any observable A

that is a function of the configuration Rn of the system at a
given state point (μ, β) is statistically evaluated as

hAiμ;β ¼
XΩ

n¼1

AðRnÞc−1μ;βqðRn; μ; βÞP
l;mΩl;mc−1μm;βlqðRl;m; μm; βlÞ

ð2Þ

where Ω is the total number of samples in all replicas and
Ωl;m is the number of samples in each sampled state point
ðm; lÞ, where m and l are the index number of the selected
chemical potentials and temperatures, respectively.
qðRn; μ; βÞ ¼ exp ½−UðRn; μ; βÞ� is the grand-canonical
density function, and cðμ; βÞ is the partition function
estimated by MBAR [11,19]. The expectation values of
hEiμ;β and hE2iμ;β are evaluated via Eq. (2) where AðRnÞ is
EðRnÞ and E2ðRnÞ, respectively.
The first step for the creation of the phase diagram is to

evaluate via MBAR the relative free energy as a function of
T and μ of all phases, identified within the REGCMD
sampling, as detailed in the Supplemental Material [20] and
Ref. [11]. Here, we limit ourselves to the case of only one
reactive species exchanged with the reservoir. The different
phases are identified by means of structural parameters,
e.g., the coverage and the reconstruction or adsorption
patterns. The ðT; μÞ states are mapped into the more
intuitive ðT; pÞ states by choosing the reactive species to
be an ideal gas in the reservoir, i.e., βμ ¼ lnΛ3 þ lnðβpÞ,
where Λ is the thermal wavelength of the species with mass
m: Λ ¼ h=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2πmkT

p
.

Phase boundaries (white lines in Fig. 1) are estimated by
connecting the ðT; pÞ state points where the curve CVðpÞ at
constant T, or, symmetrically, CVðTÞ at constant p, shows a
peak [25]. A critical point is a thermodynamic condition
where the free-energy barrier between phases is zero. Here,
it is indicated by the CV peak becoming shallower with
increasing T and p then disappearing at (Tc; pc) (critical
temperature and pressure). The triple points are the inter-
sections of three phase boundaries. Practical details on how
CV peaks, triple, and critical points are given in the
Supplemental Material [20].
In our Letter, the calculated heat capacity maintains a

finite value because (i) the simulated system has a finite size
and (ii) the CV is calculated by integrating over a (small)
δp · δT area where singular point divergences are smeared.
In all our simulations, we use deuterium instead of

hydrogen. This is a common approach to lower the

vibrational frequencies and thus allow for a longer time
step in the MD runs. For classical particles, this does not
change the phase diagram as the configurational partition
function depends only on the shape of the potential energy.
Furthermore, we note that similar results are observed in
experiments after exposure of silicon surfaces [including
the (100) surface] to both H and D [17,26]. This also
suggests that the difference in quantum-nuclear effects
given by the different isotopes’ masses is negligible in the
range of temperatures considered in this Letter. We define
surface region as the region of thickness 3.0 Å along the
surface normal, starting from the average z coordinate of
the topmost Si atoms of the surface. The simulation time
per replica was 60 ps (3 000 REGC steps) for Si(100)-
(4 × 4) resulting in a combined simulation time of around
6 ns. All Born-Oppenheimer ab initio molecular dynamics
(AIMD) trajectories are performed in a canonical (NVT)
ensemble running for 0.02 ps and using a 1-fs time step.
The stochastic velocity rescaling thermostat [27] was used
to sample the NVT ensemble with τ parameter of 20 fs.
All DFT calculations are performed with the all-electron,
full-potential electronic-structure package FHI-aims [28].
The Perdew-Burke-Ernzerhof (PBE) [29] exchange-
correlation functional is used with a tail correction for
van der Waals interactions (Tkatchenko-Scheffler scheme)
[30]. Benchmark studies of model systems and the numeri-
cal settings are given in the Supplemental Material [20].
For the evaluation of CV (Eq. (1), hEiT;μ and hE2iT;μ are

calculated at (T,μ) with T ranging from 300 K to 1 000 K
(with a spacing of 1 K) and μ ranging from −0.08 eV to
−0.06 eV (with a 0.01 eV spacing). The convergence of the
sampling was monitored by checking, in each simulated
(Ti, μj) state, the average of the distribution of the number
of deuterium atoms (hNDi) and its variance remained
constant along the last 80% of generated data along the
MD trajectories. All energies in both cells subtract the
energy of unreconstructed (1 × 1) pristine Si(100) for
jointly postprocessing (see the Supplemental Material
[20] for more details).
Figure 1 summarizes our main finding, i.e., the phase

diagram of Si(100) in the temperature range between 300
and 1 000 K and in D2 the pressure range between 10−20

and 105 atm. Eight selected phases are indicated in the
insets, but we identified 25 phases, differing in coverage
and/or bond connectivity. The phases are characterized by
three structural descriptors: the number of chemisorbed
deuterium atoms Nc

D, the coordination histogram Hcoord of
the top-layer Si atoms and the dimerization type. A
deuterium atom is regarded as chemisorbed onto the silicon
surface when the distance to the closest Si atom is smaller
than 2.0 Å. The value of the cutoff is determined as the first
minimum in the D-Si radial distribution function of surface
structures sampled by REGC (see the Supplemental
Material [20]). Hcoord is obtained by constructing a co-
ordination histogram (distribution of Si-atoms coordination
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number) for each surface configuration, i.e., the number of
Si atoms bonded to each Si atom and the number of
D atoms bonded to each Si atom. The dimerization type is
either order when all the Si-Si dimers are formed on the
same side (see, e.g., top left structure in Fig. 1), or disorder
(e.g., top right structure). At each (T, pD2

), the phases are
distinguished by the different values of any of the three
descriptors, and the phase at lowest free energy is reported
on the T − pD2

phase diagram.
An order-disorder transition is identified at constant

coverage for θ ¼ f0; 1=2; 13=16; 7=8; 1g. For these cover-
ages, the low-temperature, ordered phases consist of Si-Si
dimer bonds arranged in stripes, while in the disordered
phases, the dimer bonds break and form dynamically
between top-layer Si atoms. The total number of dimer
bonds remains on average the same across both transitions
but the topology is different. Also at other coverages a
order-disorder phase transition can exist, but the mentioned
five coverages have ðp; TÞ stability regions for such
transitions. As mentioned, in the disordered phases, the
dimer bonds are dynamic. For instance, the average lifetime
of the bonds at 800 K is 1.48� 0.05 ps and 1.63� 0.06 ps
for θ ¼ 0 and θ ¼ 1, respectively. The longer bond lifetime
for θ ¼ 1 tells us that adsorbed D stabilizes the dimer bond,
i.e., it makes the dynamics of dimer bonds slower (see the
Supplemental Material [20] for details on this statistical
analysis). As anticipated, another important feature of the
phase diagram is that not all changes in coverage are
accompanied by a phase boundary, i.e., some surface-
structure transformations are smooth, for instance, between
θ ¼ 7=8 and θ ¼ 15=16 above ∼650 K or between θ ¼
3=8 and θ ¼ 1=2 above the critical point at ∼500 K. In the
phase diagram, one can notice the change in color marking
the change in coverage, but without a phase boundary in
between. Also all the order-disorder phase transitions we
found are not accompanied by a CVðTÞ peak and are
therefore smooth transitions.
We note that, in the present approach, the heat capacity

cannot be evaluated between phases sampled in two
different simulations. Therefore we are unable to determine
whether there is a phase boundary between these phases. In
the studied system, this is the case of the θ ¼ 4=3 phase,
simulated in the 3 × 3 supercell, as compared with the
other phases, all simulated in the 4 × 4 supercell. For this
reason, we have marked the boundary with a distinctive
orange frame.
Finally, we address the relative stability of the different

surface reconstructions and coverages. We fix our attention
at a specific value of μD ¼ −0.1 eV (red dashed line in
Fig. 1), chosen to be inside the range of deuterium chemical
potentials where both θ ¼ 1 and θ ¼ 4=3 are stable across a
wide range of temperatures. As shown in Fig. 2, according
to the REGC results, the higher saturation coverage
θ ¼ 4=3 is thermodynamically more stable below 359 K
than that of θ ¼ 1, and the latter phase becomes

thermodynamically more stable when T > 359 K . The
predicted results of REGC are consistent with the exper-
imental observations that a 3 × 1 low-energy electron
diffraction pattern is produced at 380� 20 K, and a mild
annealing to 600 K yields a very sharp 2 × 1 pattern
[26,31,32].
As a comparison, we show the prediction via aiAT for the

same two phases, where the vibrational free energy is
modeled via the harmonic approximation. The aiAT results
show that two phases coexist in the temperature range from
300 K to 600 K, with only less than 10 meV=Å2 free
energy difference between two phases. The discrepancy
between the two methods is ascribed to the anharmonic
contributions. These manifest themselves in terms of a
complex dynamics of the Si dimers, both in the pristine
surface and in the high-coverage surfaces (see discussion of
the order parameter dimerization type). Such surface
restructuring is completely missed within the harmonic
approximation, resulting in aiAT not only failing
to account for the phase transition between θ ¼ 4=3 and
θ ¼ 1 phases, but also in erroneously predicting that both
coverages become more and more stable with respect to the
pristine surface at increasing temperature. In fact, for both
θ ¼ 4=3 and θ ¼ 1 phases, the slopes of MBAR@REGC
surface free energies as a function of T and relative to the
pristine surface are positive. The dynamical restructuring of
Si-Si dimers has more (configurational) freedom in the
4 × 4 supercell than that of the 3 × 3 supercell; thus the
θ ¼ 1 phase becomes more stable at high temperature. This
is also consistent with the shorter average Si-Si dimer bond

FIG. 2. Surface free energies of the Si(100) with different
D coverage θ ¼ 4=3 (red lines) and θ ¼ 1.0 (blue lines) as a
function of temperature at μD ¼ −0.1 eV. μD is chosen inside the
range where both coverages are stable across a range of relevant
T. This requirement is met with μD in the range between −0.1 eV
and −0.01 eV. The red or blue dashed lines are the surface free
energy calculated by the ab initio thermodynamic method at
harmonic approximation. The red or blue solid lines are the
surface free energy calculated by the REGC method. The
reference is the unreconstructed bare surface.
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lifetime in the pristine compared with the terminated
structures. No uniform 1 × 1 dihydride phase is found to
be stable at the studied conditions, which is consistent with
experimental observation [16,33].
In conclusion, we have presented a first-principles theory

of REGC molecular dynamics to evaluate and characterize
the atomistic structure, composition, and geometry of
surfaces in reactive environments, at technologically rel-
evant (T, p) conditions, including vibrational free energies
and all anharmonic effects. The capacity and strength of the
approach is demonstrated by studying the phase diagram of
the Si(100) surface in a deuterium atmosphere. The
established (2 × 1) and the controversial (3 × 1) adsorption
structures are found to be thermodynamically stable around
T ¼ 600 and 400 K, respectively. Furthermore, a new,
dynamic type of Si(100) surface reconstruction is identified
at higher temperature, where Si-Si dimer bonds are
dynamically restructuring. Specifically, three new adsorp-
tion patterns are found to be stable at higher temperature
and pressure; these are a (2 × 2) and two different (2 × 4)
monohydride structures. The approach not only rigorously
accounts for the anharmonic vibrational contributions to the
free energy but also quantitatively addresses phase boun-
daries including triple and critical points of a surface at
catalytic (T, p) conditions. Several of the identified phases
have not been found experimentally so far. Examples
include low coverage and disorder phases. A possible
reason for the lacking experimental results is that the
REGCmethod accesses stable and dynamic surface restruc-
turing in thermodynamic equilibrium with the given T and
pD2

while the experimental studies have been performed in
a UHV chamber. Furthermore, it may be experimentally
difficult to achieve full thermodynamic equilibrium within
the applied measuring times. Our computational REGC
approach provides an accurate and robust roadway for fully
first-principles predictions of thermodynamic properties
relevant for a plethora of important applications, such as
heterogeneous catalysis, dopant profiles, surface segrega-
tion, and crystal growth.

In compliance with the FAIR-data principles, all the
REGCMD trajectories are available in the NOMAD
Repository and Archive, at the Ref. [34].
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