
Increasing the Depth of a Land Surface Model. Part II: Temperature Sensitivity to

Improved Subsurface Thermodynamics and Associated Permafrost Response

N. J. STEINERT,a J. F. GONZÁLEZ-ROUCO,a P. DE VRESE,b E. GARCÍA-BUSTAMANTE,c S. HAGEMANN,d

C. MELO-AGUILAR,a J. H. JUNGCLAUS,b AND S. J. LORENZb

aDepartment of Earth Physics and Astrophysics, Geosciences Institute IGEO (UCM-CSIC), Complutense University of Madrid,
Madrid, Spain

bMax Planck Institute for Meteorology, Hamburg, Germany
cResearch Center for Energy, Environment and Technology (CIEMAT), Madrid, Spain

dHelmholtz-ZentrumHereon, Geesthacht, Germany

(Manuscript received 5 February 2021, in final form 19 August 2021)

ABSTRACT: The impact of various modifications of the JSBACH land surface model to represent soil temperature and
cold-region hydro-thermodynamic processes in climate projections of the twenty-first century is examined. We explore the
sensitivity of JSBACH to changes in the soil thermodynamics, energy balance and storage, and the effect of including
freezing and thawing processes. The changes involve 1) the net effect of an improved soil physical representation and 2)
the sensitivity of our results to changed soil parameter values and their contribution to the simulation of soil temperatures
and soil moisture, both aspects being presented in the frame of an increased bottom boundary depth from 9.83 to 1418.84
m. The implementation of water phase changes and supercooled water in the ground creates a coupling between the soil
thermal and hydrological regimes through latent heat exchange. Momentous effects on subsurface temperature of up to
63 K, together with soil drying in the high northern latitudes, can be found at regional scales when applying improved
hydro-thermodynamic soil physics. The sensitivity of the model to different soil parameter datasets is relatively low but
shows important implications for the root zone soil moisture content. The evolution of permafrost under preindustrial forc-
ing conditions emerges in simulated trajectories of stable states that differ by 4–6 3 106 km2 and shows large differences in
the spatial extent of 105–106 km2 by 2100, depending on the model configuration.

KEYWORDS: Atmosphere-land interaction; Snow cover; Soil temperature; Thermodynamics; Climate models; Land
surface model; Soil moisture

1. Introduction

Land surface model (LSM) components contribute to
Earth system models (ESMs) with the representation of the
subsurface thermal and hydrological state that is important
for a realistic land–climate interaction, and ultimately, for a
realistic simulation of the coupling between the atmosphere,
lithosphere, and biosphere (Koster et al. 2006; Guo et al.
2006).

The interaction between the land and the rest of Earth’s cli-
mate system is characterized by surface and subsurface prop-
erties and processes. Those include energy, momentum, and
water exchange, as well as biogeochemical cycles, most nota-
bly the carbon cycle. Sensible and latent heat exchanges
depend on the soil thermal and hydrological states that are
the result of soil properties (e.g., soil types, roughness length)
and their changes in biophysical and biogeochemical pro-
cesses (e.g., Geiger 1965; Delworth and Manabe 1988; Dickin-
son 1995a,b; Brubaker and Entekhabi 1996; Koster et al.
2004), as well as on vegetation changes, snow cover dynamics,
and biophysical/biogeochemical processes that influence
land–atmosphere interactions (Bonan 1995, 2015; Seneviratne
et al. 2010; Melo-Aguilar et al. 2018). In the absence of advec-
tion and convection, the subsurface thermodynamic state is
determined by the vertical temperature distribution, heat

diffusivity, and the interactions between the thermal and
hydrological states through water phase changes in the
ground (e.g., Carson and Moses 1963; Hillel 1998; Stieglitz
and Smerdon 2007; Turcotte and Schubert 2014).

Because of its high mass and heat capacity, the soil repre-
sents a reservoir for energy. It affects carbon and water budg-
ets governed by ground heat storage and energy exchange
with the atmosphere. Although the soil energy budget is rela-
tively small compared to the ocean, it is the second largest in
the climate system (Levitus et al. 2012; Stocker et al. 2013;
von Schuckmann et al. 2020). This reservoir is sensitive to
changes in soil conditions under a changing climate, which has
significant natural and socioeconomic consequences (e.g.,
Anisimov et al. 2010; de Vrese et al. 2018).

Since heat and water transport and storage are strongly
modulated by water, energy and momentum fluxes at the land
surface, the realism in the simulation of subsurface thermo-
and hydrodynamical processes is important in LSMs. Current-
generation LSMs have experienced substantial progress by
introducing more realistic physical processes (Flato et al.
2013). An influencing factor for improving the realism of the
ground energy and water balance is the depth of the bottom
boundary condition placement (BBCP; Warrilow 1986) used
in LSMs. A full discussion on that is provided in a companion
paper (Gonz�alez-Rouco et al. 2021, hereafter Part I). The
BBCP establishes the depth at which a zero-flux condition
ensures energy preservation in the system so that no heat isCorresponding author: N. J. Steinert, normanst@ucm.es
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gained/lost across the bottom boundary, where the thermody-
namic component in the LSM uses the BBCP to solve the
heat transport according to the thermal diffusion equation
(Carslaw and Jaeger 1959; Smerdon and Stieglitz 2006). The
bulk of the current-generation ESMs and regional climate
models have BBCPs at depths that range between 2 and 10 m
(Cuesta-Valero et al. 2016; Burke et al. 2020) allocating lim-
ited space for subsurface processes and hence, land–climate
feedbacks (Gonz�alez-Rouco et al. 2009). Depending on the
time scale and amplitude of the surface temperature signal,
the affected subsurface is deeper for signals with longer peri-
ods and larger temperature variation (Mareschal and Bel-
trami 1992; Pollack and Huang 2000). A BBCP too close to
the surface is likely to corrupt the subsurface representation
of heat propagation with depth and energy distribution on
multiple time scales (Lynch-Stieglitz 1994; Sun and Zhang
2004; Smerdon and Stieglitz 2006; Stevens et al. 2007; Mac-
Dougall et al. 2008) and enhances ground temperature varia-
tions in the upper meters of the soil column. In contrast, a
realistically deep BBCP spreads the energy into the depth
with implications for energy storage and the surface energy
balance (Part I). Therefore, the BBCP influences the avail-
able space for energy storage and its interactions with hydrol-
ogy through changes in the temperature profile.

The vertical movement of groundwater occurs down to the
bedrock level. Water storage is affected by the depth of roots
and bedrock that regulate the range within which plants inter-
act with soil moisture. Below the soil, the bedrock only hosts
thermal exchange through heat conduction (e.g., Carslaw and
Jaeger 1959; Part I). Although water content does not extend
to a large depth, it is influenced by heat conducted to and
from the deeper subsurface. The conductive process in the
soil can be modified if latent heat from water phase changes
and soil moisture influence the soil thermal properties (Sor-
our et al. 1990). If the soil contains enough moisture, the
energy from the freezing/thawing of soil water is present as
latent heat flux (Woo 2012). The release/uptake of latent heat
influences the soil and surface energy balance and affects the
atmospheric circulation (Hagemann et al. 2016; Jaeger and
Seneviratne 2011). Dry soils cannot release water, so that
most of the incoming net energy is transferred via the sensible
heat flux (Seneviratne et al. 2010). Particularly in high-latitude
regions, the release of latent heat from melting or freezing
soil moisture delays the change of soil temperatures com-
monly referred to as the zero-curtain effect (Outcalt et al.
1990). Thus, a realistic distribution of heat in the ground is
relevant for near-surface and soil hydrology above the bed-
rock limit.

In the high latitudes, the upper part of the soil is character-
ized by a freeze–thaw cycle throughout the year, the so-called
active layer. The soil below the active layer, at which tempera-
tures stay below 0�C for at least two consecutive years, is
defined as permafrost. Frozen soil thermodynamics are char-
acterized by an exponential temperature attenuation from the
surface propagating into the soil with a slope varying with the
seasonal cycle (Carslaw and Jaeger 1959; Koven et al. 2013).
The amount of latent heat used in phase changes of water in
the active layer causes the surface temperature profile to

attenuate stronger with depth than in the frozen soil below.
The ground heat flux is governed by the temperature gradient
between the ground surface and the permafrost, soil thermal
properties, and surface cover factors such as vegetation or
snow (Loranty et al. 2018).

Nowadays, permafrost is estimated to occupy 20%–25% of
the Northern Hemisphere (NH) land (Brown et al. 2002;
Zhang et al. 2008; Gruber 2012) and observations suggest that
permafrost is reducing in spatial (horizontal and vertical)
extent with anthropogenic warming (Jorgenson et al. 2001;
Zhang et al. 2005). In turn, organic carbon (about 1672 Pg;
Tarnocai et al. 2009) and soil nutrients that remained isolated
from the global biogeochemical cycle for millennia (Froese
et al. 2008) are getting released into the atmosphere through
microbial organic matter decomposition from increased tem-
peratures (Heimann and Reichstein 2008; Schuur et al. 2008;
Koven et al. 2011) and arctic amplification due to the ice–al-
bedo feedback (Manabe and Stouffer 1980). The degradation
of permafrost causes positive feedback that accelerates cli-
mate change (e.g., Abbott and Jones 2015; Voigt et al. 2017).
The expected potential carbon release from present perma-
frost soils amounts to 37–174 Gt (Schuur et al. 2015) by 2100
under an RCP8.5 climate trajectory. Further, a decrease in
permafrost areas is important because the frozen soil under-
neath the active layer blocks the vertical movement of water
(Bockheim 2015). With an extended active layer thickness,
soil moisture is likely decreasing in this process, reducing
the volume of soil water that is available for refreezing
(Seneviratne et al. 2010).

It is also expected that, in a warming climate, the amount of
snow-covered ground is reduced while increasing the area
of soil exposed to the interaction with the atmosphere
(Biskaborn et al. 2019; Soong et al. 2020; Bartlett 2004; Roma-
novsky et al. 2010; Garc�ıa-Garc�ıa et al. 2019). As snow has a
strongly insulating effect, it builds a natural barrier between
the ground and the air above, leading to a measurable offset
in the coupling between ground and air temperatures (Pollack
and Huang 2000; Beltrami and Kellman 2003; Stieglitz et al.
2003; Smerdon et al. 2004; Melo-Aguilar et al. 2018) and
reduces the release of heat from the land into the atmosphere.
With missing snow cover, atmospheric temperature changes
can penetrate the ground and change the energy distribution
in the climate subsystems. In turn, permafrost soils become
more vulnerable to increasing surface temperatures. The
duration and depth of snow cover influence the propagation
of the air temperature signal into the ground and can lead to
variations in the land–air temperature relationship at decadal
(Bartlett 2005) and centennial (Melo-Aguilar et al. 2018)
time scales.

The simulation of high-latitude soil dynamics in the Climate
Model Intercomparison Project Phase 5 (CMIP5) models
shows a wide range of results in both the present and future
climate. Models often show substantial biases in hydrological
variables over the high northern latitudes due to insufficiently
realistic parameterizations of cold-region relevant processes
such as soil-water freezing, soil moisture–ice feedback, and
the representation of organic and snow layers (Paquin and
Sushama 2015; Nicolsky et al. 2007; Swenson et al. 2012;
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Slater and Lawrence 2013; Koven et al. 2013). Koven et al.
(2013) and Slater et al. (2017) found that simulated perma-
frost in CMIP5 LSMs mainly suffers from structural weak-
nesses in snow physics and soil hydrology. Burke et al. (2020)
suggest that models should have a more refined and deeper
soil profile to mitigate some of these biases, particularly the
simulation of summer thaw depth. Large differences in the
simulation of the cold-region climate and hydrology occur in
different LSMs even with a comparable implementation of
frozen ground physics (Luo et al. 2003; Andresen et al. 2020).
These differences appear to be also influenced by the choice
and characterization of the model parameters, initialization
and boundary conditions (Sapriza-Azuri et al. 2018) since the
spatial distribution of soil parameters is usually constant and
predefined by lookup tables based on land cover and soil-type
maps retrieved from sparse observations (Mendoza et al.
2015). Soil thermal parameters such as ground heat capacity
and thermal conductivity are usually dependent on soil mois-
ture storage and its variations in time (Abu-Hamdeh and
Reeder 2000; Sorour et al. 1990; Loranty et al. 2018), which is
not accounted for in many state-of-the-art LSMs (e.g., Flato
et al. 2013).

This study investigates 1) the net effect of an improved
physical representation of the coupling between soil hydrol-
ogy and thermodynamics and 2) the sensitivity of our results
to changed soil parameter values that include soil water stor-
age space and root zone depth. Both aspects are presented in
the frame of an increased BBCP depth, which is addressed in
detail in a companion paper (Part I). In section 2, the charac-
teristics of the model and the simulations employed, as well as
the hydro-thermodynamic changes used herein, are pre-
sented. Subsequently, section 3 describes and discusses the
results. Introducing a deeper BBCP aims to contribute to a
more realistic representation of subsurface temperature
(section 3a). Understanding the underlying dynamics that
define the interaction between thermodynamic, hydrological,
and biogeophysical processes is crucial for a realistic subsur-
face representation. Thus, in sections 3b and 3c, we explore
the model sensitivity to individual physical processes under
conditions of a deeper BBCP and assess their contribution to
soil temperature and moisture changes. The influence of
model changes on terrestrial energy storage is discussed in
section 3d. Finally, we assess the simulated state and variabil-
ity of permafrost in twenty-first-century scenario projections
and use observations to verify the simulated spatial extent of
permafrost in section 3e. Section 4 summarizes and concludes
the main findings.

2. Model framework

a. The land surface model

Jena Scheme for Biosphere–Atmosphere Coupling in Ham-
burg (JSBACH) version 3.20p1 (JSBACH hereafter; Reick
et al. 2021) is the LSM component of the Max Planck Institute
for Meteorology ESM (MPI-ESM; Giorgetta et al. 2013a;
Stevens et al. 2013; Jungclaus et al. 2013; Mauritsen et al.
2019) used in CMIP6. JSBACH has been part of multiple

evaluation studies as part of MPI-ESM (Hagemann et al.
2013; Hagemann and Stacke 2015), for JSBACH only (e.g.,
Ekici et al. 2014, 2015), and it has also been shown that
JSBACH is a state-of-the-art LSM in several multimodel
intercomparison studies (Burke et al. 2020; Essery et al. 2020;
Menard et al. 2021). The horizontal resolution is T63 (roughly
1.85� on a homogeneous grid). In the standard setup of
JSBACH, the subsurface vertical structure is discretized in
five layers, increasing unevenly in size with depth with a
BBCP at 9.83 m (Roeckner et al. 2003). The boundary condi-
tion at the bottom of the lowest layer is defined by a zero heat
flux. The subsurface vertical temperature profile is calculated
by conduction following the heat conduction equation
(Warrilow 1986). No convective and radiative heat transfer is
considered. This study uses a vertically extended JSBACH
with a deeper BBCP improving the simulated subsurface tem-
peratures (see details in Part I). The standard five-layer con-
figuration with a midlayer depth of 0.03, 0.19, 0.78, 2.68, and
6.98 m is kept and extended by seven additional layers with
midlayer depths of 15.71, 33.35, 68.42, 137.70, 274.07, 542.06,
and 1068.24 m. The corresponding layer bottom depths are
shown in Fig. 1 (also see Table 1 in Part I). BBCP depths are
established at layer 5 (12) for the shallow (deep) hydro-ther-
modynamic structure. The geothermal heat flux is not consid-
ered in JSBACH as the effect on permafrost areas and
carbon pools is expected to be small (Hermoso de Mendoza
et al. 2020).

Increasing the depth of the BBCP is also relevant for the
interaction with hydrological processes. JSBACH has a lay-
ered soil hydrology scheme (Hagemann and Stacke 2015),
whose depth distribution follows that of the temperature dis-
cretization. The hydrology module allows for water to be
stored down to the bedrock level and does not constrain soil
moisture to the depth of the root zone. The soil moisture in
the space between the root zone and the bedrock limit (soil
moisture residue space, Fig. 2), which cannot be accessed by
the plants for evapotranspiration, is more persistent against
sudden changes (seasonal to climatic) at or near the ground
surface and the annual hydrological cycle, and therefore rep-
resents an important buffer for soil moisture memory (Hage-
mann and Stacke 2015). However, since the occurrence of the
soil moisture is limited by the bedrock level (Fig. 1), it
depends on predefined values that are initially assigned to
account for its geophysical distribution, as well as those of the
root level and other relevant thermal parameters such as soil
and rock specifications and their thermal properties of con-
ductivity and diffusivity (Jackson and Taylor 1986; Sorour
et al. 1990; Hagemann 2002). Most soil moisture activity is
confined within the first five model layers except for minor
contributions within the sixth layer in northern Eurasia
(Fig. 2).

A representation of the vertical structure and basic fluxes
in JSBACH is provided in Fig. 1. The surface is insulated by
an organic layer in forest areas. In snow-covered areas,
JSBACH includes a snow model of varying complexity,
depending on the model configuration (see section 2b). In the
case of water phase changes, latent heat exchange is present,
modulating the vertical heat and moisture fluxes. The root
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zone may exceed the active layer depth, especially in winter.
Below the bedrock limit, there is heat transfer only. The soil
carbon model (Goll et al. 2015) is not activated, and the
JSBACH version used herein does not feature dynamic
vegetation.

Simulated permafrost boundaries in JSBACH are obtained
from estimated active layer thicknesses derived from simu-
lated soil temperatures. The maximum thaw depth of any
given year is defined as the largest depth of positive soil tem-
peratures. Linear interpolation between the soil temperature
at this layer and the layer below determines the approximate
depth at which the interpolated line intersects the thawing/
freezing point between the layer centers. We define perma-
frost to be present when the maximum active layer thickness
is not deeper than 3 m (Lawrence and Slater 2005).

b. Soil hydro-thermodynamic coupling

In the standard JSBACH configuration (JSBACH-REF
hereafter), freezing and thawing of soil water are not repre-
sented, and no latent heat exchange due to phase changes is
present (correspondent to the model used in Part I). That
means that there is a decoupling of the thermal scheme from
the soil hydrology. Ekici et al. (2014) improved the represen-
tation of cold-region physical soil processes in JSBACH-REF,
leading to a simulation of more realistic soil conditions in per-
mafrost areas as the soil hydro-thermodynamic coupling
(HTC) allows for more realistic water states and movement
(JSBACH-HTC hereafter; Fig. 1). HTC involves four

particular changes: 1) freezing and melting of soil water, 2)
allowance of supercooled water, 3) a five-layer snow model,
and 4) moisture- and time-dependent soil thermal properties
such as heat capacity and thermal conductivity, all of which
will be described in the following. Compare Fig. 1 in Part I,
which coincides with JSBACH-REF, to Fig. 1 herein to com-
pare the differences in model features between JSBACH-
REF and JSBACH-HTC.

In JSBACH-HTC, water may change its aggregate state
with a freeze–thaw cycle and latent heat exchange (LHE;
Fig. 1). A coupling between thermal and hydrological processes
is reached through latent heat fluxes providing (consuming)
energy when freezing/condensation (melting/evaporating) takes
place. During the freeze–thaw cycles, it is optional whether
supercooled water (SCW; Fig. 1) is active. When present, a por-
tion of the soil water remains liquid below 0�C in a supercooled
state and is accessible for plants (see details in Ekici et al.
2014). The formulation follows the freezing-point depression
equation (Niu and Yang 2006), where the supercooled soil
water at subfreezing temperatures is equivalent to a depression
of the freezing point caused by a decrease in the water vapor
pressure. A decrease in the vapor pressure leads to lowering
the temperature at which the vapor pressures of ice and water
are equal so that water can be in a supercooled liquid state.
In JSBACH-REF, supercooled water is implicitly active
because no phase changes are included so that water can stay
liquid at temperatures below the freezing point. In snow-
covered surface conditions (Roesch et al. 2001), hydrologically

FIG. 1. Simplified vertical scheme of the JSBACH land surface model component in the
northern high latitudes. The shallow (5-layer) and deep (12-layer) BBCP-depth configurations
are marked in red. Soil depth (bedrock limit) varies in every model grid point as prescribed by
the respective soil parameter dataset (SPD). Soil moisture is present above the bedrock only.
The representation of snow (SNOW), dynamic soil thermal properties (DCC, with k 5 thermal
conductivity and C 5 heat capacity), latent heat transfer (LHE), and supercooled water (SCW)
are regulated by the given model configurations of hydro-thermodynamic soil coupling. See
Fig. 1 in Part I for a comparison of the differences in model features considered herein.
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inactive layers of snow may add up to a maximum number
of five (SNOW; Fig. 1) in JSBACH-HTC (Ekici et al. 2014).
Snow piles up from the top layer, and while the bottom
layer has an unlimited thickness, the other layers are up to
5 cm thick. The surface temperature forces the uppermost
snow layer, while the lowermost layer forces the soil tem-
perature profile. The snow layers contain no liquid water
and there is no meltwater flux through the snowpack. How-
ever, moisture exchange from meltwater with the soil is
accounted for in the hydrological scheme. The surface of
JSBACH-HTC is insulated by an organic layer, which is not
included in JSBACH-REF.

Additionally, JSBACH-HTC has different options to simu-
late soil thermal properties. In JSBACH-REF, the thermal
conductivity and heat capacity are constant throughout the
full model depth based on predefined values depending on
soil types of the Food and Agriculture Organization of the
United Nations dataset (FAO; Dunne and Willmott 1996).
Although bedrock is prescribed for the hydrological regime,
JSBACH-REF ignores the bedrock for heat transfer and uses
thermal diffusivity values of the assigned FAO soil type for
the entire ground column. In contrast to that, JSBACH-HTC
uses a dynamical calculation of the heat capacity and thermal
conductivity (DCC) based on the soil water content, porosity

and density (Ekici et al. 2014; Johansen 1977; Loranty et al.
2018) for the soil down to the bedrock level. For the bedrock,
JSBACH-HTC assigns a constant value for the thermal diffu-
sivity of 1 3 1026 m2 s21. It is important to understand the
contribution of the individual HTC improvements with a
deepened BBCP to understand their integral effect at multi-
decadal time scales. This also helps to assess potential
improvements for state-of-the-art LSMs.

c. Initial and boundary conditions

Two different soil parameter datasets are used to initialize
JSBACH. The first one (SPD1; Hagemann and Stacke 2015)
is based on the Land Surface Parameters 2 dataset developed
by Hagemann et al. (1999), Hagemann (2002) and improved
FAO soil type dataset (K. Dunne, 2005 personal communica-
tion) based on FAO (1971, 1974, 1975a,b, 1977a,b, 1978a,b,
1979, 1981). In line with improvements that have been devel-
oped with regard to the vertical structure of the hydrological
module in JSBACH, a new derivation of the water-holding
capacity and volumetric field capacity was developed and,
consequently, changes in the plant rooting depth were intro-
duced (Hagemann and Stacke 2015). Soil parameter values in
SPD1 that describe different soil textures used to compute
various ground properties in JSBACH are summarized in

FIG. 2. Soil parameter datasets (a)–(c) SPD1 and (d)–(f) SPD2 and (g)–(i) their differences for rooting depth (m), soil (bedrock) depth
(m), and soil moisture residue space (m) that are related to the spatial distribution and temporal availability of moisture in the soil. Mois-
ture residue space is defined by the vertical area between the plant rooting depth and the soil depth (bedrock limit) and thus is described
by the difference between the top two rows of figures.
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Hagemann and Stacke (2015). The second soil parameter
dataset (SPD2) is related to the development of the coupling
between the thermal and hydrological schemes through latent
heat exchange (Ekici et al. 2014). In SPD2, the soil depth,
rooting depth, and the maximum moisture-holding capacity
are modified from SPD1. It is a combination of the standard
parameters (SPD1) and parameters from the Harmonized
World Soil Database (HWSD). The specific soil type thermal
properties are given in Ekici et al. (2014). Changes in the bed-
rock limit are based on the HWSD (FAO et al. 2012; Ekici
et al. 2014).

Since JSBACH-REF does not consider moisture-depen-
dent soil thermal properties, SPD-changes do not influence its
simulations. Also, in JSBACH-REF, soil moisture changes do
not produce feedbacks on temperature, as no heat-dependent
water phase changes are simulated. For JSBACH-HTC, as
moisture dependence of the thermal properties and latent
heat exchanges are included, the increase (decrease) in soil
moisture leads to increased (decreased) vertically averaged
thermal diffusivity and therefore enhances the conduction of
surface temperatures into the ground. An increase (decrease)
of moisture in the soil column is mainly related to the expan-
sion (reduction) of the soil moisture residue space, either due
to a decrease (increase) in root depth, an increase (decrease)
in soil depth, or both at the same time. Latent heat exchanges
may be affected in regions where there is an excess of heat to
melt/evaporate soil moisture. The associated soil moisture
changes influence the soil thermal properties and/or the soil
temperatures conducted into the ground.

The purpose of using these datasets is to investigate the
model sensitivity of changes in the soil moisture associated with
soil and root depth changes under deeper BBCP conditions
(Fig. 2). Soil moisture was shown to have a memory effect by
being persistent against sudden changes (seasonal to climatic)
at and near the land surface (Hagemann and Stacke 2015; Dir-
meyer et al. 2009). In general, the presence of water in the land
system produces important effects on the land energy and
water balance in regions where vegetation processes control
evapotranspiration (Lawrence et al. 2007; Hong et al. 2009; For-
zieri et al. 2020; Guillevic et al.2002). If the soil contains enough
moisture, the energy from the phase change of soil water is pre-
sent as latent heat flux (Woo 2012). Thus, water storage on
land in the form of soil moisture, snow, and ice acts as an
important memory component in the climate system (e.g., Kos-
ter and Suarez 2001; Seneviratne et al. 2006; Hagemann and
Stacke 2015; Hagemann et al. 2016).

Figure 2 shows the spatial distribution of the rooting depth,
soil depth, and soil moisture residue space for SPD1 and
SPD2, respectively. Globally, the soil depth (bedrock limit) is
generally less than 10 m. In some land grid points (0.36% for
SPD1 and 0.02% for SPD2), the bedrock limit of SPD1 can
exceed the BBCP depth (9.83 m) of the standard shallow
JSBACH. Extending the BBCP depth at these grid points
enables more soil moisture to be stored below layer 5 in the
deep model configuration. A detailed description of JSBACH
is also provided in Part I. Since the roots are relatively shallow
in this area, it makes for a large space of potential water stor-
age. In SPD1, roots are generally deeper in the tropics and

become shallower toward the poles. The mid- to high lati-
tudes have relatively deep soil, which also raises the potential
for water to reside there throughout the annual cycle. A direct
comparison between SPD1 and SPD2 shows that rooting
depth has been altered globally, with increases in the subtrop-
ics and major decreases in the tropical rain forest and desert
areas (Fig. 2, right). Rooting depth changes in the NH high
latitudes are relatively small. Soil depth in SPD2 has also
been modified considerably with differences of up to 65 m
compared to SPD1. These large changes result in a similar
pattern of soil moisture residue space differences. Midlati-
tudes experience large changes. At the high latitudes, abso-
lute changes are smaller but still important in relative terms.

d. Experimental setup

JSBACH is used in the shallow 5-layer and deep 12-layer
configurations. No intermediate level configurations with
6–11 layers are used as in Part I. Simulations with three differ-
ent radiative forcing scenarios are performed: 1) preindustrial
control conditions (PIC); 2) historical conditions (HIS
1850–2005) from anthropogenic forcing of greenhouse gases,
atmospheric aerosols, volcanic ozone, and solar variability;
and 3) representative concentration pathways (RCP
2006–2100; van Vuuren et al. 2011) RCP8.5, RCP4.5, and
RCP2.6 (Taylor et al. 2012). JSBACH is run with boundary
conditions from PIC, HIS, and RCP simulations from the cou-
pled MPI-ESM. The RCP6.0 scenario is not included since no
atmospheric forcing files for the standalone JSBACH exist
from the CMIP5 MPI-ESM (e.g., Giorgetta et al. 2013b). An
evaluation of the combined land surface energy and water
fluxes in the frame of the MPI-ESM for CMIP5 is given in
Hagemann et al. (2013). PIC forcing conditions consist of a
28-yr forcing interval that is repeated throughout the simula-
tion. Initial conditions for HIS were derived from PIC simula-
tions after 500 years when the simulation was sufficiently in
equilibrium in the subsurface layers (Part I). Those for RCP
were started from HIS year 2005. With this setup, we perform
simulations with the deep and shallow BBCP, SPD1 and
SPD2, and HTC-off/on, respectively, resulting in eight experi-
ments (Table 1). For different hydrological configurations of
JSBAH-HTC, we perform four additional experiments.

3. Results and discussion

a. BBCP, SPD, and HTC changes

To explore the influence of the BBCP changes on our
results, we compare the shallow (5-layer) and deep (12-layer)
configurations for all eight experiments. Results for the refer-
ence simulations REF_SPD1s and REF_SPD1d (Table 1)
have been established in Part I. However, incorporating
changes in soil parameters and an improved physical repre-
sentation of NH high-latitude hydro-thermodynamic pro-
cesses used in the JSBACH-HTC experiments allows
investigating the sensitivity of the LSM to these changes
under the condition of a realistically deep BBCP. Figure 3
shows the direct comparison at layers 1–5 (0.03–6.98-m mid-
layer depth) between the shallow and the deep model with
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respect to configuration changes (SPD1 versus SPD2 and
JSBACH-REF versus JSBACH-HTC; see Table 1) in differ-
ent forcing scenarios and latitudinal bands. There is a global
mean relative cooling of 0.8–1.1 K by the end of the twenty-
first century (average of 2071–2100) in the model with a deep
BBCP for all configurations relative to the PIC simulation
with a shallow LSM. The relative soil column cooling can be
observed in all layers, increasing gradually with depth, and is
largest at layer 5. The relative ground cooling can be
explained by the downward transfer of heat from anthropo-
genic warming below the fifth layer in the deep model (Part
I). It also indicates overly strong warming of the soil column
in the shallow five-layer model. At these scales, model config-
uration changes have a relatively small influence on tempera-
ture differences. By incorporating hydro-thermodynamic soil
coupling, the cooling is larger by about 0.2 K at layer 5.
Changes in the soil parameter values result in no changes in
JSBACH-REF but show less cooling when SPD2 is used in
JSBACH-HTC. This is consistent for all forcing scenarios
(not shown). Throughout the simulation, the temperature dif-
ference increases are fairly linear in the RCP8.5 scenario. The
same is evident in the other scenarios. For the end of the
twenty-first century, the strongest radiative forcing produces
the largest response, with the relative cooling in RCP4.5
(RCP2.6) accounting for about half (a quarter) of that in
RCP8.5 and enhancing by about one-tenth of a degree in

JSBACH-HTC compared to JSBACH-REF. In comparison
to the global mean, there is different strength in the tempera-
ture response to BBCP changes in different latitudinal bands
(Part I). In JSBACH-REF, the NH high latitudes have larger
relative cooling at layer 5 than the global and low- to midlati-
tude averages by 0.2–0.3 K. The Southern Hemisphere (SH)
shows a weaker response in general. With respect to the soil
parameter variations, there is some enhancement of the rela-
tive cooling of the SH midlatitudes to NH midlatitudes.

The spatial differences between the shallow and the deep
JSBACH for all four configurations of HTC and SPD show
the areas where the cooling is most prominent (Fig. 4). For
the RCP8.5 forcing scenario, there is a general cooling all
over the globe in the deep JSBACH-REF experiments. The
largest cooling of up to 2 K can be found at layer 5 throughout
the full band of NH high latitudes and in areas of Russia and
South America in JSBACH-REF simulations, both with
SPD1 and SPD2. The differences in the patterns resulting
from SPD1 and SPD2 are significant but do not show large
spatial variability. Incorporating coupled hydro-thermody-
namic soil physics into the JSBACH-HTC simulation shows
larger regional ground cooling distributed over central Eur-
asia, South Africa, and across America. Predominantly, desert
areas with low soil moisture are affected. Hence, no effect is
expected with respect to including physical processes related
to water phase changes. However, implementing a dynamic
calculation of soil properties is responsible for a significant
regionally intensified cooling since variations of thermal diffu-
sivity throughout the soil column cause the temperature to
distribute differently in the soil. Areas of intensified cooling
are the result of higher thermal diffusivity, meaning that the
temperature changes from the surface propagate faster into
the soil [see more details in section 3c(2)]. In turn, the cooling
of the ground in the deep model indicates an overestimation
of soil temperatures in the shallow model. This relative warm-
ing in the shallow model is intensified in dry soil regions when
soil thermal properties are set constant (JSBACH-REF).
Although Ekici et al. (2014) targeted the improvement of
high-latitude cold regions, we find differences and a poten-
tially improved behavior over regions outside of those for
which the soil hydro-thermodynamic coupling was made for
in JSBACH-HTC.

b. Soil moisture and temperature sensitivity

Figure 5 shows the impact of HTC and SPD changes in the
frame of deep and shallow BBCPs. The simulation of the
absolute global average temperature of the HIS/RCP time
series of the deep model shows a consistent increase in tem-
perature throughout the length of the simulation for the sur-
face temperature (Fig. 5, top). Surface warming has a strong
influence on the first model layer. The temperature response
is gradually decreasing throughout the soil downward. The
amplitude of high-frequency fluctuations decreases, and by
the end of the twenty-first century, the warming amplitude is
gradually attenuated with depth. The warming signal from the
surface is noticeable in deeper layers down to the tenth model
layer (274-m midlayer depth) but does not reach deeper

TABLE 1. Experiment names and corresponding model
configuration setups for bottom boundary condition depth
(BBCP), soil parameter datasets (SPD), hydro-thermodynamic
soil coupling (HTC; off 5 standard version JSBACH-REF, on 5

JSBACH-HTC version with improved soil physics), supercooled
water (SCW), dynamic calculation of soil thermal properties
(DCC), water phase changes (LHE), and improved snow model
(SNOW). All experiments were run for a piControl spinup
(years 0–500) following Part I. The top eight experiments were
run for the historical (1850–2005) and RCP2.6, RCP4.5, and
RCP8.5 (2006–00) conditions, respectively. Only 30 years of the
historical period (1850–79) were simulated for the bottom four
experiments in order to investigate the sensitivity to the
individual contribution of the four JSBACH-HTC physical
mechanisms: LHE, DCC, SCW, and SNOW. Note that the
naming of these experiments addresses the impact of changing
only one parameter at a time, which makes an assessment of the
single processes possible (also see section 3c).

Name BBCP SPD HTC SCW DCC LHE SNOW

REF_SPD1s Shallow SPD1 Off Yes No No No
HTC_SPD1s Shallow SPD1 On No Yes Yes Yes
REF_SPD2s Shallow SPD2 Off Yes No No No
HTC_SPD2s Shallow SPD2 On No Yes Yes Yes
REF_SPD1d Deep SPD1 Off Yes No No No
HTC_SPD1d Deep SPD1 On No Yes Yes Yes
REF_SPD2d Deep SPD2 Off Yes No No No
HTC_SPD2d Deep SPD2 On No Yes Yes Yes
HTC_LHE Deep SPD1 On No Yes No Yes
HTC_DCC Deep SPD1 On No No Yes Yes
HTC_SCW Deep SPD1 On Yes No Yes Yes
HTC_SNOW Deep SPD1 On Yes No No Yes
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layers, suggesting that the depth of the soil thermal scheme
used herein is sufficiently deep to capture the warming signal
of the RCP8.5 surface forcing.

Throughout the depth, the global mean soil temperature in
the deep model varies slightly among the different configura-
tions of HTC and SPD but follows, in general, the forcing
imposed at the surface (Fig. 5, left). In the upper 20 m, the vari-
ation in the combinations of SPD and HTC configurations
determines the detailed evolution of temperature in each layer.
The influence of HTC is much larger than the influence of the
selection of the parameter dataset. Apart from the first layer
closest to the prescribed surface conditions, HTC causes the
temperatures to be lower than the reference REF_SPD1d by
0.2–0.6 K, intensifying with depth. It reaches its maximum at
layer 6 (�16-m midlayer depth). HTC increases the variability
in the subsurface temperatures in comparison to the reference
simulation REF_SPD1d. It appears to dominantly impact high-
frequency temperature variations, as this temperature evolution
discrepancy disappears below 10 m with respect to variability,
and only an average temperature offset of a couple of tens of a
degree is left. In JSBACH-REF, the influence of changing the
soil parameter dataset is negligible. However, in JSBACH-
HTC, SPD2-SPD1 temperature changes are on the order of
0.1–0.2 K, which adds on top of the HTC influence in the
HTC_SPD2s/d simulations. Still, the global variations in subsur-
face temperatures due to different physical representation
(HTC) and soil parameters (SPD) are small compared to the
temperature anomalies of 2100 with respect to 1850 in the
RCP8.5 scenario that exceed an anomaly of 6–7 K (Fig. 5).

At regional scales, shown as latitudinal bands in the box
plots in Fig. 5, temperatures differ among different regions
and physical configurations of the deep model. In general, the
mid- and high latitudes show larger anomalies with respect to
preindustrial conditions than the equatorial regions. Temper-
ature differences between the model configurations are small
compared to the temperature anomalies from 1850. However,
regional average differences reach up to 2.2 K in the high
northern latitudes. Further, NH high-latitude anomalies in
JSBACH-HTC are higher than in JSBACH-REF. The range
of temperatures of 2071–2100 in the low latitudes is larger
than in other regions, which suggests either a higher range of
variability or a stronger response of ground temperatures to
the radiative forcing conditions in the last 30 years of the sim-
ulations in this area. Throughout the soil depth, the relative
behavior of ground temperature anomalies for the various
regions (top 5 layers) stays constant.

Specific regional patterns of the ground temperature
response to the HTC and SPD configuration changes are
shown in Fig. 6. When using JSBACH-HTC, patches of signif-
icant warming and cooling areas occur compared to
JSBACH-REF, mainly concentrated over NH land. Consis-
tent warming is located over the full longitudinal width of the
high northern latitudes, and in part of the Himalayan high
mountain ridges (Fig. 6b). Dominating cooling patterns can
be found in desert environments, such as the Sahara, the Ara-
bian Peninsula and the Gobi region. The local temperature
anomalies range between23 and 3 K, which is larger than the
average global or latitudinal response of JSBACH-HTC. The

a)

b)

c)

d)

f)

g)

h)

e) i)

j)

k)

l)

FIG. 3. (a)–(d) Soil temperature differences (K) at the first 5 model layers (see Fig. 1) between the deep and the
shallow model configurations for different combinations of JSBACH-REF and JSBACH-HTC with two different
soil parameter datasets (SPD1 and SPD2; see Table 1 for experiment description). Global means for 300 years are
shown continuously for the piControl1historical1RCP8.5 scenario simulations. Global and latitudinal band means
of the last 30 years (2071–2100) of (e)–(h) the scenario period and (i)–(l) different forcing scenarios. The bar plots are
based on the respective last 30 years of the PIC (1821–50), HIS (1976–2005) and RCP scenario (2071–2100) periods,
marked by the gray shaded areas in (a)–(d).
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origin of these patterns is discussed in section 3c. Further-
more, as seen from the time series in Fig. 5, a change in SPDs
has a negligible impact on the ground temperatures when
using JSBACH-REF. However, in JSBACH-HTC, consider-
able patches of warmer temperatures occur in the NH mid- to
high latitudes in SPD2 compared to SPD1 (Fig. 6c).

Soil moisture content in the JSBACH root zone is larger in
the equatorial regions, parts of western Asia and western
North America (Fig. 6d). Drier areas are located in desert
areas of North Africa, Central Eurasia, and the higher
latitudes. Introducing hydro-thermodynamic coupling in
JSBACH-HTC reduces the absolute moisture content of land
areas north of 45�N significantly by more than 0.2 m on aver-
age, while the effect on the rest of the world is moderate to
none (Fig. 6e). Liquid water that resides in the soil in
JSBACH-REF is frozen in JSBACH-HTC when water phase
changes are taken into account. This is visible in isolated
patches of reduced moisture content in mountainous regions
south of 45�N, e.g., the Himalaya region. In terms of the influ-
ence of SPDs on soil moisture content (Fig. 6f), changes are
distributed unevenly globally. However, there is no significant
effect in the high latitudes. This is expected as there is larger
terrestrial hydrological sensitivity in wet regions than in dry
regions (Kumar et al. 2016). The global patterns correspond
spatially with changes in the rooting depth between SPD1 and
SPD2 (Fig. 2) since plant root depth affects soil water content
significantly (e.g., Kleidon and Heimann 1998; Nepstad et al.
1994).

In high-latitude regions, evapotranspiration is limited
by net radiation and the length of the growing season
(Seneviratne and St€ockli 2008), which limits the amount of
water used by the plants for photosynthetic growth. Apart
from the deserts, equatorial regions predominantly show drier
patches, while the subtropical bands of both hemispheres
have wetter soils. In general, both changes of HTC and SPD
imply important changes in the distribution of moisture in the
soil. An increase in the depth of the bedrock limit increases
the ability to store maximum soil moisture. Changes are of
the magnitude of 50%–100% on a regional scale and there-
fore potentially influence the soil properties and the ability of
the soil to conduct energy into the depth. However, many
near-surface processes rely on the relative soil moisture in the
upper soil layers, which may remain relatively stable when
increasing the bedrock limit.

The impact of the radiative forcing on the ground tempera-
tures in the twenty-first century of the RCP8.5 scenario is
strongest in the NH high latitudes because of arctic amplifica-
tion (Fig. 7). The warming extends to 9 K in RCP8.5 with
respect to the preindustrial period in these regions. Continen-
tal areas experience slightly larger warming of 1–2 K com-
pared to the coastal regions. The combined effect of
activating HTC and changing to SPD2 (Fig. 7b) also shows
the largest impact in the NH high-latitude regions with signifi-
cant relative warming of up to 2 K in eastern Siberia. Mean-
while, the low and midlatitudes of the NH experience

FIG. 4. Soil temperature differences (K) at model layer 5
between the deep and the shallow model configurations for differ-
ent combinations of hydro-thermodynamic soil coupling [(a),(c)
JSBACH-REF and (b),(d) JSBACH-HTC] and soil parameter
datasets [SPD1 in (a) and (b) and SPD2 in (c) and (d)]. Differences
are significant (Student’s t test, p, 0.05) at all grid points.
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regionally significant relative cooling in this configuration,
particularly located at the central Eurasian continent and
parts of western North America. The influence of model con-
figuration changes reaches more than 2 K. This is a large dif-
ference, considering that the total temperature change from
1850 to 2100 is about 6–9 K regionally. There is substantial
importance in the choice of the model configuration (see dis-
cussion in section 3c), which could impact the simulation
results by an amount that is highly relevant for the discussion

about climate change mitigation strategies and warming-limit
agreements.

c. Contribution of soil coupling mechanisms

The soil temperature response pattern from Fig. 6b can be
explained by the contribution of different physical mecha-
nisms taking part in JSBACH-HTC. Figure 8 shows the spe-
cific spatial patterns of each of the four physical mechanisms

FIG. 5. (a)–(d) Global mean soil temperatures (K) at layers 1–12 of the deep model in the simulation with JSBACH-REF and SPD1
(REF_SPD1d) for the historical period (1850–2005) and RCP2.6, RCP4.5, and RCP8.5 scenarios (2006–2100; Table 1). (e)–(o) Soil tem-
perature differences for each layer as anomalies to the first 30-yr average (1850–79) of the historical period for every layer of the deep
model configuration with JSBACH-REF and SPD1. Temperature differences are presented as comparisons between different configura-
tions of HTC and SPD (see legend for colors). Note that for visibility, the pink line is SPD12 SPD2, since the reverse would produce posi-
tive values with JSBACH-HTC. (p)–(z) Temperature anomalies for each layer of the last 30-yr average (2071–2100; see gray shaded area
in top panel) of the RCP8.5 scenario period to the first 30-yr mean (1850–79) of the historical period for the global mean and latitudinal
band averages in simulations with different configurations of HTC and SPD in every layer of the 12-layer deep model configuration. The
centers of the boxes indicate the mean value, box bounds are the standard deviation, and whiskers refer to the extreme values of the last
30-yr period of anomalies of the time series in the left column.
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in HTC: 1) the use of five snow layers (SNOWon/off), 2) the
use of the dynamic moisture-dependent calculation of soil
thermal conductivity and capacity (DCCon/off), 3) the influ-
ence of soil water phase changes (LHEon/off), and 4)
the implementation of supercooled water (SCWon/off). The
maps correspond to the analysis of the 30-yr-long HTC_SNOW,
HTC_DCC, HTC_LHE, and HTC_SCW experiments in
Table 1, in which one mechanism is being analyzed at a
time. The influence of every mechanism has distinct regional
signatures. A superposition of every single pattern may not
entirely explain the final responses of soil temperature and
moisture in JSBACH-HTC in Fig. 6 because feedbacks and
interactive processes occur.

In addition to the four contributing physical mechanisms in
JSBACH-HTC, the thermal representation of bedrock differs
in comparison to JSBACH-REF. However, 1) the changes in
the diffusivity value between JSBACH-REF and JSBACH-
HTC are small and their impact is negligible for the analysis
presented herein (not shown), and 2) this merely affects the
DDC case because the other cases are using a comparison

within different configurations of JSBACH-HTC, where the
bedrock definition remains the same.

1) FIVE-LAYER SNOW SCHEME

Warming in the high northern latitudes is mainly caused by
the insulating effect of snow cover. Spatial patterns of snow
cover (Fig. 9a) agree well with the distribution of the soil tem-
perature anomalies in Fig. 8a in the high northern latitudes
and the Himalaya region. The yearly evolution for surface
temperature and soil temperature, as well as their differences
at the site shown in Fig. 8a (red dot), are shown in Figs. 9b
and 9c. Although snow depth is not subject to changes,
a better representation of snow (SNOW) in the model
configuration with the hydro-thermodynamic soil coupling
(HTC_SNOW) leads the snow cover to act as a protective
barrier for soil temperatures against colder air temperatures
during winter. The insulation causes the annual mean soil
temperatures to be higher than in the reference case without
improved snow physics (REF_SPD1d). As long as the snow is
present in the model between the first soil layer and the

FIG. 6. (left) Climatological mean (1850–79) of soil column (average of top 5 layers) temperature and (right) verti-
cally integrated root zone soil moisture of (a),(d) JSBACH-REF and (b),(e) the differences between JSBACH-HTC
and JSBACH-REF, as well as (c),(f) differences between the soil parameter datasets SPD1 and SPD2 for soil tem-
perature (K) and moisture (m), respectively. Stippling indicates significant differences of a Student’s t test (p, 0.05).
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surface layer on top of the snow, soil temperatures are
warmer. In spring, when air temperatures rise, the surface
snow layer melts completely (Fig. 9c). In the first months, the
soil temperatures are colder than the air because of the time
lag of conductive coupling of the air temperatures with the
soil. In summer, without a protective layer, the near-surface
soil temperature follows the air temperature. Later in the
year, when the snow starts to accumulate again, the insulating
effect of the snow layer leads to a difference in air–soil tem-
peratures (Fig. 9b). Therefore, SNOW introduces an increase
in the first layer of soil temperatures in winter.

2) DYNAMIC SOIL THERMAL PROPERTIES

Incorporating a dynamic calculation (DCCon;5HTC_SPD1d;
Table 1) of thermal conductivity (k) and heat capacity (C) into
the JSBACH results in colder temperatures by a couple of
degrees compared to DCCoff (5HTC_DCC; Table 1) in some
regions (Fig. 8b). From the distribution of soil moisture in the
model (Fig. 6d) it is evident that this response is limited to areas
with low soil moisture in the midlatitudes. These are the areas
showing a major change in k and C (Figs. 10a,b). The regions

FIG. 7. (a) Soil column (average of top 5 layers) temperature
anomaly (K) of RCP8.5 (2071–2100) with respect to preindustrial
conditions 1850–79 of JSBACH-REF with SPD1. (b) Differences
with respect to (a) of the combined effect of hydro-thermodynamic
soil coupling and soil parameter datasets on soil temperature
anomalies (K) between the periods 2071–2100 and 1850–1879. See
Table 1 for experiment configurations. Stippling indicates signifi-
cant differences of a Student’s t test (p, 0.05).

FIG. 8. Soil temperature (K) response (vertical average of layers
1–5) of the four contributing physical mechanisms of the hydro-
thermodynamic coupled soil HTC: (a) 5-layer snow model
(SNOW 5 HTC_SNOW 2 REF_SPD1d), (b) dynamic moisture-
dependent calculation of soil thermal conductivity and heat capac-
ity (DCC 5 HTC_SPD1d 2 HTC_DCC), (c) soil water phase
changes (LHE 5 HTC_SPD1d 2 HTC_LHE), and (d) the
implementation of supercooled water (SCW 5 HTC_SCW 2

HTC_DCC). Also see Table 1 for experiment configurations. Red
dots indicate locations that are referred to in the following figures
(Figs. 9–12) for each of the four HTC cases. Stippling indicates sig-
nificant differences of a Student’s t test (p, 0.05).
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in the high northern latitudes (Siberia, Canada, Alaska), as
well as the Himalaya region, have very shallow soil depth
(Fig. 2) and thus contain a considerable amount of soil mois-
ture relative to the soil depth and can be ignored here. Heat
capacity values in DCCoff are overestimated in some humid
areas and specifically in the arid regions because the prede-
fined (FAO maps) values of C in DCCoff are larger than the
dynamic C (Fig. 10a) that takes into account the soil
moisture and ice content as well as the soil porosity in DCCon
(Rempel and Rempel 2016; Loranty et al. 2018).

In arid regions, solar radiation is heating the surface during
the day. The amount of incoming energy is the same in
DCCon as in DCCoff, but in DCCon, the heat taken up by
the surface layer cannot be transported away into deeper soil
layers as quickly as in DCCoff because of the decreased ther-
mal conductivity. This is visible in a decreased ground heat
flux in DCCon between the first and second soil layers (Fig.
10d). The temperature increase at the surface leads to
increased sensible heat flux into the atmosphere during the
day. At night, the soil is radiating outward and cools down,
getting colder than the air above the ground and the sensible
heat flux gets reversed such that the atmosphere now heats

the soil. Generally, the deeper soil layers are now warmer
than the surface, which results in an upward directed ground
heat flux. The heat source from below is lower in DCCon
than in DCCoff because less heat was stored into the lower
layer during the day (and over many days), which could now
“fuel” the surface layer to equilibrate the radiative energy
loss. Excessive loss of energy during the night leads to a net
reduction of radiation during the night of up to 50 W m22

(Fig. 10d). The result is a colder mean state of the soil in
DCCon with larger variability in the diurnal cycle of sensible
heat flux and temperature visible in the soil temperature pro-
file (Fig. 10e). The surface energy partitioning is almost
entirely defined by the sensible heat flux, as the available soil
moisture and air-water contents are very low. The results are
consistent with Wang et al. (2016), who find that a moisture-
dependent parameterization of the soil thermal properties
can be responsible for relative cooling in dry areas, and they
conclude that this potentially affects the range of diurnal and
intra-annual extreme temperatures.

In humid regions, as long as enough soil moisture is pre-
sent in the soil, the balance between moisture-dependent
heat capacity and heat conductivity adjusts so that soil tem-
peratures are almost equal in DCCon and DCCoff. A par-
ticular role is played by the increased moisture-dependent
heat conductivity in the DCCon, as subdiurnal relative
(DCCon versus DCCoff) heat gain or heat loss can be dis-
tributed throughout the soil quickly. The ground heat flux is
increased, suggesting that the excess energy is passed
through to deeper layers (not shown). Large parts of surface
energy are consumed/released for the phase change of soil
and air moisture in the form of latent heat. Thus, humid
regions are prone to regulate their latent heat flux according
to the available energy in the soil that results from the
dynamic moisture-dependent thermal conductivity and heat
capacities, leaving the sensible heat fluxes almost indifferent
between the two DCC configurations.

3) LATENT HEAT EXCHANGE

In comparison to JSBACH-REF, JSBACH-HTC has colder
soil temperatures in the annual average in the midlatitudes
(Figs. 6b, 8c), which can be related to the incorporation of
soil freezing and melting process and according to latent
energy exchange (LHE, Fig. 11) in the LHEon configuration
(5HTC_SPD1d; Table 1). There is a seasonal behavior in the
midlatitudes that causes major warming in LHEon in winter
(DJF) and a reversed cooling in summer (JJA), which bal-
ance each other out to an average response as seen in Fig. 8c.
In winter, ice is forming in LHEon, which is thawing in sum-
mer (Figs. 11c–e). In the example grid point, the soil ice at
layer 2 is thawed completely in summer and exceeds the ref-
erence of LHEoff (5HTC_LHE; Table 1) in winter. Mean-
while, in LHEoff, the soil water content is constantly solid
throughout the year, also in summer when the soil tempera-
ture is much higher than the water freezing point. Accord-
ingly, the liquid soil water content in LHEon oscillates along
with the seasonal soil temperatures. The freezing of soil water
to ice in autumn and winter releases latent energy that warms

a)

b)

c)

FIG. 9. (a) Climatological (1850–1879) winter (DJF) mean of
snow depth (m). (b) Surface temperature (K) (sfcT) and layer 1
soil temperature (K) (soilT1) and (c) their differences in the snow
model configurations SNOWoff and SNOWon for annual daily
mean values over the period 1850–79 at the indicated location [red
in (a) and indicated in Fig. 8a]. SNOWon and SNOWoff refer to
the HTC_SNOW and REF_SPD1d simulations, respectively (see
Table 1 for an overview of the experiment configurations).
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the soil and results in higher soil temperatures in LHEon in
winter (Figs. 11c–e). Reversely, latent energy is consumed to
melt the soil ice in spring and summer and contributes to a
colder soil state. From March to June (November–February),
the zero-curtain effect is visible in the soil temperatures,
which causes a lag of warming (cooling) in spring (autumn).
Additionally, the phase change of soil water in LHEon affects
the thermal properties of the soil. More ice content in

winter increases the soil thermal conductivity, leading to
more energy transported from the surface to deeper soil
layers. At the same time, with the increase in liquid soil
water content in summer, the heat capacity decreases,
which further contributes to summer cooling. The
increased water content causes almost a doubling of sum-
mer evapotranspiration (not shown) that further cools the
ground surface. This cooling dominates the annual cycle in

FIG. 10. (a) Layer 1 (0.03-m midlayer depth) heat capacity (106 J m23 K21) difference and
(b) thermal conductivity (J m21 s21) difference between DCCon and DCCoff. Stippling indi-
cates significant differences of a Student’s t test (p, 0.05). (c) Layer 1 soil temperature (K) and
(d) soil energy fluxes (W m22) as sensible heat flux at the surface (HS) and ground heat flux
between the first and second soil layers (HG) shown as hourly means of August 1859 at the indi-
cated location [red dot in in (a) and (b) and indicated in Fig. 8b] in DCCon and DCCoff. (e)
Soil temperature profile of the mean daily extrema of August 1859 at the indicated location
(black dot in maps) in DCCon and DCCoff. DCCon and DCCoff refer to the REF_SPD1d and
HTC_DCC simulations, respectively (see Table 1 for an overview of the experiment
configurations).
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the soil temperature profile in the top 5 soil layers (�10
m), which results in a colder soil climate state on longer
time scales (Fig. 8) and affects the average temperature in
Fig. 6.

4) SUPERCOOLED WATER

Similar to the mechanisms of the LHE case are those taking
place in the presence of supercooled water (SCW, Fig. 12). As

FIG. 11. Spatial distribution of soil temperature differences (K) at layer 2 (0.19-m midlayer
depth) for (a) winter (DJF) and (b) summer (JJA). Stippling indicates significant differences of
a Student’s t test (p, 0.05). (c) Layer 2 soil temperature (K), (d) ice content (m), and (e) mois-
ture (m) of LHEon and LHEoff as monthly means of the year 1861, and (f) soil temperature
profile of LHEon and LHEoff of 1861 extrema at each layer at the location [red dot in (a) and
(b) and indicated in Fig. 8c]. LHEon and LHEoff refer to the HTC_SPD1d and HTC_LHE
simulations, respectively (see Table 1 for an overview of the experiment configurations). Note that
both LHEon and LHEoff are HTC simulations, which is why ice content in LHEoff is not zero.
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in LHE, there is a seasonal oscillation of near-surface soil
temperature response to implementing supercooled water
into the model. SCWon (5HTC_SCW) causes a predominant
cooling pattern in the midlatitudes in winter (DJF) and a

reversed warming in summer (JJA, Figs. 12a,b). With
SCWon, a portion of the water to be frozen when soil temper-
atures drop below zero degrees is kept in liquid form to be
available for surface evapotranspiration. Thus, in winter,

FIG. 12. Spatial distribution of soil temperature differences (K) at layer 2 (0.19-m midlayer
depth) for (a) winter (DJF) and (b) summer (JJA). Stippling indicates significant differences of
a Student’s t test (p, 0.05). (c) Layer 2 soil temperature (K), (d) ice content (m), and (e) mois-
ture (m) of SCWon and SCWoff as monthly means of the year 1861, and (f) soil temperature
profile of SCWon and SCWoff of 1861 extrema at each layer at the location [red dot in (a) and
(b) and indicated in Fig. 8d]. SCWon and SCWoff refer to the HTC_SCW and HTC_DCC sim-
ulations, respectively (see Table 1 for an overview of the experiment configurations).
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SCWon has water left in the soil, while in SCWoff
(5HTC_DCC), it is completely frozen (Figs. 12c–e). The
reduction of soil water frozen to ice in winter is equal to a
reduction of latent heat released by the water phase change
and results in less latent warming of the soil in SCWon.
Reversely, in summer, less energy is consumed for the melt-
ing process of ice and leads to warmer soil temperature
than in SCWoff. This leaves the SCWon simulation with a
larger amplitude of the annual cycle. Although small, dif-
ferences between SCWon and SCWoff in the annual maxi-
mum and minimum temperatures of the soil profile show
slight domination of the winter cooling effect throughout
the soil, leading to a colder soil in the annual average as
seen in Fig. 8, contributing slightly to the spatial pattern of
temperature in Fig. 6.

d. Terrestrial energy in future scenarios

Although the ground shows relative cooling when deepen-
ing the BBCP in JSBACH, e.g., lower warming relative to the
shallow model (Fig. 3), energy is propagated and stored in the
subsurface (Part I). The heat from the land surface, imposed
by net positive radiative forcing, is distributed into deeper
layers in the deep model. The rate of energy uptake in the
shallow and the deep model is compared in Fig. 13 also in the
frame for HTC and SPD influences. The deep model consis-
tently stores more heat in the subsurface than the shallow
model in all forcing scenarios. The intensity of the forcing
contributes to the amount of energy stored. The largest
energy gain is evident in the NH high latitudes with a range of

up to 10 3 105 J m22 yr21 (Fig. 13; blue labels), depending on
the model configuration, in the RCP8.5 scenario. In contrast
to the rest of the world, the NH high latitudes show a large
difference in the amount of heat storage depending on
whether HTC is used or not. In all forcing scenarios, RCP2.6,
RCP4.5 and RCP8.5, the deep JSBACH-HTC simulations
(Fig. 13; blue triangle and circle) reach differences of
10%–20% relative to JSBACH-REF (Fig. 13; blue square
and plus), which accounts for more than the total amount of
energy storage in the shallow model configuration. Energy
storage in the deep model is 7–9 times higher than in the shal-
low model for RCP8.5. Surprisingly, the relative rate of heat
storage in RCP4.5 and RCP2.6 reaches between 10–14 times
and 16–23 times the amount of storage in the shallow model,
respectively. That means that the relative rate of subsurface
heat storage per Kelvin in the low-to-moderate forcing sce-
narios is larger than in the business-as-usual scenario within a
land surface model with a sufficiently deep BBCP. Apart
from the high northern latitudes, the differences in the rate of
terrestrial heat storage between the different configurations
of HTC and SPD are relatively small. However, there is a
clear dependence on the energy storage rate to the latitudinal
bands.

e. Permafrost simulation and stability

The given changes in the thermal state of the soil in
JSBACH under different model configurations impact the
evolution of permafrost extent in the NH north of 45�N. Per-
mafrost areas are stable under preindustrial climate forcing
conditions and are reduced by the warming of surface temper-
ature in the twentieth to twenty-first century (Fig. 14). In con-
ditions of a stable preindustrial climate, permafrost extent
evolves into two different stable states depending on the use
of the soil hydro-thermodynamic coupling (JSBACH-HTC
versus JSBACH-REF). After starting from similar initial con-
ditions in PIC, the JSBACH-HTC simulations transit into a
different stable state than the JSBACH-REF simulations
throughout the first decades (Fig. 14a). The two mean PIC
states of permafrost extent range from about 12 3 106 km2

(JSBACH-REF) to 19 3 106 km2 (JSBACH-HTC), and their
difference is about 4–6 3 106 km2. At this stage, the
JSBACH-HTC simulations are relatively close to recent esti-
mates of observations of 17.83 106 km2 (Hugelius et al. 2014)
and 15.5 3 106 km2 (Chadburn et al. 2017) and compare well
to CMIP6 model estimates that vary between 10 and 20 3 106

km2 (Burke et al. 2020). With JSBACH-REF, the simulations
with different SPDs produce very similar permafrost extent,
whereas, with JSBACH-HTC, the spread of simulations with
different SPDs is larger. Natural variability is enhanced in the
JSBACH-HTC state and the response to the 28-yr piControl
driving cycle is not as regular anymore as in JSBACH-REF
(Part I). With JSBACH-HTC, the shallow model produces a
larger areal extent of permafrost independent of the SPD.
The differences between the shallow and deep JSBACH are
comparably small but still on the order of 105 km2, relevant at
regional scales.

FIG. 13. Regional annual mean heat content change DQ (105J
m22 yr21) for the shallow (x axis) vs the deep (y axis) model for dif-
ferent soil hydrological conditions of HTC and SPD in the RCP2.6,
RCP4.5, and RCP8.5 scenario projections. Black lines and the cor-
responding number at the right and top axis correspond to multi-
pliers between the shallow and deep configurations. The inset pro-
vides a zoom into the lower part of the scale.
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After 1850, when the climate forcing conditions of the histori-
cal and RCP8.5 simulations lead to a warming of the ground
surface temperature of about 7 K globally and up to 9 K in the
high northern latitudes by 2100 (Fig. 5d), the permafrost is
reduced by 30%–50% by 2050 and 85%–90% by 2100 (Fig. 15).
Within the RCP4.5 scenario, permafrost loss is not as large, but
permafrost constantly reduces until 2075. After that, it remains
at a level of 30%–45% of the preindustrial permafrost extent.
In RCP2.6, permafrost areas decrease moderately until 2045,
transitioning to zero net emissions when the extent starts recu-
perating between 2045 and 2100. All three scenarios follow well
the general evolution of ground temperatures (Fig. 5). The per-
mafrost loss under future climate change conditions results in
1.5 and 2.3 3 106 km2 �C21 for JSBACH-REF and JSBACH-

HTC, respectively, with JSBACH-HTC being in better agree-
ment to CMIP6 model estimates of 1.7–2.7 3 106 km2 �C21

(Burke et al. 2020). It is apparent that among the different cli-
mate forcing scenario intensities, the evolution of permafrost
extent is very similar until the middle of the twenty-first century
(as it is for temperatures), and only after that, they diverge.
Two different states of permafrost extent remain among the dif-
ferent model configurations for the full length of the simula-
tions. Both states are driven down notably by the RCP4.5 and
RCP8.5 scenario warming by 2100. However, their percentage
difference increases by the end of the simulation, as seen from
the slope of the decreasing permafrost extent in Figs. 14b–d.

JSBACH-HTC has permafrost areas reaching out further
to lower latitudes (Figs. 14e,f). During the historical period

FIG. 14. Permafrost extent (106 km2; 45–90 N) in different soil hydrological HTC and SPD conditions (colors) from (a) PIC and HIS to
(b) RCP2.6, (c) RCP4.5, and (d) RCP8.5 forcing conditions. Spatial permafrost in (e) JSBACH-REF and (f) JSBACH-HTC in the deep
model with SPD1 for decadal means of HIS (1980–90; green), RCP2.6 (2090–2100; yellow), RCP4.5 (2090–2100; orange), and RCP8.5
(2090–2100; red).
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and by the end of the RCP2.6 scenario simulation, the dif-
ferences between JSBACH-HTC and JSBACH-REF are
noticeable. Although the soil column temperatures in the
high latitudes are warmer on an annual average (Fig. 6b),
permafrost extends further south, particularly in Eurasia.
The warming primarily stems from the insulating snow
cover (Fig. 8). However, in summer, colder temperatures
dominate due to the implementation of water phase changes
(Fig. 11b) and enhanced evapotranspiration. Since perma-
frost is defined by the summer maximum active layer depth
that is decreased in JSBACH-HTC, permafrost extent
decreases less in the twenty-first century for JSBACH-HTC.
Toward more intense radiative forcing conditions in RCP4.5
and RCP8.5, the permafrost extent decreases in JSBACH-
REF (47%–49% and 91%–93%, respectively; Fig. 15), while
the generally larger permafrost area in JSBACH-HTC
(Fig. 14f) experiences a lower decrease (41%–47% and
85%–88%, respectively; Fig. 15). Even in RCP8.5, where
almost no permafrost is left in JSBACH-REF (Fig. 15),
JSBACH-HTC shows noticeable permafrost areas. These
differences are prominent and show that the implementa-
tion of more realistic hydro-thermodynamic soil physics is
crucial for regional and global simulations of permafrost
extent. They illustrate a high sensitivity of JSBACH to
configuration changes, which could alter the spread and the
equilibrium state of permafrost in comparable LSMs, as they
have shown to be sensitive to configuration changes (e.g.,
Koven et al. 2013; Slater and Lawrence 2013; Sapriza-Azuri
et al. 2018).

4. Summary and conclusions

In this paper, we examine the importance of various config-
urations of the JSBACH land surface model to represent of
soil temperatures and cold-region hydro-thermodynamic pro-
cesses. These configurations involve 1) a deeper bottom
boundary condition (Part I), 2) two different soil parameter
sets with the focus on soil moisture availability and spatial
(also vertical) distribution, and 3) the implementation of vari-
ous soil hydro-thermodynamic physical processes, which were
introduced to JSBACH by Ekici et al. (2014), and their con-
tribution to the representation of soil temperatures and soil
moisture. The latter includes water phase changes, dynamic
calculation of soil thermal properties, allowance for super-
cooled water, and a more elaborate five-layer snow scheme.
The hydro-thermodynamic parameterizations have been
incorporated in other models before, but the simultaneous
use of a deepened bottom boundary in an LSM as provided in
this study adds novel insights into the ground thermodynamic
processes and their relation with soil hydrology. The results
emphasize the sensitivity of current state-of-the-art LSMs to
the model configuration, including crucial physical processes
and the choice of soil-property datasets. This is particularly
true for simulations focusing on and including cold-region
physics, as those regions are subject to changes under a warm-
ing climate.

With prescribing a deeper BBCP in the soil model under
transient climate conditions, relative ground temperatures are
reduced, providing evidence for shallow LSMs to have unreal-
istic relative warming. High magnitudes of this warming of up
to 2 K can be found in the NH high latitudes (for a more
detailed discussion, see Part I). Introducing hydro-thermody-
namic coupling contributes to even larger temperature differ-
ences between the deep and the shallow model at a regional
scale. Additionally, there are large changes in the amount of
terrestrial energy storage in climate warming scenarios. The
land heat uptake increases by a factor of 7–26 with a more
realistic soil model depth, depending on the forcing scenario
and model setup. The deep model sensitivity to HTC can
exceed the overall heat storage capacity of the shallow model,
particularly in the high northern latitudes. Absolute numbers
are still small in comparison to the ocean heat uptake but are
considerably large in relation to the other Earth subsystems
(von Schuckmann et al. 2020). Therefore, the energy missing
in shallow LSMs is expected to be transferred to other climate
subsystems, e.g., the atmosphere, when the BBCP is too shal-
low. This potentially results in a misrepresentation of the dis-
tribution of energy in coupled ESM simulations.

The sensitivity of JSBACH to using the hydro-thermody-
namic soil coupling and changes in the soil parameters related
to soil moisture availability is visible in the representation of
ground temperatures and soil moisture content alike.
JSBACH-HTC shows a 0.2–0.6 K cooling relative to
JSBACH-REF over central Eurasia, South Africa, and across
America. Smaller relative warming is found when using an
adapted soil parameter dataset SPD2. It also seems to trigger
increased high-frequency variability. In general, the NH high
latitudes appear to be the most sensitive to climate change

FIG. 15. Relative permafrost extent loss (%) for different config-
urations of hydro-thermodynamic soil coupling (HTC) and soil
parameter datasets (SPD) in the shallow (5-layer) and the deep
(12-layer) model for the years 2050 (red bars) and 2100 (white
bars) in the RCP2.6, RCP4.5, and RCP8.5 forcing scenarios. For
RCP2.6, the relative permafrost extent loss in 2100 is less than in
2050, which causes the overlaying red bars.
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and changes in the model configurations of HTC and SPD.
These areas are also subject to substantial variations in strong
future warming when SPDs are changed. Particular tempera-
ture responses to model configuration changes can be tracked
by physical mechanisms that contribute to the warming and
cooling patterns of JSBACH-HTC by a superposition of its
individual components. The warming pattern in the NH mid-
to high latitudes comes from a better insulating snow cover.
Cooling patches in low moisture desert areas stem from a
dynamic calculation of soil thermal conductivity and heat
capacity. The latter also provokes an increase in the diurnal
temperature cycle in arid regions. The incorporation of water
phase changes and supercooled water has a seasonally oscil-
lating signal that contributes to net cooling in JSBACH-HTC.
With respect to soil moisture content, an influence on the
global scale can be seen from an alteration in the depth of the
roots, which ultimately influences the amount of soil water that
resides in the space between the root zone and the bedrock
limit. The water residue acts as a buffer to short-term tempera-
ture variations at the surface and has a momentous impact on
the soil properties for the conduction of heat into the soil. Fur-
thermore, the water phase changes of JSBACH-HTC contribute
to a different amount of liquid water that is available for plants
during the cold NH winter season. Regional differences in the
soil moisture content are as large as 100% compared to the ref-
erence. Thus, both HTC and SPD imply significant changes in
the distribution and availability of moisture in the soil. By
including the improved hydro-thermodynamic soil coupling,
the capability of our LSM to simulate permafrost is enhanced.
Water phase changes and a more elaborate snow model are
crucial for the soil thermal representation near the surface
and in the deeper soil on a large spatial scale. The simulated
permafrost is most sensitive to changes in the soil hydro-ther-
modynamic coupling, for which the model simulates two dif-
ferent states that are in the range of observational and model
estimates (Hugelius et al. 2014; Chadburn et al. 2017). Natural
variability of permafrost extent is enhanced under conditions
of JSBACH-HTC. Both states are massively reduced by the
end of the twenty-first century under the RCP4.5 and RCP8.5
scenarios, while their rate of permafrost degradation slightly
differs. In RCP2.6, there is a moderate decrease in permafrost
extent until 2045. After that, it recovers its permafrost to a
larger area, while in the JSBACH-HTC simulations, it
reaches back to a state under historical conditions in some
areas. In the upper 10 m of the soil column, the impact of a
deep soil model on the permafrost extent is relatively small
but is expected to play a larger role when taking into account
hydro-thermodynamic processes in larger depth down to 50 m
(Hermoso de Mendoza et al. 2020). In both cases, the HTC
switches and BBCP depth changes, differences in the extent
of permafrost on the order of 105–106 km2 are crucial for esti-
mating a potential release of carbon captured in the frozen
ground.

This study neither simulates the evolution of terrestrial car-
bon stock nor a dynamic vegetation response. However, a
rough estimation of the changes in the soil carbon release
under climate warming conditions and its sensitivity to the
modifications in JSBACH presented herein can be based on

other studies on the permafrost–carbon climate feedback
(e.g., Schuur et al. 2015). Considering the amount of carbon
estimated to be stored in global permanently frozen soils, a
proper representation of permafrost areas and their extent is
crucial for the simulation of the climate system. A release of
this carbon from the soil into the atmosphere fuels global cli-
mate warming by a potential enhancement of human-induced
greenhouse gases by 22%–40% (Comyn-Platt et al. 2018).
Therefore, a quantitative estimation of soil carbon fluxes is
desirable, but not done in the JSBACH-HTC version used
herein, as the terrestrial vegetation and soil carbon pools usu-
ally have a long time lag to climate changes of multiple hun-
dreds of years (e.g., Sentman et al. 2011; Scholze et al. 2003).

Additionally, in JSBACH-HTC, soil respiration is depen-
dent on surface temperature and precipitation, rather than
soil moisture and soil temperature. The former is defined by
the surface entirely, which is subject to surface forcing in our
standalone simulation setup and is unlikely to change realisti-
cally among our sensitivity analysis. Coupling with the atmo-
sphere is needed to ensure the dynamic surface condition and
more realistic coupling between land and atmosphere. A qual-
itative statement is still possible considering the amount of
carbon stock of 17 3 1014 kg CO2 equivalent at present
(Tarnocai et al. 2009) stored in �12 3 106 km2 of permafrost
land area. At the same time, 30% of the carbon emissions
stem from permafrost areas in projections of the RCP8.5 forc-
ing scenario by the time the simulated global mean tempera-
tures increase by 2�C (MacDougall et al. 2015). With respect
to the sensitivity of JSBACH-HTC in simulating permafrost
areas under different model configurations and soil parameter
datasets, an uncertainty of 6.6 3 1014 kg of carbon release
results from the spread in permafrost presented herein. This
accounts for 158% and 57% of the global carbon emission tar-
gets of the 2016 Paris Agreement for 1.5� and 2�C, respec-
tively (IPCC 2018, 2019). The net carbon loss is expected to
be less dramatic as there is also an increase in carbon
uptake due to arctic greening (Berner et al. 2020). However,
the sensitivity of our results for the simulation of permafrost
illustrates the importance of a proper representation of high-
latitude region soil physics.
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