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1 Introduction

Numerous complex dynamical systems used in practical
applications cannot be accurately described by physical
models that are simple enough to be simulated or to be
used for control design purposes. Model order reduction
techniques then play a crucial role in obtaining a suit-
able complexity-accuracy trade-off. As recalled in [3],
MOR is usually based on full knowledge of a complex
and high-fidelity system description, derived from physics
laws. However, the increasing availability of data and the
rise of data-driven applications require the incorporation
of measurements when modeling or controlling a system.
To that extent, the Loewner framework (LF) [16], which
is a frequency-domain non-intrusive data-driven reduction
technique based on rational interpolation, seems particu-
larly appealing.

However, LF was mostly applied (with some excep-
tions) for noise-free data, obtained by simulating a high-
fidelity model of the dynamical system under investiga-
tion. Indeed, as pointed out in [12], LF is quite sensitive
to noisy (perturbed) data. Physical modes of the sys-
tem may only be included in the model at the expense
of overmodeling, which generally leads to high variances
and overfitting. As a result, noisy data complicates the
selection of the system’s order and may lead to high ap-
proximation errors. To tackle this issue, in [12] the poles

were selected according to their residue norm to make the
Loewner framework more robust to noise. This approach
has also been used in the context of data-driven control
based on the LF in [11]. In [7], it is suggested that the
choice of the frequencies (interpolation points), as well as
the partition of the corresponding data points, impacts
the robustness with respect to noise. This idea was also
explored in [6] and [19], where different partitioning were
studied for various numerical experiments. In [5], the in-
fluence of the location and partition of the data points
was studied through the pseudo-spectrum of the Loewner
pencil. In [4], it was shown that for Gaussian noise, the re-
sulting Loewner model error grows at most linearly with
the standard deviation of noise. In [21], the LF proce-
dure was iterated, using data extracted from the model
obtained at the previous iterations, in order to make the
singular value decomposition of the Loewner pencil more
accurate. In [9], a Loewner model that is accurate with
respect to noisy frequency-domain data was obtained, and
then corrected through iterative least-square approxima-
tions.

This work primarily aims at proposing a way to ob-
tain reduced-order models (ROMs) through matrix pen-
cils techniques (LF and HF) that is more robust to noisy
data. The objective is hence to enable the use of such
techniques to obtain a ROM from measurements. In what
we propose, the order is a tunable parameter, without
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considering available access to a high fidelity represen-
tation. To that extent, this work is at the crossroads
of MOR and system identification (SI). The proposed
method is based on matrix pencils approaches (LF and
HF). The HF is rooted in realization theory [22] since
it constructs a minimal LTI realization from Markov pa-
rameters, i.e. impulse response of discrete-time systems.
Therefore, HF can be seen as a time-domain counterpart
of LF [8]. In practice, the impulse response often has
to be estimated from available input-output data. This
is usually done through least-squares-based linear regres-
sion. In this work, we propose strategies for making this
approach more robust to noisy data by using the SMM
method introduced in [26] (which allows estimating the
impulse response of a system from noisy data).

To sum up, the proposed approach brings together as-
pects from MOR, realization theory and SI in an unified
framework, which constitutes the main contribution of
this work. Time-domain data, consisting of noisy input-
output measurements, is used to estimate the finite im-
pulse response of the system as in [26], which constitutes
a non parametric characterization of the underlying LTI
system. The finite impulse response is then used to obtain
a reduced-order, explicit model through the HF/LF.

The rest of the paper is organized as follows. In Section
2, the problem under investigation is formulated. Here,
the Loewner and Hankel frameworks, which constitute
the basis of this work, are recalled. The proposed ap-
proach is then introduced in Section 3 and a detailed
specification on tuning its hyperparameters is also pro-
vided. This method is then illustrated by a numerical
example in Section 4, which is the Los Angeles Hospital
building benchmark from the COMPleib library [13], de-
scribed by a 48th-order state-space model. Finally, the
conclusion and outlook are discussed in Section 5.

2 Preliminaries

2.1 Problem formulation

We consider an LTI discrete-time system with nu inputs,
ny outputs and of order nx, characterized by the following
state-space realization:

H :

{
xt+1 = Axt + But

yt = Cxt + Dut
, (1)

with x ∈ Rnx the state vector, u ∈ Rnu the input vector,
y ∈ Rny the output vector, A ∈ Rnx×nx , B ∈ Rnx×nu ,
C ∈ Rny×nx and D ∈ Rny×nu . The value of a vector v at
the time step t is denoted vt.

The transfer function of (1) is given by:

H(z) = D + C(zI−A)−1B. (2)

The Loewner Framework (LF) [16], recalled in Section
2.2, can identify the underlying system from noise-free

frequency-domain samples H(ıωi) in (2). The Hankel
Framework (HF) [22], summarized in Section 2.3, relies
on the impulse response {hk} that connects the input
and output samples as follows:

yt =

∞∑
k=−∞

hkut−k. (3)

The HF could be considered as a time-domain counterpart
of the LF, as the frequency-domain representation (2) and
the time-domain one (1) are connected: the impulse re-
sponse coefficients, also known as Markov parameters, are
defined as follows:

hk =

{
D, if k = 0,

CAk−1B, if k > 0,
(4)

and they can be used to rewrite the transfer function (2)
as an Infinite Impulse Response (IIR) filter:

H(z) =

∞∑
k=0

hkz
−k. (5)

These matrix pencils techniques (LF and HF) also allow
to reduce the order of the obtained models in a straight-
forward manner.

Remark 1 (Descriptor and state-space forms) Both
the LF and HF obtain a descriptor model.

Ĥ :

{
Êx̂t+1 = Âx̂t + B̂ut

yt = Ĉx̂t + D̂ut
, (6)

In practice, as the considered system (1) is causal, and

due to the reduction process, the Ê matrix in (6) is full
rank and therefore invertible. It is then possible to rewrite
(6) in a standard state-space form as in (1), i.e.:

Ĥ :

{
x̂t+1 = Ê−1Âx̂t + Ê−1B̂ut

yt = Ĉx̂t
, (7)

The same considerations hold for HF.

While the LF and HF techniques have proven to be
fairly successful when applied to MOR of given (large-
scale) complex systems, they are indeed known to be quite
sensitive to noisy data [12]. The problem under consider-
ation that is tackled in this paper is formulated below:

Problem 1 Given noisy data, how to obtain an LTI ROM
of the underlying dynamical system through the LF or the
HF frameworks?

In a sense, by using noisy data through these tech-
niques, we more generally aim at bridging the gap be-
tween MOR, in which the underlying system is known but
of complex or large-scale structure, and SI, which aims at
building models from (noisy) measurements. As the pro-
posed approach relies on the LF and HF frameworks, we
will briefly summarize them in the two next subsections.
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Remark 2 (Discrete vs continuous) For continuous-
time LTI systems, the relation between the Markov param-
eters h and the impulse response yh is given by [22]:

hk =
dk−1yh(t)

dtk−1

∣∣∣∣
t=0

.

In practice, collecting input-output measurements implies
that a continuous-time system appears as a sampled-data
system, which is inherently discrete. Therefore, the rest
of this work focuses on discrete-time systems. However, it
should be noted that when working with the LF in the sec-
ond part of the proposed approach, it is possible to obtain
a continuous-time model as explained in [23].

Remark 3 (Time-domain LF [20]) Another counter-
part of the LF in the time domain was proposed in [20]:
based on noise-free time-domain data {uk, yk}k and on
the knowledge of a high-fidelity model, frequency-domain
data is inferred to use the LF. In comparison, the present
work proposes to obtain a non-parametric characteriza-
tion of the system by estimating its Markov parameters,
from which frequency-domain data can be inferred to be
used in the LF. Contrary to [20], the proposed approach
does not require any description of the system and is more
robust to noise.

2.2 The Loewner framework

Here, we briefly review the LF approach; for a more in-
volved analysis, we refer the reader to the tutorial paper
for LTI systems in [1]. The LF is based on frequency-

domain measurements {H(zk)}Nk=1 corresponding to the
transfer function (2).

LF finds a state-space model Ĥ such that the following
interpolation conditions are (approximately) fulfilled:

Ĥ(zk) = H(zk) ∀k = 1 . . . N. (8)

The available data is partitioned into two disjoint subsets,

{H(zi)}
N
2
i=1 and {H(zj)}

N
2
j=1. The Loewner pencil (L,Ls)

is defined as follows

L(i,j) =
H(zi)−H(zj)

zi − zj
, Ls(i,j) =

ziH(zi)− zjH(zj)

zi − zj
,

(9)
while the data vectors V,WT ∈ Rk are introduced as

V(i) = H(zi), W(j) = H(zj), for i, j = 1, . . . ,
N

2
. (10)

By assuming that the data is not redundant, a minimal
realization is then given by:

Ê = −L, Â = −Ls, B̂ = V, Ĉ = W.

This typically means that the ”right amount of data” was
chosen, so that no compression or reduction is required

to identify the original model; more precisely, when N =
2nx.

However, in practical applications, the Loewner pen-
cil (Ls, L) is often singular (large quantities of data are
processed) and can be hence challenging to use due to
numerical issues. Hence, a ROM needs to be computed
(with a corresponding Loewner pencil that is regular). In
such cases, a singular value decomposition (SVD) of the
Loewner matrices is typically performed in order to deter-
mine a suitable truncation index r and the corresponding
projection matrices denoted with Xr and Yr. The typical
choice for computing these matrices is given below (as in
eq. (8.38) from [1]):

[
L Ls

]
= X1S1Y

∗
1 ,

[
L
Ls

]
= X2S2Y

∗
2 . (11)

Then, Xr is chosen as the first r columns of X1, while Yr

as the first r columns of Y2. To avoid enforcing polyno-
mial terms such as a constant D-term (as it is the case of
this work), the projection matrices are computed solely
based on the SVD of the Loewner matrix L:

L = XSY∗ ≈ XrSrY
∗
r . (12)

Then, the reduced-order Loewner model of dimension r
is given by the following matrices:

Ê = −X∗rLYr, Â = −X∗rLsYr, B̂ = X∗rV, Ĉ = WYr.
(13)

Remark 4 (Data partitioning) How to effectively sep-
arate the available data into two subsets still remains an
open question. It is shown in [7] that this partition im-
pacts the robustness to noise. In [6, 10], two different
partitioning were numerically analyzed:

• “alternate” (the most recurrent way of separating
data):

{zk}Nk=1 = {z1, z2, . . . zN−1, zN} . (14)

• “half-half ” (an intuitive way of separating data):

{zk}Nk=1 =
{
z1, . . . , zN/2, zN/2+1, . . . , zN .

}
(15)

Figure 1: Splitting schemes commonly used in the LF

As previously reported in [6], the effect of half-half par-
titioning is that the decay of the singular values of the
Loewner matrix is clearer (more revealing) than for the al-
ternate splitting (when dealing with noisy frequency-domain
data). As a result, half-half LF seems to ease the order
selection and hence avoids overfitting due to noise. Both
types of partitioning are used jointly in this work, as ex-
plained in the next section.
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2.3 The Hankel framework

While the LF interpolates the frequency response, the HF
provides a model that interpolates the impulse response.
Given the truncated impulse response h = [h0,h1, · · · ,hN−1],
the resulting Hankel model is given in descriptor form, see
(7), by the following matrices:

Ê = H, Â = Hs,
Ĉ =

[
h1, h2, · · · , hN

]
, B̂ = ĈT , D̂ = h0.

(16)

with the Hankel pencil (H,Hs) defined as follows

H =


h1 h2 · · · hN

2

h2 h3 · · · hN
2
+1

...
...

. . .
...

hN
2

hn+1 · · · hN−1

,

Hs =


h2 h3 · · · hN

2
+1

h3 h4 · · · hN
2
+2

...
...

. . .
...

hN
2
+1 hN

2
+2 · · · hN

.
(17)

As in the LF, the dimension of the Hankel model (16)
can be reduced by means of projection, using orthogonal
matrices computed by means of applying an SVD for the
Hankel matrix H. In this case, we enforce approximation,
i.e. by fitting a model which approximately explains the
data. Additional insights on the HF were given in [8].

3 From noisy data to reduced-order
models

3.1 Overview of the proposed approach

To the best of our knowledge, most of the attempts to
make the LF and HF matrix pencils identification tech-
niques more robust to noisy data have consisted in chang-
ing the way the model is obtained [12][9][21]. In this work,
it is proposed to preprocess the noisy data instead.

First, an estimation of the truncated impulse response
{h̃k}N−1k=0 of the system is obtained from the available
noisy measurements through the SMM approach, as pro-
posed in [26]. This estimation forms a non-parametric
model of the system, which is then parametrized and re-
duced through the HF or the LF.

While the estimated values {h̃k}N−1k=0 can be used di-
rectly in the HF, another possibility consists in applying
a fast Fourier transform to the impulse response to esti-
mate frequency-response samples as follows:

H̃N (eıωi) =

N−1∑
k=0

hke
−ıωik, ω =

2πi

N
, i = 0 . . . N − 1,

(18)
which is a truncated version of (5). The frequency-domain
data estimated from (18) can then be used in the LF.

In this section, the SMM approach from [26] is re-
called in Section 3.2. The tuning knobs of the proposed
approach, that combines SMM and matrix pencils ap-
proaches, are then detailed in Section 3.3. A synthesized
algorithm that brings these different aspects together is
then provided in Section 3.4.

3.2 Impulse response estimation: the SMM
approach

Traditionally, Markov parameters hk’s can be obtained
from input-output measurements {uk, yk}Ns

k=0 by solving
a linear system of equations, as:

yN
yN+1

...
yNs

 =


uN−1 uN−2 . . . u0

uN uN−1 . . . u1

...
...

...
uNs uNs−1 . . . uNs−N+1




h0

h1

...
hN−1


(19)

This procedure allows estimating N < Ns

2 Markov pa-
rameters. It is important to note that in the noise-free
case, truncating the Markov series will impact the results.
Indeed, solving (19) consists in identifying a N -th order
FIR filter from the available data, rather than obtaining
the true value of the first N -th Markov parameters. As-
suming that the truncation error of the FIR is negligible,
the least-squares solution of (19) is known to be the best
unbiased estimator for independent and identically dis-
tributed (i.i.d.) Gaussian output noise [14]. In practice,
a very long impulse response sequence may be needed to
reach a negligible truncation error, even for a low-order
system. The least squares (LS) approach, which solves
(19) in order to estimate the impulse response, then re-
quires a significant amount of data and becomes compu-
tationally expensive, hence unfeasible.

In [15], a data-driven simulation approach, based on
Willem’s fundamental lemma, was proposed when noise-
free input-output data are available. It allows to estimate
the impulse response even when the truncation error is
not negligible. The following assumptions are enforced:

1. The LTI system under consideration, i.e., H in (1)
is finite-dimensional and controllable;

2. The input {uk}Ns

k=0 is persistently exciting of order
L = N + nx, meaning that the Hankel matrix

U =


u0 u1 . . . uM
u1 u2 . . . uM+1

...
...

...
uL−1 uL . . . uNs

 ∈ RLnu×M ,

(20)
with M = Ns − L+ 1, has full row rank [25].

The parameter L is to be chosen by the user and corre-
sponds to the length of the trajectory to be estimated in
this data-driven framework. More precisely, in the present
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work it denotes the number of Markov parameters to be
estimated.

Under these assumptions, the output trajectory of the
system for an input u ∈ RNnu , starting from initial con-
ditions uniquely determined by the past input trajectory
uini ∈ RL0nu and yini ∈ RL0ny for L0 ≥ nx, is y = Yfg.

Here, g ∈ RM ′
is the solution of the linear system of equa-

tions:  uini
yini
u

 =

 Up
Yp
Uf

 g, (21)

where Up, Uf , Yp and Yf are matrices computed by using
the available data as follows:

Up =

 u0 u1 . . . uM ′−1
...

...
. . .

...
uL0−1 uL0

. . . uM ′+L0−2

∈ RL0nu×M ′
,

Uf =

 uL0
uL0+1 . . . uM ′+L0−1

...
...

. . .
...

uL′−1 uL′ . . . uNs−1

∈ RNnu×M ′
,

(22)

with M ′ = Ns − L′ + 1 and L′ = N + L0, and similarly
for Yp and Yf .

In order to handle the case for which only noisy input-
output measurements are available, the SMM approach
in [26] builds on [15] and represents a maximum likeli-
hood framework to obtain a statistically optimal implicit
model. Additive i.i.d Gaussian output noise is considered:

ỹ = y + w, w ∼ N (0, σ2I). (23)

As in [26], the SMM approach is used to estimate the im-
pulse response with uini = 0, yini = 0 and u = [1 0 . . . 0].
The estimate of the first N Markov parameters denoted
with ĥ is explicitly given by ĥ = Yfgh, where

gh = (F−1 − F−1UT (UF−1UT )−1UF−1)Y Tp yini

+ F−1UT (UF−1UT )−1
[

uini
u

]
,

F = Y Tp Yp + L′σ2I, and U =

[
Up
Uf

]
.

(24)

The result is unbiased for an arbitrary length N , as
long as the input is persistently exciting of rank N + nx.

3.3 Tuning the hyper-parameters

The success of the proposed approach depends on care-
fully choosing some particular parameters. Some hints on
choosing these are provided in the next section.

3.3.1 Persistency of excitation

Persistency of excitation is the key assumption of Willem’s
fundamental lemma [25] as it allows to characterize all

possible trajectories of length N from the available data.
However, assuming that the input should be persistently
exciting of order N +nx implies that the order of the un-
derlying system is known. To overcome this issue when
the system is unknown, the SMM approach introduces L0

instead and the matrix U , defined in (24), that should be
of full row rank. In the ideal case, the value L0 = nx
should be used in order to exploit the available data to
the fullest extent. Nonetheless, the most important con-
dition to be imposed is L0 ≥ nx so that uini and yini
uniquely define the initial conditions.

In practice, when nx is unknown, a good choice for L0

can be found by computing the cross-correlation Ryu of
the measured output and the input signal:

Ryu(τ) =
∑
k=0

yk+τuk, (25)

and L0 is then chosen as the minimal positive lag such
that:

∀τ > L0, |Ryu(τ)| ≤ ε. (26)

As the system is causal, the cross-correlation for negative
lags is merely a numerical artifact and does not represent
any real input-output relationship. For this reason, the
threshold ε is fixed in this work as:

ε = (1 + α)×max {|Ryu(τ)| for τ < 0} , (27)

where the scalar 0 ≤ α ≤ 1 allows introducing an addi-
tional margin to avoid choosing to large of a value for L0

(as illustrated in Section 4).

3.3.2 The choice of N as the number of estimated
Markov parameters

A necessary condition for the matrix U to be of full row
rank (the so-called persistency of excitation assumption)
is M ′ ≥ L′nu, which gives an upper bound Nmax for the
number of Markov parameters (denoted with N) that can
be estimated when a number of Ns input-output measure-
ments are available:

Nmax =
Ns + 1

nu + 1
− L0. (28)

On the other hand, as the Hankel and shifted Hankel ma-
trices are of size N , then N Markov parameters allow to
obtain a model of order at most N through HF. In ad-
dition, when using the LF, the more Markov parameters
are used, the lower the truncation error between (5) and
(18) is.

Consequently, after having chosen L0 as previously ex-
plained, it is recommended to choose N = Nmax/2 to
enforce M ′ � L′nu. Alternatively, one could decrease it
if necessary until the matrix U is of full row rank.
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3.3.3 Noise variance σ2

The noise variance σ2 is used in the SMM approach to
estimate a non-parametric model of the system, see (24).
In practice, this information might not be available. An
approximation can be obtained through the LS approach
(19). As recalled in [18], for zero-mean white noise, an
unbiased estimate of the variance σ2 is given by:

σ2 = lim
Ns→∞

‖h− hLS‖22
Ns −N

, (29)

where h are the first N true Markov parameters of the
system. Also, hLS is the estimate by the LS approach,
solving (19), obtained by using Ns input-output samples.
An approximation σ̂2 is then chosen as follows:

σ̂2 =
‖h− hLS‖22
Ns −N

. (30)

3.3.4 Order of the reduced-order model

The order of the reduced-order model is a tunable parame-
ter for both HF and LF. An adequate value is supposed to
be chosen based on a rank-revealing decomposition of the
Hankel or Loewner matrices. As detailed in [12], measure-
ment noise complicates the choice of the reduced order r.
In that case, it is possible to change the data partition-
ing in the LF in order to obtain a clearer SVD decay, as
suggested in [6] and recalled in Remark4. However, while
half-half partitioning (15) reveals the system’s order in a
clear way and is robust to noise, it leads to less accurate
models. This is because the Loewner matrices tend to
be ill-conditioned for this choice. At the same time, the
SVD resulting from alternate partitioning (14) is more
visibly affected by noise. Hence, this makes it challenging
to choose the order. However, this choice typically leads
Loewner pencils that are diagonally dominant. Therefore,
for a fixed order, this approach will result in more accu-
rate models. This behavior has been pointed out in [7],
and more recently in [19] based on analyzing Cauchy ma-
trices, which explicitly appear in the definition of Loewner
matrices.

For such reasons, we propose here to combine both
types of data-partitioning in the LF to benefit from their
respective advantages. The Loewner matrix Lhh based
on half-half partitioning (15) is first put together and its
SVD is performed to select the truncation order r. Then,
the Loewner pencil (Lalt,Lsalt) based on alternate par-
titioning (14) is computed in order to obtain a model of
order r as in (13).

3.4 Summary

Given noisy data {uk, ỹk}, k = 0 . . . Ns − 1, the pro-
posed approach consists in tuning some hyperparameters
as explained in Section 3.3, before using the SMM ap-
proach from [26] as recalled in Section 3.2. The resulting

estimated Markov parameters hSMM , which constitute
a non-parametrized model of the system, are then used
in matrix pencil approaches, the HF (Algorithm 1) or
the LF (Algorithm 2), allowing to obtain a linear ROM(
Êr, Âr, B̂r, Ĉr, D̂r

)
of the underlying dynamical system

(1).
These two techniques are referred to as SMM-HF and

SMM-LF respectively. The main advantage of SMM-LF is
that it allows using different data-partitioning techniques
in order to reveal the order of the system under measure-
ment noise. However, it requires to build an additional
matrix Lhh and the corresponding SVD. Finally, it should
be noted that the frequency-domain data estimated from
(18) when using SMM-LF is affected by the truncation of
the Markov series when the truncation error is not negli-
gible, while the SMM-HF is not sensitive to it. For this
reason, it might be more interesting to use the HF once
the order r has been determined from the SVD of Lhh,
which combines SMM-HF and SMM-LF.

Algorithm 1: SMM-HF

Data: Input-output time-domain data
{uk, ỹk}, k = 0 . . . Ns − 1.

Solution:

1. Step 1: Tuning the hyper-parameters

a) Compute the cross-correlation Ryu (25), the
threshold ε (27) and then L0 (26).

b) Choose N = Nmax/2 based on (28) and
decrease it until U is full rank.

c) Solve (19) to obtain hLS , then estimate the
noise variance σ̂2 (30).

2. Step 2: Using L0, N and σ̂2, estimate the Markov
parameters hSMM through SMM (24) as in [26].

3. Step 3: Apply the HF

a) Build the Hankel pencil (H,Hs) (22) based
on hSMM .

b) Perform an SVD of H to determine the order
r and compute projection matrices Xr and
Yr:

H = XSY∗ ≈ XrSrY
∗
r .

c) Build the Hankel model Ê = X∗rHYr,
Â = X∗rHsYr, Ĉ =

[
h1, h2, · · · , hN

]
Yr,

B̂ = X∗r
[
h1, h2, · · · , hN

]T
, D̂ = h0.

4 Numerical example

The proposed approach is illustrated on the Los Angeles
Hospital building benchmark from the COMPleib library
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Algorithm 2: SMM-LF

Data: Input-output time-domain data
{uk, ỹk}, k = 0 . . . Ns − 1.

Solution:

1. Steps 1 and 2: same as in Algorithm 1.

2. Step 3: Apply the LF

a) Perform the FFT of hSMM to infer
frequency-domain data (18).

b) Build the Loewner matrix Lhh based on
half-half partitioning (15).

c) Perform a SVD of Lhh to determine the order
r.

d) Build the Loewner (Lalt,Lsalt) (9) based on
alternate partitioning (14), and the projection
matrices Xr and Yr from (12) with the order
r chosen previously.

e) Build the Loewner model (13).

[13], described by a 48th-order state-space model. It was
originally used in [2]. The system has one input and one
output. It should be noted that the proposed approach is
also applicable to systems of multiple variables.

To collect data, the high-order model is simulated using
a normally distributed random input signal. The sam-
pling period is Ts = 15ms and Ns = 1000 output sam-
ples yk are collected. Additive output Gaussian noise of
variance σ2 = 1 · 10−7 is then considered, as in (23); 50
different noisy data sets are generated.

Algorithms 1 and 2 are derived hereafter. The first
two steps are common to SMM-HF and SMM-LF and
are detailed in Sections 4.1 and 4.2. The procedure for
obtaining a reduced and parametrized model through LF
and HF is then detailed in Section 4.3.

4.1 Step 1: Choice of the hyper parameters

The cross-correlation is computed for every noise real-
ization and averaged. As represented on Figure 2, the
threshold value is chosen as in (27) with α = 0.4 and,
according to (26), L0 = 66 is taken, which slightly over-
estimates the order nx of the system. In the present case,
α = 0.4 is chosen to eliminate the cross-correlation coef-
ficient that are very close from the threshold ε.

The number of estimated Markov parameters is taken
equal to N = Nmax/4 = 217, and the corresponding ma-
trix U is full row rank, which means that the input u is
persistently exciting of order L0 +N .

The LS approach is applied and the resulting variance
estimate is σ̂2 = 1.27 · 10−7.

Figure 2: Choice of L0 using the average cross-correlation

Rỹu (L0 = 66).

4.2 Step 2: Impulse response estimation

Based on each noisy dataset {uk, ỹk}Ns−1
k=0 , the SMM ap-

proach is used to estimate the first N Markov coefficients
of the system, i.e. the first N samples of its impulse re-
sponse. As in [26], the fitting of the estimated impulse

response ĥ to the true system impulse response h is de-
fined by:

W = 100

1−

√√√√∑N
i=1(hi − ĥi)2∑N
i=1(hi − h)2

 , (31)

with h the average of the true Markov parameters h.
The fitting boxplot is given in Figure 3. The results cor-

respond to the ones presented in [26]: the SMM approach
outperforms the LS one by obtaining a better median fit.

LS SMM

44

46

48

50

52

54

56

58

60

Figure 3: Impulse response fitting for the LS and SMM
approaches.

4.3 Step 3: Model approximation and
reduction

The estimated impulse responses, denoted hLS and hSMM

for the LS and SMM approach respectively, obtained in
Step 2, one fore each noisy data set, are now used to ob-
tain a parametrized model of the system through LF and
HF.
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4.3.1 Loewner framework

Frequency-domain data is inferred by performing a fast
Fourier transform as in (18) of the SMM estimated im-
pulse response. For comparison purposes, frequency-domain
data is also estimated as the ration between the cross
power spectral density of u and y, and the power spectral
density of u, without taking noise into account. This last
approach is referred to as noisy LF in this paragraph.

Once frequency-domain data is obtained, the Loewner
pencil from (9) is then built using the two different data
partitioning techniques presented in [6] and recalled in
(14) and (15). A SVD is performed on the Loewner ma-
trix L to reveal the order of the underlying system. The
average decay of the normalized singular values is vis-
ible on Figure 4: while alternate partitioning gives al-
most full-rank Loewner matrices with both the noisy LF
and SMM-LF approaches, half-half partitioning leads to
a Loewner matrix of order 48 for the SMM-LF approach
and 60 for the noisy-LF approach (in average over the 50
noisy data sets). If allowing to approximate the order of
the underlying system, half-half partitioning leads to less
precise models, as highlighted in [6]. Descriptor models
are then obtained as in (13), based on alternate partition-
ing (14) as suggested in Algorithm 2. The order is chosen
as r = nx = 48.

50 100 150 200 250 300 350 400 450 500

10-15

10-10

10-5

100

Figure 4: Normalized SVD of the Loewner matrices built
with the frequency-domain data inferred from
the SMM approach or directly from the noisy
time-domain data (noisy LF ), and compared
with the SVD decay of the Loewner matrix ob-
tained with noise free frequency-domain data.
Two types of data partitioning are used as in
[6] to evaluate the order of the underlying sys-
tem under measurement noise.

As the LF interpolates the frequency-response, the ac-
curacy of the resulting models is evaluated in the frequency-
domain by WH , the normalized H2-error between their
frequency-response Ĥ(eıωi) and the one of the system
h(eıωi), evaluated at 200 frequencies log-spaced between

1 and 100rad.s−1:

WH =

√√√√∑N−1
i=0 (Ĥ(eıωi)−H(eıωi))2∑N−1

i=0 H(eıωi)2
. (32)

The fitting boxplot is given on Figure 5. The proposed
approach allows to obtain a better fit of the frequency
response in average. This is also highlighted by Figure
6 which represents the average frequency response of the
resulting models is given on for both orders. In addition,
the average value of WH for different reduction order is
visible on Figure 7, showing that the proposed approach
also leads to more accurate ROMs than noisy LF.

noisy-LF SMM-LF
0

0.5

1

1.5

Figure 5: Normalized H2-error WH between the resulting
frequency-responses and the one of the true sys-
tem.

100 101 102

-80

-75

-70

-65

-60

-55

-50

Figure 6: Average frequency-response obtained when ap-
plying the SMM-LF and noisy LF procedures.

4.3.2 Hankel framework

The Hankel pencil from (22) is built and a SVD is per-
formed on the Hankel matrix H to reveal the order of the
underlying system. The average decay of the normalized
singular values is visible on Figure 8 for the true Markov
parameters h of the system and the estimated ones hLS
and hSMM .

The same orders than for LF are chosen. As the HF
interpolates the frequency-response, the accuracy of the
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Figure 7: Evolution of the average frequency-domain er-
ror WH according to the reduction order for the
SMM-LF and noisy LF procedures.

10 20 30 40 50 60 70 80 90 100

10-15
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100

Figure 8: Normalized SVD of the Hankel matrices built
with Markov parameters estimated through the
LS and SMM approaches and with the true
Markov parameters of the system.

resulting models is evaluated in time-domain by Wh, de-
fined the normalized H2-error between their impulse re-
sponse ĥ and the one of the system h:

Wh =

√
‖ĥ− h‖22
‖h‖22

, (33)

The fitting boxplot is given on Figure 9, showing that
the SMM-HF approach from Algorithm 1 outperforms
the regular LS + HF approach. The average impulse re-
sponses are visible on Figure 10. In addition, the average
value of Wh for different reduction order is visible on Fig-
ure 11, showing that the proposed approach also leads to
more accurate ROMs than LS-HF.

5 Conlusions and outlooks

In this work, a method to handle noisy data in matrix pen-
cils frameworks, namely HF and LF, has been proposed.
It relies on the SMM approach to estimate the impulse
response of the system from a noisy data set. The im-
pulse response constitutes a non-parametrized model of
the system, which is then used in the HF or LF to obtain

LS-HF SMM-HF
0

0.5

1

1.5

Figure 9: Normalized H2-error Wh between the resulting
impulse responses and the one of the true sys-
tem.

0 2 4 6 8 10 12 14

-5

0

5

10

10-3

Figure 10: Average impulse response obtained when ap-
plying the SMM-HF and LS-HF procedures.

a parametrized model and to reduce it. As in [6] [19],
different data partitioning can be used to reveal the order
of the system. As opposed to existing works such as [12],
[21] and [9], the new method proposes a preliminary step
on the available data (the SMM approach), rather than
modifying the way of obtaining the model. A thorough
comparison between these methods and the proposed ap-
proach is left for future work (both in terms of compu-
tational complexity and also of accuracy of computed
models). Connections to newly-proposed work in [24]
could also be investigated (this work combines the clas-
sical Prony algorithm with the recently-proposed AAA
algorithm in [17], used also in [6]).

Future works will also investigate the impact of the
noise level on the accuracy of resulting models; pseudo-
spectrum analysis [5] will be included in the proposed ap-
proach. In addition, this work needs to be illustrated on
real-world data sets. The proposed approach could also
be used to improve the robustness to noise in the Loewner
Data-Driven Control (L-DDC) framework [11], and to in-
troduce a counterpart based on time-domain data relying
on the HF the same way L-DDC relies on LF.
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Figure 11: Evolution of the average impulse response er-
ror Wh according to the reduction order for
the SMM-HF and LS-LF procedures.
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