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Abstract:
High precision spectroscopy of highly charged ions demands ultra cold and stable en-
vironments, a prerequisite uncommon for their location of production. To evade this
difficulty, the CryPTEx-II experiment spatially separates the ion production from storage
by trapping these inside a cryogenic superconducting Paul trap. During this thesis, argon
ions were produced inside an electron beam ion trap and guided through a beamline
towards the Paul trap. The different charge states that made up the ion beam were
identified by their time of flight and a single charge state, Ar14+ , was selected. These
selected ions were decelerated and bunched inside a pulsed drift tube and injected into
a Paul trap biased to an elevated potential. Electrodes acting as mirrors for charged
particles reflected the ion bunch multiple times inside the trap. Meanwhile, a Coulomb
crystal of Be+ ions cooled the reflected ions sympathetically. Finally, Ar14+ ions were
stopped inside the crystal, demonstrating the successful transfer of a highly charged ion
into an ultra cold environment suitable for precision spectroscopy.

Zusammenfassung:
Die Hochpräzisionsspektroskopie hochgeladener Ionen erfordert eine extrem kalte und
stabile Umgebung, eine Voraussetzung, die für den Ort ihrer Erzeugung ungewöhnlich
ist. Um diese Schwierigkeit zu umgehen, trennt das CryPTEx- II-Experiment die
Ionenproduktion räumlich von der Speicherung, indem es diese in einer kryogenen
supraleitenden Paul-Falle einfängt. Im Rahmen dieser Arbeit werden Argon-Ionen in
einer Elektronenstrahl-Ionenfalle erzeugt und durch ein Strahlrohr zur Paul-Falle geleitet.
Die verschiedenen Ladungszustände, aus denen der Ionenstrahl besteht, wurden anhand
ihrer Flugzeit identifiziert und ein einziger Ladungszustand, Ar14+ , ausgewählt. Die
ausgewählten Ionen wurden in einer gepulsten Driftröhre abgebremst und gebündelt und
in eine auf ein erhöhtes Potenzial gesetzte Paul-Falle injiziert. Elektroden, die als Spiegel
für geladene Teilchen fungierten, reflektierten das Ionenbündel mehrfach innerhalb der
Falle. In der Zwischenzeit kühlte ein Coulomb-Kristall aus Be+ -Ionen die reflektierten
Ionen sympathetisch ab. Schließlich wurden die Ar14+ -Ionen im Inneren des Kristalls
gestoppt, was den erfolgreichen Transfer eines hochgeladenen Ions in eine ultrakalte, für
die Präzisionsspektroskopie geeignete Umgebung demonstrierte.
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1 Introduction

Today, modern physic can describe most of the nature with only four fundamental
interactions, three of which are described in the so-called standard model of particle
physics [1]. However, we know that the standard model has difficulties explaining certain
phenomena, such as the asymmetry between matter and antimatter or the accelerated
expansion of the universe [2, 3]. The latter could be explained by the existence of a
so-called dark energy. Therefore, physicists around the world try to expand our knowledge
by searching for unknown particles, forces or merely hints of new physics like dark energy.

This search is done at multiple frontiers, using different approaches. Large facilities
like CERN or Fermilab carry out experiments at extremely high energies, searching for
new particles, resulting, e.g., in the discovery of the Higgs boson. On the other side of
the spectrum, experiments operating at low energy and high precision can also probe
our theories for the search for new physics. One example is the measurement of parity
nonconservation in atomic transitions to test the electroweak unification [4].

With such precision experiments, a whole range of tests can be done, for example, to
investigate whether the fundamental constants are in fact truly constant. Some theories
of physics beyond the standard model predict variation in, e.g., the fine structure constant
α = e2/~c [5]. Evidence for deviations was already observed in the spectra of quasars
[6]. A proposed shift of α due to increased gravitation is proposed to lie in the order of
10−19yr−1 on earth [6].

Since the fine structure constant is the coupling strength of the electromagnetic force,
a test on based on spectroscopy would be a natural choice. The method of observing
light for its spectral information, pioneered by Kirchhoff and Bunsen [7], probes the
internal configuration of atomic or ionic systems. This also found use in metrology,
offering a new definition of the second with the microwave spectroscopy of caesium [8].
A more recent approach to time or frequency metrology is the use of optical atomic
clocks, operating in the visible spectrum of electromagnetic radiation. These often use
experimental setups like optical lattices or ion traps, which feature the ability to do
spectroscopy on well-defined systems [9, 10].

However, the sensitivity of a transition to variations of α is dependent on the relativistic
contribution of the involved energy levels [11]. Therefore, highly charge ions (HCIs) offer a
higher sensitivity compared to neutral atoms or singly charged ions, due to their increased
coupling between the nuclei and their residual electrons. This characteristic gave rise to
the interest in optical atomic clocks based on transitions in HCIs [12]. Even though this
advantage and other features of HCIs, such as robustness against external fields, seems
promising, the production and handling of HCIs is subject to certain difficulties. In
nature, HCIs only occur in extreme places, like the sun’s corona [13]. Highly charged ions
are produced with high energies due to their subsequently increasing ionization energy,
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Chapter 1. Introduction

resulting in extreme temperatures. This renders high precision spectroscopy impossible
due to Doppler broadening of spectral lines [14].

The cryogenic Paul trap experiment II (CryPTEx-II) aims to overcome this problem
by sympathetic cooling of retrapped HCIs. Its predecessor, CryPTEx, trapped HCIs
inside a cryogenic Paul trap for the first time, demonstrating a process enabling high
precision spectroscopy of HCIs [15]. Both experiments and a “sister setup” at the
physikalisch-technische Bundesanstalt (PTB) are based on the same principle. HCIs are
produced inside an electron beam ion trap, a device capable of producing high charge
states through electron impact ionization. The ions are then transferred into a Paul
trap, where they are stopped inside a laser cooled Be+ ion ensemble. This offers the
possibility of single ion spectroscopy by methods like quantum logic spectroscopy [16].
The setup at the PTB operates already as an atomic clock and showed promising results
[17]. CryPTEx-II is intended to further advance the ongoing experiments. Therefore,
the ions are trapped inside a superconducting cryogenic Paul trap [18]. In combination
with a newly build XUV frequency comb [19], this setup will allow probing HCIs for
their internal states, in the end representing an atomic clock.

Every clock needs its oscillator and in this work, the crucial process of retrapping an
HCI is implemented in our setup, starting with the production of HCIs inside an EBIT.
These get transferred to the Paul trap setup via a beamline, providing a selection method
to differentiate the individual charge states of the produced HCIs. After selection, the
ion beam will be decelerated and finally injected into the Paul trap. Through reflection
between two mirror electrodes at both ends of the radio frequency field, the ions will be
reflected through a Be+ Coulomb crystal until sympathetic cooling reduced the kinetic
energy so far that the HCIs will be caught inside the Paul trap centre.
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2 Theoretical background

In this chapter, the theoretical background for the following measurements and experi-
ments is introduced. Section 2.1 gives an overview of the electron beam ion trap (EBIT)
and explains how highly charged ions are produced. Subsequently, Section 2.2 describes
how electric fields can be used to transport and influence charged particles. Afterwards,
Section 2.3 covers the ideal Paul trap and how it is used to store charged particles,
Section 2.4 explains how lasers can be used to cool atomic or ionic systems and lastly
section 2.5 explains the concept of retrapping an HCI.

2.1 Electron beam ion trap

Electron beam ion traps can be used to produce and store highly charged ions (HCIs).
The EBIT was developed at the Lawrence Livermore National Laboratory by Levine et
al. [20]. EBITs trap ions with a magnetically compressed electron beam and a positive
electric potential provided by trap electrodes. At first, EBITs were used to study HCI
interactions and spectra, as well as plasma behaviour without the need to build large
accelerators or plasma experiments like Tokamaks, but EBITs can also be used as a
source for HCIs to provide them for other experiments or applications [20].

In this work, a so-called Heidelberg Compact electron beam ion trap (HC-EBIT) was
used to produce highly charged argon ions [21]. In this section, the working principle of
an EBIT and the important electronic processes are discussed to see how the high charge
states are produced and how charge states evolve over time.

2.1.1 Working principle of an electron beam ion trap

In Figure 2.1, the schematic depiction of an EBIT is shown, including the relevant
potentials, particles and magnetic fields. According to Earnshaw’s theorem [22], a
charged particle cannot be trapped solely by electric or magnetic static potentials in a
source free space. Thus, an EBIT uses two different electric potentials, only one of which
is source free, evading the restrictions of Earnshaw’s theorem. For particle confinement in
the direction of the electron beam, the so-called axial direction, the trap uses electrostatic
fields supplied by cylindrical trap electrodes, so-called drift tubes. To restrain the charged
particles in the remaining two spatial dimensions, the so-called radial direction, the EBIT
makes use of the space charge of the compressed electron beam. Thus, the potential
landscape of an EBIT has a potential well in all three spatial dimensions.

The main components needed to produce an electron beam are an electron gun followed
by an inhomogeneous magnetic field and a collector electrode. To generate a stable
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Chapter 2. Theoretical background

Figure 2.1: Simplified depiction of the fundamental parts and potentials of an EBIT. Top:
Schematic of the essential parts of an EBIT with trap electrodes (white) for axial
confinement, the electron beam (blue) is emitted by the heated cathode of the
electron gun, compressed by a magnetic field (orange magnets) and neutralized
inside the collector. Bottom: Ions (red) are axially confined by the potential
provided by positively charged drift tubes and radially confined by the space charge
of the electrons (blue). Taken from [23]

.

electron beam, electrons are thermionically emitted by a heated cathode and accelerated
by a voltage bias between the cathode and an anode directly in front of the cathode. The
magnetic field compresses the diameter of the electron beam to focus it in the trap centre
in between the drift tubes. After passing the drift tubes, the electron beam expands due
to the lack of the magnetic field, is decelerated by an electric field, and dumped on the
collector electrode. The drift tubes are six electrodes, three of which allow control over
beam properties, while the residual three electrodes act as trapping electrode. These will
be set to a positive voltage to produce a potential minimum in which the HCIs can be
trapped. Therefore, the outer drift tubes are set to higher voltages than the central one.

All processes, including production and storage of HCIs happen inside this central
drift tube. To produce and store ions, a neutral gas jet is injected into this region. By
colliding with the electron beam, the neutral atoms become ionized via electron impact
ionization (EII) and start to be affected by the space charge and attracted towards the
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2.1. Electron beam ion trap

trapping potentials minima. This leads to further ionization by subsequent EII until
the energy of the electrons no longer exceeds the ionization energy of the least bound
electron.

2.1.2 Electronic processes

Inside the trap centre, a variety of different processes and interactions happen between
the ions, the incoming neutral atoms, residual gas and the electron beam. An overview of
most processes is given in [24]. In the following section, only the main processes important
for the charge state distribution and evolution will be discussed. This description follows
[25] and [26] in their explanation of the processes inside an EBIT.

Electron impact ionization

If the energy Ee of an electron e− exceeds the ionization energy Ip of an atom or ion A,
it can ionize A by impact ionization. Hereby, the charge state q will be increased by
one. Assuming a typical cross-section of 1016cm2 for EII and typical EBIT operation
conditions for the electron beam current density of 1022e s−1 cm−2 leads to an initial
ionization rate in the MHz range [26]. As we will see, this makes EII the dominant
process occurring in an EBIT. Because of the high energy of the electron beam, the
atoms do not only get ionized into the first charge state, but subsequently reach higher
charge states by continuous electron bombardment until the ionization energy overcomes
the electron beam energy.

Aq+ + e−(Ee) −→ A(q+1)+ + e−(E1) + e−(E2). (2.1)

Here E1 and E2 denotes the energy of the two out coming electrons, for which Ee − Ip =
E1 +E2 holds true. A semiempiric estimation for the cross-section σEII of this interaction
is given by [27] with

σEII = 4.49× 10−14cm2 eV2 N

I2
p

ln (u+ 1)

u+ 1
, (2.2)

where u = Ee/Ip − 1 and N is the number of equivalent electrons in the same shell.

Radiative recombination

Ions can also absorb a free electron under emission of a photon. This process of radiative
recombination (RR) lowers the charge state by one.

Aq+ + e− −→ A(q−1)+ + ~ωRR. (2.3)

The energy of the photon Eγ = ~ωRR = Ee + Ip is given by the conservation of energy as
the energy of the electron Ee and the binding energy of the ion in the final state Ip. The
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Chapter 2. Theoretical background

cross-section σRR can be estimated by a semi-empirical formula from [28] as

σRR =
8παλ2

Cχ

3
√

3
ln

(
1 +

χ

2(n0)2
eff

)
with χ = 2Z2

eff

IH

Ee
, (2.4)

the fine structure constant α, the electron Compton wavelength λc = 3.861× 10−11 cm
and IH the ionization potential of the hydrogen atom. The parameters Zeff = 0.5(Z + q)
and (n0)eff = n0 + (1−Wn0)− 0.3 depend on the charge state q, the nuclear charge Z,
the valence shell number n0 and the ratio Wn0 between the number of occupied states
and the total number of states [25].

Charge exchange

Another process, taken into account here, is the interaction between the ions and a
neutral atom B. These could be residual gas left inside the vacuum system or unionized
atoms from the injection system. By collision, B gets ionized and A gains one electron,
thereby lowering the charge state.

Aq+ + B −→ Aq−1 + B+ + ~ωCX. (2.5)

Such low collision energy interactions have a cross-section

σCX = 1.4310× 10−12q1.17I−2.76
p , (2.6)

estimated in [29], where q is the charge state of the ion and Ip is the ionization energy of
the neutral atom.

2.1.3 Charge-state distribution

With the processes described above, one can calculate the individual density rates R at
which ions are produced and increase or decrease their charge state.

REII
q→q+1 =

Je
e
nq σEII f(re, ri),

RRR
q→q−1 =

Je
e
nq σRR f(re, ri),

RCX
q→q−1 = n0(pin)nqσCXv̄q,

(2.7)

Here, Je is the electron beam current density, nq the ion density, f(re, ri) an overlap
factor between the beam re and the ion cloud ri, n0 the neutral gas density, which
depends on the injection pressure pin, and vq the velocity of the ions according to the
Maxwell-Boltzmann distribution.

For the total rate equation, we also have to account for the escape of ions from the
trap. This depends on the depth of the trapping potential, and therefore differs for axial
or radial escape.

Resc
q = −nqνq

(
e−ωq

ωq
−√wq [erf(ωq)− 1]

)
, with ωq =

eZqVω
kBTq

, (2.8)
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2.1. Electron beam ion trap

with the total Coulomb collision rate νq, the Boltzmann factor kB, the temperature Tq
and the depth of the potential well Vω, either in axial direction Vax, or radial direction
Vrad. Taking now all these rates into account, the overall rate Rtot

q , and hence also the
single charge states q can be written down as

Rtot
i =

dntot
i

dt
= REII

q−1→q −REII
q→q+1 +RRR

q+1→q −RRR
q→q−1 +RCX

q+1→q −RCX
q→q−1

−Rradesc
q −Raxesc

q .

(2.9)

This can be numerically calculated, seen for example in [25] or [30] to obtain the evolution
of charge states depending on the number of injected atoms or breeding time.

2.1.4 Extraction

In this work, the EBIT is used as a source of HCIs. Thus, a way of extracting the
ions from the trap is needed. By raising the potential of the innermost trap electrode
above the potential of the outer electrodes, one can kick out the ions axially in one pulse.
This extraction usually takes place with a certain frequency, allowing a similar charge
state distribution every extraction. The emitted ion bunch is characterized by two main
properties that will be described in the following.

Beam velocity

The energy Eion of the HCIs mainly depend on the acceleration caused by the higher
potential of the inner trap electrode, as well as the thermal energy ET gained inside the
EBIT and the potential from the space charge φSC [30]. Therefore, an ion with charge
state q has the energy

Eion = qe(κφkick + φSC) + ET , (2.10)

with a correction factor κ accounting for ions that leave the trap before reaching φkick,
but already high enough to leave the axial confinement.

For further calculations, we can neglect the effect of the space charge potential and
the thermal energy of the ions. The former effect would lower the ion’s energy and the
latter one is negligible when investigating the ion energy, but contributes to the energy
spread ∆Eion of the ion bunch. κ can be set to κ ≈ 1, because of the low kick voltage
used during the experiments [30]. This leaves us

Eion ≈ qeφkick , with ∆Eion ≈ ∆ET . (2.11)

The energy of the ion is translated into kinetic energy while leaving the trap, hence the
velocity vion can be estimated as

vion =

√
2Eion

m
=

√
2qeφkick

m
. (2.12)
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Chapter 2. Theoretical background

Beam divergence

Due to the temperature T inside the EBIT, the emitted ions not only obtain the above
described mean velocity along the beam axis, but also statistically distributed velocities
components in all directions. Therefore, the beam also possesses a radial velocity
distribution. These components will lead to a broadening of the beam described by the
emittance ε of the beam, given by

ε = πrr′, (2.13)

where r is the waist diameter of the beam and r′ is the divergence angle of the beam.
The emittance of an EBIT is given by [31]:

ε = πR80

√
T

qeφkick

=
πR80

√
2T√

mvion

, (2.14)

with R80, the beam diameter containing 80% of all ions. One should note that this radius
depends on the distribution describing the ions’ velocity. Thus, we see that the due to the
temperature distribution of the ions inside the beam, repetitive refocusing of the beam
along its further path is necessary. Additionally, the space charge of the ions themselves
leads to a broadening of the ion beam. This is further discussed in [32]. Besides, we see
that the emittance also depends on the ion velocity. The beam will diverge more for
small axial velocities.

2.2 Ion optics

As shown in the last chapter, the ion beam leaving the trap needs to be refocused to
compensate for the emittance of the beam. To gain control over charged particles, one
can use interactions with other charged surfaces or particles to deflect, accelerate, or steer
the beam. Because of strong parallels between optical components affecting a laser beam
and electronic components affecting a charged particle beam, these electrical components
are often referred to by the name of their optical counterpart. Steering, refocusing and
deceleration take place inside a beamline. It contains several electrostatic elements for
beam manipulation, but also a dynamical system used to decelerate the ions. This is
described in section 2.2.3.

2.2.1 Electrostatic optics

For the purpose of beam focusing or steering, the beam is interacting with different
potentials applied along the beamline. As stated above, the electrodes supplying these
potentials are ion optical elements, or electron optical elements, referring to their first
use in electron microscopes [33]. The theoretical description of the electrodes specified
below and the effect of the electric fields follows [34]. A deeper analysis of electrostatic
components and their influence on charged particle beams is given in [35].
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2.2. Ion optics

Trajectories in electromagnetic fields

To describe the full motion of an ion in the presence of electromagnetic fields, we need to
derive the equation of motion for a charged particle with mass m, charge state q and
velocity vector ~v in the presence of an electric potential φ and a magnetic potential ~A,
following the description in [32]. These can be derived by the Lagrange formalism from
the Lagrangian L of said particle, which is given by [36]

L =
−mc2

γ
− qeφ+ qe ~A~v. (2.15)

Here c is the speed of light, e the elementary charge and γ is the Lorentz factor given by

γ =
1

1− β2
with β =

v

c
. (2.16)

This Lagrangian obeys the Euler-Lagrange equation:

d

dt

∂L

∂ṡi
− ∂L

∂si
= 0, (2.17)

with the generalized coordinates ~s. Here and in the following, subscript i denotes the
component of the mentioned vectors. Now we want to use the spatial coordinate ~r and
its time derivative, the velocity ~v. Therefore, we get

d

dt

∂L

∂vi
=

d

dt
(γmvi + qeAi) =

d~pi
dt

+ qe
dAi
dt

,

∂L

∂ri
= ∇iL = −qe∇iφ+ qe∇i (Aivi) .

(2.18)

with the relativistic momentum ~p = γm~v. By transforming the second equation using
Grassmann’s identity and inserting everything in eq. (2.17), we obtain an equation for
the momentum of the particle given by

d~p

dt
= qe

(
−∇φ− ∂ ~A

∂t

)
+ qe

(
~v ×

(
∇× ~A

))
. (2.19)

This equation describes the whole trajectory in arbitrary potentials. This equation can
be rewritten in terms of the magnetic field ~B and the electrostatic fields ~E, using

~E = −∇φ− ∂ ~A

∂t
and ~B = ∇× ~A. (2.20)

With this, the equation of motion based on the Lorentz force ~FL is derived:

d~p

dt
= qe

(
~E + ~v × ~B

)
=: ~FL. (2.21)
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Chapter 2. Theoretical background

This equation of motion also holds for relativistic particles. However, the velocities
reached in this work do not extend into relativistic regions. For an Ar14+ ion being
extracted from an EBIT with a kick potential around 1 kV,we obtain with eq. (2.12) a
velocity of:

vion =

√
2 · 14 · e · 1000 V

40 · 931.5 MeV c−2 ≈ 0.000 725 9 c = 217.6 km s−1. (2.22)

This allows for a non-relativistic treatment of all processes in this section. Furthermore,
all relevant elements used in the setup employed for this thesis only feature electrostatic
systems without any magnetic fields. Hence, we also neglect the magnetic part of the
Lorentz force and the electric field and get

~F = qe ~E = qe~∇φ. (2.23)

In a first step, this equation will be solved for a constant force ~F generated by an
electrostatic potential [30]. By integration ~̈r = ~a0 = const. of the equation above, we
obtain the trajectory

~r =
~a0

2
t2 + ~v0t+ ~r0. (2.24)

with the initial values ~r0, ~v0, and ~a0, of particle position, velocity and acceleration,
respectively. Now we insert the initial values for an ion beam leaving an EBIT, described
in section 2.1. Therefore, we set ~v0 = ~vion, ~r0 = 0 and ~a0 = 0. Given the electrostatic force,
this can be rewritten with ~a = ~F/m and a newly defined time parameter τ =

√
qe/mt,

to form a new equation of motion.

~r(τ) =
∇φ
2
τ 2 +

√
2φkickτ. (2.25)

We see that in electrostatic potentials, the trajectory should not depend on the charge
state of the ion. This does not hold true for their time of flight. Two ions A and B with
charge state qA and qB, respectively, arrive at a certain position ~r, e.g. a detector in our
experiment, at the same value of τ .

τA = τB ⇐⇒
√
qAe

mA

tA =

√
qBe

mB

tB, (2.26)

which leads to

tA =

√
qBmA

qAmB

tB. (2.27)

Neglecting the small mass difference between ions of single element in different charge
states, which is small due to the small electron mass, we can calculate the time of flight
for ion A depending on the singly charged ion C of the same mass to be

tA =
tC√
qA

. (2.28)
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2.2. Ion optics

From eq. (2.21) alone, the whole trajectory of the individual ions flying inside the
beam could be calculated. For some field configurations, the trajectory of a single
charged particle can be solved analytically. However, for an ion beam consisting of many
particles travelling through a complex potential landscape, numerical simulations are
used. To illustrate the function of basic electrostatic components, the trajectories of a
single charged particle for two simple field configurations are analytically derived in the
following.

Unitary field

Two cases for the orientation of electrostatic fields are discussed in the following, which
can be used to reconstruct all potentials along the beamline. First a potential change
along the flight path of a charged particle and then a potential change perpendicular to
the path will be described. The description follows [34].

Parallel electric field First, a potential change along the flight path of a particle with
mass m and charge state q is discussed. Therefore, a two-dimensional coordinate set is
used with the directions z and r. The particle encounters an acceleration mz̈ = qeE in z
direction through the E-field, by the potential changing from V1 to V2 (V1 < V2) over
the length L. It enters the potential on an angle α1 with respect to the z axis. It only
possesses kinetic energy qeV1 in flight direction. In this case, we can solve the equation
eq. (2.21) by integration with the given start values and obtain the motion in the z-r
plain as a function of time:

ż =
qeE

m
t+ v1 cosα1, z =

qeE

2m
t2 + v1 cosα1t, (2.29)

ṙ = ṙ1 = v1 sinα1, r = v1 sinα1t. (2.30)

Here v1 is the velocity of the incoming particle originating from the kinetic energy
mentioned above with v1 =

√
2eqV1/m. In these equations, the time t can be eliminated

by solving eq. (2.29) for t with respect to z to obtain a trajectory r(z):

t =
mv1

qeE

(√
cos2 α1 +

E

V1

z − cosα1

)
, (2.31)

r(z) =
2V1

E
sinα1

(√
E

V1

z + cos2 α1 − cosα1

)
. (2.32)

From this trajectory, we can now calculate the distance r2 from the z axis at z = L,
where the particle leaves the potential change. Therefore, we rewrite from the definition
of the E-field

E

V1

=
1

L

(
V2

V1

− 1

)
. (2.33)
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Chapter 2. Theoretical background

Figure 2.2: Trajectory (red) of a charged particle in parallel electric field. The potential along
the flight path declines V1 to V2, indicated by thin black equipotential lines. Below,
the potential along the z axis is shown. Adapted from [34]

Using this we obtain r2 as

r2 =
2L sinα1

V2

V1
− 1

(√
V2

V1

− sin2 α1 − cosα1

)
(2.34)

To obtain the slope of r2 with respect to z we use eq. (2.32), solving for r with respect
to z and set z = L. This yields:

r′2 = sinα1

(
V2

V1

− sin2 α1

)− 1
2

(2.35)

From this we can now derive a “refractive index” for charged particles. For this, we use
the geometrical interpretation of r′2 by rewriting it to

r′2 = tanα2 =
sinα2√

1− sin2 α2

(2.36)

and putting it into eq. (2.35) we get

sinα2

sinα1

=

√
V1√
V2

(2.37)

This equation is very similar to its optical counterpart: Snell’s law of refraction. Here√
V1 and

√
V2 act as the effective refractive index of their potentials V1 and V2. However,

12



2.2. Ion optics

it is only fully equivalent for an infinitesimally small L and therefore no deviation r2 to
the z axis.

All calculations above can also be done with V1 < V2, leading to a deceleration of the
particle. This scenario features a special solution, when the term under the square root
in eq. (2.35) becomes negative. This is equivalent to the reflection of the particle and
will lead to a parabolic trajectory of the particle. The first few steps of the calculation
are the same until we solve eq. (2.30) for t and insert it into eq. (2.29) and consequently
obtain

z =
E

4V1

r2

sinα1

+
r

tanα1

. (2.38)

From this we can also calculate the turning point inside the potential and the deviation
in r with

rm = −2
V1

E
sinα1 cosα1 (2.39)

zmax =
E

4V1

r2
m

sin2 α1

+
rm

tanα1

=
V1

E
cos2 α1 (2.40)

Perpendicular electric field After getting the motion of an ion in a parallel electric
field, we also want to look at the motion of an ion in perpendicular potential gradients.
Therefore, we choose a potential over the length of L along the z axis. The particle again
only possesses kinetic energy of qeV0. The potential along the original flight path is V0

and it is linear in both directions along the electric field vector. Thus, we get the radial
deflection force:

qeE = mr̈. (2.41)

By simple integration with the starting parameters r, z = 0 we obtain

r =
qeE

2m
t2. (2.42)

By replacing t with t = x/v0, where v0 =
√

2qeV0/m is the initial axial velocity we
obtain

r =
E

4V0

z2, r′ =
E

2V0

z, (2.43)

and therefore at the end of the potential at r = L

r1 =
E

4V0

L2, r′1 =
E

2V0

L. (2.44)

For small deflection angles α we can now replace the tangent with the angle and get the
deflection angle with

α =
EL

2V0

. (2.45)
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Chapter 2. Theoretical background

Figure 2.3: Trajectory (red) of a charged particle in a perpendicular electric field. The thin
black lines indicate equipotential lines. Below, the potential along the r axis is
shown. Adapted from [34].

Here we see that the flight path of a charged particle can be steered by suitable electric
fields. However, this effect causes an energy dispersion, since α depends on the particle
energy Eion = qeV0. This is not of concern for particles of different charge states
accelerated by the same voltage. Even though they differ in kinetic energy, the differences
drops out due to a stronger deflection force which also scales with qe, as seen above.

2.2.2 Electrostatic systems

The above described behaviour of charged particles in a potential landscape is already
sufficient to describe all ion optical elements used in this work and also many more
commonly used in different experiments.

A perpendicular electric field can simply be generated by a parallel plate capacitor
along the beam. By combining two capacitors, one rotated by 90° with respect to the
other one, one can steer the propagation direction in the whole plane.

On the other side, an electrostatic bender can be used to redirect the beam around
corners, and also has a focusing effect on the beam [37]. In the following, a particular
important component will be described: the einzel lens.

Einzel lens

One implementation to focus an ion beam is a so called einzel lens. It consists of three
cylindrical electrodes along the beam axis, one inner and two outer ones. These outer
ones are set to the same voltage. Typically, they are set to ground. The inner one is
then set to either a negative or positive voltage.

Depending on the charge of the beam, these correspond to the two possible operation
modes of the einzel lens: deccel-accel or accel-deccel. This refers to the ion velocity either
being first accelerated and then decelerated by the voltage of the inner electrode or vice
versa. In both cases, the velocity after the lens equals the velocity before the lens. In
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2.2. Ion optics

the accel-deccel mode, the outer electrodes act as focusing lenses on the beam, while the
inner electrode acts as a de-focusing element. In the deccel-accel mode, the roles are
switched, and the inner electrode has the focusing effect. In the end, both modes achieve
a focusing on the beam. However, the deccel-accel mode has a higher refractive power,
due to the slower moving ions in the focusing element [32].

2.2.3 Deceleration in electrodynamic fields

Next to all electrostatic elements inside, the beamline is also equipped with one electro-
dynamic system. This is used to decelerate and bunch the ions. For this, a potential
with a linearly increasing part is used. The potential along the flight axis z is given by
an average potential φavg and the difference φdiff between the upper potential and the
lower potential.

φ(t, z) = Θ(ts − t)


φavg − φdiff

2
z < z0.

φavg + φdiff

(
z−z0
dz
− 1

2

)
z0 < z < z0 + dz.

φavg + φdiff

2
z > z0 + dz.

(2.46)

Here, Θ is the Heaviside step function, depending on the time t and the switching time
ts, z0 is the start of the linear increase and dz is its length. The potential can be seen in
the middle of fig. 2.6. The switching time is an experimentally chosen moment, when the
whole potential is set to zero. The ions will lose the potential part of their energy and
will be left with a lower kinetic energy. So if the switching time is set in such a way that
the ions are located on the linear increasing part of the potential, the ions lose energy
according to

Eloss(z) = qe

(
φavg + φdiff

(
z − z0

dz
− 1

2

))
. (2.47)

Thus, the ion cloud still has an energy spread leading to a distribution along the flight
axis. Therefore, the loss of energy also depends on the energy of the individual ions. The
position is given by z(t) = viont with the ion velocity from eq. (2.12). Considering that
the energy spread to arise from the thermal distribution with ∆E = ET like we did in
section 2.1.4, we can calculate the spread in z to be

z(ts) = vionts =

√
2Eion

m
ts with ∆z(ts) =

√
2

mEion

ts · ET . (2.48)

This leads to an energy loss according to

∆Eloss(z) =
qeφdiff

dz
·∆z(ts). (2.49)

Thus, we see that faster ions will climb higher up the potential and lose more energy
than slower ions, who will lose less energy. Therefore, the energy distribution will become
narrower.
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Chapter 2. Theoretical background

2.3 The ideal Paul trap

Through the potentials inside the beamline described above, HCIs are transferred to
the central piece of the experiment: a linear Paul trap. As mentioned in section 2.1,
we still need a way of storing charged particles in accordance to Earnshaw’s theorem.
Therefore, the Paul trap makes use of a dynamic quadrupole potential switched with
a radio frequency, hence why it is sometimes also called a quadrupole trap or radio
frequency trap. In the following, the fundamentals of the Paul trap will be explained
based on the description [9, 38]. The basis of the Paul trap is a quadrupole electric field.
In a linear Paul trap, this is produced by four hyperbolically shaped electrodes. The
general quadrupole potential has the form

ΦQP(x, y, z) = Φ0(ax2 + by2 + cz2). (2.50)

The parameters a, b and c are constrained by the Laplace equation ∆Φ = 0, which
yields a+ b+ c = 0. In a linear Paul trap, the quadrupole field is only two-dimensional,
without any contributions along the z axis. Therefore, we have z = 0 and a = −b and
can simplify eq. (2.50) to

ΦQP(x, y, z) = Φ0
x2 − y2

r2
0

, (2.51)

with the spacing r0 between the electrodes and the centre of the trap.

This potential forms a saddle-like structure, shown in fig. 2.5, and, in static form, is
not yet usable to trap ions. In x direction, the ion encounters a potential barrier and
consequently a force preventing it from escaping in this direction. In y direction, on the
other hand, the potential drops, resulting in a force that drives the ions away from the
trap centre. To achieve a confinement in both directions, the potential of the electrodes
has to switch sign, leading to the same effects mentioned above, only in the other spatial
direction. To achieve this inside a Paul trap, the quadrupole field will oscillate between
these two configurations with the frequency Ω. Therefore, Φ0 is made time dependent
with an amplitude V0 resulting in

Φ0(t) = V0 cos Ωt. (2.52)

For a correct frequency Ω, mostly in the radio frequency region, hence the name, a
stable and closed trajectory of a charged particle inside the potential can be achieved.
In this case, the ion will no longer experience the static quadrupole field, but a time
averaged pseudo potential well. This leaves the z direction as the only direction with no
trapping potential. Through additional electrodes inside the trap or along the hyperbolic
electrodes, a static electric potential can be applied along the z axis, shown in fig. 2.4.

Φz =
κUz
z2

0

(
z2 − x2

2
− y2

2

)
. (2.53)
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2.3. The ideal Paul trap

Figure 2.4: Geometry of a linear Paul trap with approximately hyperbolic trap electrodes. All
electrodes are supplied with the quadrupole potential, while the segmentation
allows a additional electrostatic potential supplied to the outer electrode (magenta),
for axial confinement inside the central electrodes(cyan). Taken from[39].

This potential Φz depends on the voltage applied at these so-called DC electrodes, a
geometrical factor κ < 1 and their distance to the trap centre z0 Now, we can present
the total potential in the trap centre, given by

Φ(x, y, z, t) = V0 cos Ωt
x2 − y2

r2
0

+
κUz
z2

0

(
z2 − x2

2
− y2

2

)
. (2.54)

From Newtonian mechanics and Maxwell’s equations we know that a potential φ(t) exerts

the force ~F onto a particle with mass m, changing its trajectory ~r. Note that in the
following Q denotes the charge state including the elementary charge with Q = qe, to
distinguish it better from other parameters. This leads us to

~F = m~a⇒ ~̈r =
~F

m
= −Q

m
∇Φ(t). (2.55)

From eq. (2.55), we can derive the equation of motion in x, y and z from the potential.

ẍ = −2Q

m

(
V0 cos Ωt

r2
0

− κUz
2z2

0

)
x,

ÿ = −2Q

m

(
−V0 cos Ωt

r2
0

− κUz
2z2

0

)
y,

z̈ = −2Q

m

κUz
2z2

0

z.

(2.56)

By defining the dimensionless parameters a and q

ax,y =
4Q

mΩ2

(
−κUz
z2

0

)
, az =

8QκUz
mΩ2z2

0

, (2.57)

qx,y = ∓ 4QV

mr2
0Ω2

, qz = 0. (2.58)
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Chapter 2. Theoretical background

(a) (b)

Figure 2.5: (a) static quadrupole potential, resulting in a confinement in y direction. (b)
pseudo potential of a Paul trap resulting from the time averaging of an oscillating
quadrupole field.

we can simplify the equations of motion to:

ü+
Ω2

4
(au − 2qu cos Ωt)u = 0, withu = x, y, z. (2.59)

This is a so-called Mathieu equation. These offer two types of solution for the Paul
trap: unstable solutions, where the trajectory grows exponentially, and stable solutions
with closed trajectories. Most Paul traps are operated on a parameter region of au and
qu where the following is valid :

|au| � qu � 1 foru = x, y, z (2.60)

This so-called adiabatic approximation features a small parameter subset for the stable
solutions of Equation (2.59). Therefore, we can write down the approximate solution to
the Mathieu equation:

u(t) = u1 cos Ωut
(

1 +
qu
2

cos Ωt
)
. (2.61)

Here Ωu with its amplitude u1 is the so-called secular frequency given by

Ωu ≈
Ω

2

√
au +

q2
u

2
. (2.62)

This solution allows a long storage of ions inside the trap centre. In a real trap, the
storage time has restrictions due to real world effects like non-perfect vacuum or external
heating of the ions. This can lead to a loss of the ion.
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2.4. Laser cooling

2.4 Laser cooling

To reduce the ion motion and gain longer storage times inside the Paul trap, a cooling
method is needed to reduce the ions’ energy. A suitable method is the direct laser cooling
of an ion. To cool an atomic or ionic system via laser cooling, a specific level structure of
the system is needed, which may not be present for every ion or atom. Therefore, also a
second method, which does not rely on the ions’ ability to be laser cooled, is discussed.
The so-called sympathetic cooling, solves this problem by trapping an ion together with
another -coolable- species, exchanging heat via Coulomb interaction. The description
follows [40].

2.4.1 Doppler cooling

Doppler cooling is the most widely used laser cooling method to reduce the motion
of trapped ions. The cooling process makes use of the momentum transfer caused by
absorption and emission of photons. Not all ions are capable of being Doppler cooled.
In order to be suitable, the atomic level structure needs to possess a transition that
fulfils three criteria. Firstly, the transition needs to be fast decaying. Hence, most used
transitions are dipole-allowed transitions. Secondly, the transition needs to be closed,
meaning the excited state can only decay into one ground state, which can be exited
again and not into a third state, which would leave the ion insensitive to the laser. The
last criterium is that the transition has to be accessible by lasers. Thus, only transitions
in or close to the optical regime can be used, excluding man transition e.g. in the x-ray
regime.

If a photon with the right wavelength λ hits the ion, it can be absorbed, leading to
excitation. Therefore, the ion gains the momentum of the absorbed photon pγ given by

pγ = ~k with k =
2π

λ
. (2.63)

Because of the short lifetime of the excited state, the ion will quickly decay into its ground
state, emitting a photon of the same wavelength resulting in a loss of the previously
gained momentum. However, these two processes differ in one crucial detail. While the
emission of the photon is isotropic, the absorption only transfers momentum along the
propagation direction of the laser beam. If the deployed laser is now slightly detuned to
a longer wavelength, the Doppler effect will make the ions more likely to absorb photons
from the laser, if they move towards the laser. Hence, the velocity component in laser
propagation direction is reduced, effectively slowing the ion down. If the laser beam is
now aligned in such a way that it overlaps with all motional modes of the trapped ion in
a Paul trap, all these modes are cooled. However, a Doppler cooled ion can only reach a
certain limited temperature. Due to the constant scattering of light, the ion experiences
momentum kicks of ~k. The minimum temperature that can be reached is called the
Doppler limit. For Be+ ions, this is TD = 302 µK [39].
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2.4.2 Sympathetic cooling

Nearly all HCIs, including, Ar14+ lack a suitable transition for Doppler cooling. Therefore,
a second method is used to cool thermal energy of the HCIs. The so-called sympathetic
cooling uses a second ion species, which will be co trapped with the HCI, to cool it. The
simultaneously trapped ion needs to be laser-coolable. Through the Coulomb interaction
between the two trapped ions, kinetic energy is transferred in between. One should note
that the principle of sympathetic cooling is not limited to a laser-coolable ion, but can
be extended to other cooling processes, due to its usage of a simple interaction between
ions [41, 42].

2.5 Retrapping concept

Figure 2.6: Schematic depiction of the potential landscape of the experiment, including the
time varying potentials (dashed) along the flight path (black) of the ions (cyan).
Taken from [15].

All physical principles mentioned above will be combined in the retrapping scheme
used for this work [15]. First, HCIs are produced in an EBIT, guide them through a
beamline and trap them inside a Paul trap. This process is depicted in fig. 2.6 as a
scheme of the potential landscape. First, they are produced in an EBIT reaching high
charge states by EII and evolving according to eq. (2.9). Being kicked out of the EBIT via
a kick potential, the ions move along the beamline, experiencing refocusing and steering.
Through precise timing inside the PDTs the ions lose most of their kinetic energy. In
a second step, the kinetic energy is reduced further, by biasing the whole Paul trap to
a higher potential. The last step to stop HCIs inside the Paul trap is to sympathetic
cool them via Be+ ions inside the trap. This is done by a so-called Coulomb crystal of
Be+ ions inside the trap.

These are spatially ordered structures of trapped ions that form if these ions are cooled
to a sufficiently low temperature [43]. In this case, the ions form structures based on their
repulsion and the surrounding potential. The temperature limit TCC for crystallization
depends essentially on the kinetic energy and the inter-particle Coulomb energy. For
singly charged ions trapped inside a Paul trap, this leads to the required temperature T
of T ≤ TCC ≈ 10 µK [43].
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With such a crystal present in the trap, the HCIs are injected into the trap. To achieve
sufficient interaction time between the HCIs and the crystal, a multipass concept with
reflections at the end of the trap axis is employed. Using electrodes with higher potential,
the HCIs fly along the trap axis until the Be+ crystal, effectively acting like a source of
friction, stops the HCIs. To reach a significant amount of stable reflections without the
loss of the HCIs, their residual kinetic inside the Paul trap needs to be around 1×q eV,
as shown by simulations in [44]. For this kinetic energy, an interaction length around
220 mm is needed. With an average ion crystal size around 0.5 mm for large crystals,
this leads to the requirement of more than 500 reflections inside the trap. After sufficient
sympathetic cooling, HCIs get stuck inside the Be+ crystal and co-crystallice inside the
Paul trap.

21





3 Experimental setup

The experiments carried out for this work take place at the cryogenic Paul trap experiment
CryPTEx-II. It is the successor to CryPTEx and therefore shares its conceptual basis of
producing HCIs inside an EBIT, transporting them through a beamline and trapping
them inside a cryogenic Paul trap [23]. Additionally, it features improvements like the
room temperature compact EBIT or the superconducting radio frequency (RF) cavity
[21, 18]. The setup of the complete experiment can be found in [39].

In the following chapter, components necessary to trap HCIs inside the Paul trap are
explained, section 3.1 introduces the beamline its electrodes and section 3.2 describes
the cryogenic Paul trap and its surroundings. While the whole experiment consists of
three sections, the EBIT, the Beamline and the Paul trap itself, only the latter two
were investigated and altered in the work of this thesis. The EBIT was already steadily
producing HCIs and was fully operational. For a closer look at the EBIT, see [30].

3.1 Beamline

Connecting the EBIT and the Paul trap, the beamline is the central experimental part
for transporting and precooling the HCIs. The beamline used in this work was built by
M.K. Rosner [30], based on the original beamline used in CryPTEx by L. Schmöger [32]
which was developed further by P. Micke [45]. It consists of five Sikler lenses (SL), an
electrostatic bender and a pulsed drift tube. These components are all located inside a
vacuum system pumped by turbo molecular pumps. The beamline already features micro-
channel plates for beam diagnostics, which will be explained later on. The description
given here follows [30].

3.1.1 Sikler lens

A Sikler lens is a specially designed einzel lens, built to gain more control over the ion
beam than with a simple einzel lens [46]. Hence, it is build from three electrodes, with
the outer electrodes grounded, and the inner electrode set to a certain voltage to achieve
the focusing effect of an einzel lens. This inner electrode is split into four parts by two
orthogonal cuts, 45° askew from the symmetry axis. Therefore, we end up with four
electrodes, which are referred to by their position seen from the incoming beam: LO(engl.:
left up), RO(engl.: right up), LU(engl.: left down), RU(engl.: right down). These extra
electrodes can be used to affect the beam in different ways rather than just to focus it.
Therefore, we end up with four degrees of freedom.
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Chapter 3. Experimental setup

Figure 3.1: Schematic overview of the used setup, including all major electrodes used in this
thesis. Taken from [39].

• Focus: By setting all four electrodes to a certain voltage, one can use a Sikler lens
as a classical einzel lens, which will simply focus the beam.

• Steering: By grouping two neighbouring electrodes, a Sikler lens can be used to
steer the beam. The effect depends on the charge of the electrodes. E.g., biasing
LO and RO to a higher voltage, the beam will be steered downwards, so along the
normal vector of the resulting separation plane. BY grouping LO+RO and LU+RU,
one can steer in the vertical direction, and by grouping LO+LU and RO+RU,
in the horizontal direction. Therefore, we have full control over the propagation
direction of the beam.

• Astigmatism: By grouping opposite electrodes, one can control the astigmatism
of the beam. Therefore, astigmatisms of the beam can be compensated by the
Sikler lenses. In the orientation described above, only the astigmatism turned 45°
to the horizontal plane can be corrected. Therefore, SL3 is turned 45° to also
address the left astigmatism axis.

The different Sikler lenses are operated in the deccel-accel mode described in section 2.2.2.
One should note that all these operations can be imposed over each other.
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3.1. Beamline

Figure 3.2: Schematic representation of the segmented inner electrode of a Sikler lens. Taken
from [30].

3.1.2 Bender

After the first two Sikler lenses, the ions have to be deflected in an 90° angle. Therefore,
an electrostatic bender is employed [37]. This bender is made of two hollow cylinders
of different radius and different height. The bender also has a focusing effect on the
ion beam. For diagnostic purposes, the bender has an opening aligned with the EBIT,
allowing the detection of ions on the first MCP.

3.1.3 Pulsed drift tubes

The electrodynamic potential presented in section 2.2.3 is supplied by the pulsed drift
tubes (PDT). It consists of two cylindrical tubes with a serration in between. By applying
different voltages to the tubes, one can achieve the linear increasing electrical potential
described in Section 2.2.3, because their share in circumference linearly changes along
the beam direction. Both electrodes PDT electrodes are switched to ground by a high
voltage switch while the ions fly through the PDTs [32].

3.1.4 Micro-channel plate

In addition to the mentioned manipulation methods and control mechanism, one needs a
method to evaluate and characterize the ion beam. Micro channel detectors are employed
at different positions along the beamline. MCP detectors consist of a metallic plate with
small perforations which are tilted in respect to the surface. While the bulk material has
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a high resistance, the front and the back of the MCP are made of conductive material to
form two electrodes. In this experiment, these holes have a diameter of around 50 µm
and an inclination of around 8°. These channels act as electron multipliers. An incoming
particle hits the inside of the channels, releasing electrons from the detector. These
get then accelerated inside the channel by a high voltage applied between the front
and the back of the MCP and hit the inner wall again, starting a cascade of secondary
electrons. The MCP used in this experiment consists of two plates stacked upon each
other. The inclination of the channels are mirrored in comparison to each other, resulting
in a chevron configuration. This allows for a higher amplification of the incoming signal
[47] After the two micro-channel plates, an anode is connected via a fast pre-amplifier
(Model: ORTEC VT120) to an oscilloscope (Model: Tektronix TDS2024C), which is
used to read out the signal in the form of a voltage peak. This setup allows no spatial
resolution of the ion beam. However, it offers a temporal resolution up to a ns scale,
needed to resolve the temporal differences between different charge states.

Three MCPs exist inside the experiment. MCP1 located behind the bender in direct
line to the EBIT, for first detection of the extracted ions. MCP2 in front of the Paul
trap, after the PDTs and MCP3 behind the Paul trap to detect if the beam is correctly
aligned with the trap.

Additionally, MCP2 has a retarding field analyser installed in front of it. This analytic
tool is used to measure the energy and the energy spread of the ions. It consists of two
meshes directly in front of the MCP. While the first mesh is grounded, the second one
can be set to an arbitrary voltage, so only ions with a kinetic energy high enough can
pass the potential of this mesh.

3.2 Paul trap environment

The cryogenic Paul trap used in CryPTEx-II is a linear Paul trap, based on [44] but
developed further by J. Stark [39], by combining it with a super conducting radio
frequency cavity. The individual parts are explained following [18].

3.2.1 Radio frequency cavity

The heart of the whole experiment is the cryogenic Paul trap, which combines a linear
Paul trap with a superconducting resonator cavity to produce extremely stable RF
potentials at a resonance frequency of around 35 MHz. This enables the trapping of ions
in a very stable environment with very little noise on the ion motion.

Cryogenic setup

The whole cavity needs to be in a cryogenic environment, consisting of an outer stage
cooled to 40 K and an inner stage cooled to 4 K. These stages form two heat shields
around the trap, suppressing heating by black body radiation. Inside the 4 K stage, the
niobium resonator is located, cooling it below niobiums critical temperature of 9.25 K.
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Figure 3.3: Cross-section of the Paul trap with its electrodes inside the superconducting cavity.
Taken from [39]

Low temperature also benefits the vacuum inside the trap by freezing out residual gas on
the walls [48].

The heat shields feature ports needed to provide access to the trapped ions. The ports
along the trap axis feature additional einzel lenses to focus the incoming HCI beam.

RF electrodes

The quadrupole potential is supplied by four electrodes with a cone like cross-sections.
They consist of an outer and an inner part fixed to the cavity wall and opposite charge to
cause a large capacity. This is needed to ensure the right trap parameters while keeping
the needed RF frequency low.

DC electrodes

Axial confinement of the trap is provided by eight DC electrodes embedded into the
quadrupole electrodes. In addition to supplying the axial confinement, each of the
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electrodes can be biased independently to correct the potential of the trap for inhomo-
geneities.

3.2.2 Mirror electrodes

Two electrodes are placed along the flight path of the HCIs, in front of the Paul trap
electrodes and behind the Paul trap. These are the so-called mirror electrodes, which
are used to reflect the HCI bunch back and forth along the trap axis, hence the name
mirror electrodes. The electrodes are placed 155 mm apart and are essential for the re
trapping concept used in this work. For this, the mirror electrodes need a precise timing
to allow the ion bunch to enter the trap, while also raising their potential quick enough
to enclose the ions inside the RF field. However, here we face a conflict concerning the
mirror electrodes. These electrodes, which can be simplified as an RC circuit, are charged
from ground to Us up according to,

Uc = Us(1− exp

(
1

τ

)
). (3.1)

Therefore, a small time constant τ is desired. This time constant τ is given by τ = RC,
with the capacity C and the resistance R [49]. However, to ensure that the mirror
electrodes don’t couple out a significant amount of RF Power, due to their proximity
to the RF electrodes, they are connected to their voltage supplies via a large resistance.
This forms an RC-circuit with the capacity between the mirror electrodes and the trap,
leading to a low pass filter, blocking the RF. A prior conducted thesis determined the
time constant τ to be at τ1 = 114 µs for the first mirror electrode and τ2 = 152 µs [50].
This leads to a cut-off frequency of the low-pass filter of fc = 1

2πτ
= 1.4 kHz, guaranteeing

a sufficient RF blocking. However, an expected time of flight of an ion inside the Paul
trap is around 40 µs [44]. Therefore, a precise timing will be needed to confine the HCIs
inside the Paul trap.

3.2.3 Beryllium setup

To employ laser cooling like described in section 2.4 and subsequently sympathetic cooling
HCIs, a source of Be+ ions and a cooling system is needed.

Beryllium source

The CryPTEx-II experiment features a beryllium oven. Here, a small beryllium sample
is surrounded by a tungsten wire. By heating the tungsten wire electrically, beryllium
atoms sublimate into the vacuum. The thermal beam of Be atoms get collimated by
several apertures and directed into the trap centre.

Laser setup

Here, the beryllium beam gets superimposed with a photo-ionization laser. As the name
implies, this laser is used to ionize the beryllium, so it can be trapped inside the Paul
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3.2. Paul trap environment

trap. However, the ionization energy of beryllium is 9.32 eV, which corresponds to a
laser wavelength of 133 nm. A laser with such a short wavelength is difficult to operate.
Therefore, the atoms get ionized via an intermediate excited dipole allowed state, which
can be addressed by a 235 nm laser. An absorption of a second photon of this ionization
laser will lead to ionization of the electron in the excited state, leaving us with the wanted
beryllium ion.

These produced ions still need to be laser-cooled. Thus, a laser with a wavelength of
313 nm is aimed at the trap centre. This laser can drive the 2S1/2 to 2P3/2 transition
of the beryllium ion. This transition fulfils nearly the requirements for laser cooling by
being a fast decaying transition. However, it is not a closed cycle, as the ground state
has a hyperfine structure, splitting the ground levels by 1.25 GHz due to the nuclear
spin into F=1 and F=2. Therefore, a part of the laser beam is separated, shifted by 1.25
GHz by using acustooptical modulators and superimposed with the main cooling beam
again. This laser then depopulates the upper hyperfine state and ensures a closed laser
cooling transition.

3.2.4 Imaging system

To generate images of the final Coulomb crystal inside the Paul trap, an imaging setup
is installed at CryPTEx-II collecting the fluorescence light coming from the laser cooled
beryllium. A stack of lenses is set up directly at the 4 K stage of the experiment,
extracting light from the centre of the trap. It focuses the light onto a detection system
above, consisting of a photomultiplier tube and an EMCCD (electron multiplying charge
coupled device) camera. Only the latter one is used for the experiments carried out in
this thesis. It can provide information about the position and configuration of the ion
crystal inside the trap. For more information on the imaging system, see [51].
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4 Beamline optimization

The experimental part of this work is grouped into two chapters, one concerning all
processes happening inside the beamline to prepare an ion bunch of maximal intensity
arriving at the trap, and one trapping the HCIs inside the Paul trap.

Optimization of the beamline was done in order of the elements of the beamline starting
from the EBIT. The EBIT itself was already running steadily, because of optimizations
by Alvaro Garmendia as a part of his bachelor thesis [50]. The main goal in the following
section was to produce a bunched beam of highly charged argon ions of one charge state
with a low enough kinetic energy for later retrapping in the Paul trap. Therefore, highly
charged argon ions were bred inside the EBIT, extracted into the beamline, their charge
state identified and selected and finally decelerated inside the pulsed drift tubes.

4.1 Sikler lens and Bender optimization

As mentioned above, the experiment started with a running EBIT. The drift tube voltages
were already set, so a steady yield of ions was produced. To get the wanted argon ions,
argon gas was injected via the injection system with a pressure of 1× 10−7 mbar to ensure
a sufficient ion amount. To extract the ions from the trap, the central drift tube was
pulsed via a high voltage switch to a Voltage of around 695 V. This extraction was first
done with a repetition rate of 3 Hz, thus defining the breeding time of the HCIs. These
initial parameters were taken from previous work [50] and were later altered to optimize
for the yield of the selected ions. The voltages used for the EBIT were:

Electrode Cathode Focus Anode Kick potential
Voltage 650 V 925 V 200 V 695 V

Table 4.1: Voltages settings applied to different electrodes of EBIT. They define the electron
beam energy of the EBIT and the kinetic energy of the HCIs extracted from the
trap.

Electrode DT1 DT2 DT3 DT4 DT5 DT6
Voltage 200 V 540 V 570 V 539 V 570 V 0 V

Table 4.2: Voltages settings applied to the drift tube (DT) inside the EBIT trap centre,
defining the axial tap depth. For further information, see [50].
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Chapter 4. Beamline optimization

These parameters ensure production of a large range of argon ions, with an electron
beam energy of 1125 V. The beam is energetic enough to produce ions up to Ar16+, with
its ionization energy of 4123.665 57(4) eV being the first to exceed the beam energy [52].

In the following part, precise timing of electrodes synchronized to the extracted ions
is needed. To achieve this, a global timestamp, denoted as t0, is established by one
function generator to trigger all other function generators. Thus, all following timestamps
and measurements refer to t0 as their zero point. The frequency of generating the t0
signal therefore marks the extraction rate of the EBIT. The first relevant event is at
tkick = 1350.2 µs, when the potential of the central drift tube of the EBIT gets raised
to the kick potential φkick, leading to the axial extraction of the produced HCIs. The
temporal gap had to be chosen this long due to the mirror electrodes and especially the
first mirror electrode. Technical issue constrained the switching, hence the electrode was
switch at t0 and had to settle to the right voltage. Combined with the time constant
mentioned in section 3.2.2, we used a longer waiting time to ensure that transient
processes are no longer a concern.

After exiting the EBIT, the HCIs pass the first two Sikler lenses, fly towards the bender
and can be detected at the first MCP sitting behind the hole in the bender, see section 3.1.
To achieve a signal as good as possible, each of the four voltages (see section 3.1.1)of
each Sikler lens of the setup needs to be optimized. Hence, an optimization algorithm for
the Sikler lenses was implemented. With the help of this automation, every Sikler lens
later on was optimized multiple times until the signal showed no significant improvement
any more. Even though this routine is fairly straight forward, the gain through this
procedure was immense, therefore it is shortly addressed here:

Initially, all Sikler lens electrodes after the Sikler lens desired to optimize and before
the MCP used to read out the signal are set to V0 = 200V . Thus, they already acted as
an einzel lens on the beam, which was already enough to receive at least some signal. The
algorithm used the four degrees of freedom described in section 3.1 by first optimizing
the horizontal steering, then the vertical steering, then the focus setting and afterwards
compensating the astigmatism. Thus, a parameter array was defined for each operation
by a deviation in positive Vmax and negative Vmin “direction” from V0 and a step size.

For optimization of the horizontal steering, the electrodes LO and LU were grouped
together to form an effective left laying electrode and RO and RU to form a right electrode.
The voltages of L were iterated from Vinital = V0 +Vmin/2 to Vfinal = V0 +Vmax/2 while the
voltage of R was iterated from Vinital = V0−Vmin/2 to Vfinal = V0−Vmax/2 simultaneously.
At every iteration step, the voltage signal from the MCP was recorded by an oscilloscope.
The maximal voltage of the signal was used as a measure of the intensity of the ion bunch.
To gain sufficient statistics, 30 extractions were recorded per iteration. After iterating
through the whole parameter array, the best settings were chosen as the new V0 of the
electrodes. The vertical steering was optimized by the same routine, only the electrodes
were grouped differently into an up electrode LO and RO, and a down electrode LU and
RU. The optimization of the focus is simpler. Here, all electrodes are simply iterated from
Vinital = V0 + Vmin to Vfinal = V0 + Vmax. To compensate the astigmatism, the electrodes
were grouped differently. Here, RO and LU, and RU and LO were altered simultaneously.
Nevertheless, it follows the same principle as the steering optimization.
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4.1. Sikler lens and Bender optimization

(a) vertical steering scan (b) horizontal steering scan

(c) focus scan (d) astigmatism scan

Figure 4.1: Dependency of the ion signal on different beam manipulations following the
optimization algorithm performed on SL5. Note that V0 for these scans was
V0 = (83.85 V,84.25 V,92.25 V,85.15 V) for the electrodes LO, RO, LU, RU
respectively. A clear maximum for each manipulation can be seen, also showing
different levels of sensitivity for the individual optimization steps.

After a full run of the program, a new set of voltages for the electrodes was found. If
the development of the signal indicated that the maximal intensity was not yet reached,
the program could just be started again now optimizing around the new set of voltages.
One should note that this algorithm may not find the global maximum of signal intensity
in the whole parameter space of the beamline. Nevertheless, it offered a more systematical
approach and a more reliable optimization; between bunch variations of signal strength
and therefore ion yield made it nearly impossible or at least a guessing game to try to
optimize the settings by hand. As an example of the dependency between the signal
intensity and the optimization of the four degrees of freedom, fig. 4.1 shows the signal at
MCP3 while optimizing SL5. The setting concerning both steering effects show significant
and strong impact on the signal. The focus and astigmatism corrections showed less
effect on the signal, but still contributed to a higher intensity.
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Chapter 4. Beamline optimization

With the procedure described above, SL1 and SL2 were now optimized to produce a
good signal at MCP1. After optimizing each Sikler lens multiple times, the parameters
displayed in table 4.3 were found. Following up SL1 and SL2, the bender was the next

Electrode SL1LO SL1RO SL1LU SL1RU SL2LO SL2RO SL2LU SL2RU
Voltage 154 V 119 V 151 V 176 V 220 V 180 V 220 V 180 V

Table 4.3: Voltages applied to Sikler lens 1 and 2. These values were found after multiple
iterations of the above described algorithm.

component to be adjusted. Therefore, MCP2, directly in front of the Paul trap, was used
as read out. The bender, in contrast to the Sikler lenses, was adjusted by hand. The
voltage of the inner (BENDER-) and outer electrode (BENDER+) were tuned until a
good signal was achieved at MCP2.

Electrode Bender + Bender -
Voltage 137V -196V

Table 4.4: Voltages applied to the bender electrodes for optimal beam steering around the
90° corner.
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4.2. Charge state selection

4.2 Charge state selection

Until now, the ion bunch still contains all charge states produced inside the EBIT. These
different charge states can also be seen on the MCP signal. An important parameter
determining which charge states are produced in the EBIT is the breeding time (inverse
of the extraction rate), which is easily adjusted. Therefore, we should be able to see
different charge states by iterating over different extraction rates. As we have seen in
section 2.2, the only difference for ions of different charge states in our electrostatic setup
is the time of flight (TOF). The arrival of different charge states at different times can be
seen at MCP1. In fig. 4.2 the extraction rate was varied to see exactly this phenomenon.

Figure 4.2: Time of flight spectrum for different extraction rates between 0.3 Hz and 100 Hz
detected on the first MCP. All EBIT parameters were still unaltered from the
parameters mentioned above. An array of strong signal are noticeable, correspond-
ing to different charge states of argon ions. Also, above the supposed argon array,
a fainter array of peaks is detectable. This could be ions produced from residual
gas like oxygen or nitrogen left in the trap.

In this plot, different lines for different charge states can be seen. Also, some residual
gas can be seen in the plot. A faint series of lines is visible at higher extraction rates
than the intense argon lines. However, these signals, probably coming from residual gas
inside the system, can easily be excluded with the correct combination of timing and
extraction rate. fig. 4.2 shows that ions of different charge state can be distinguished by
their time of flight. We utilize this time difference to select the desired charge state at
SL3. First SL3 is tuned such that the signal is optimal at MCP2 in front of the trap.
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Chapter 4. Beamline optimization

Figure 4.3: Time of flight spectrum for different extraction rates between 0.3 Hz and 100 Hz
detected on the second MCP. The mean time (red, solid line) of flight of the
prominent lines and their errors (red, dotted line) are shown. For these fits,
see fig. 4.4. Here, the distinction between a line featured in the upper or lower
array is more visible. However, this detector seems to feature spectra with more
artefacts than fig. 4.2. Apparently, high signal intensities sometimes produced
reverberations in the signal.

To exploit the different TOFs for each charge state, one SL3 electrode is connected
to its voltage supply via a fast high voltage switch. We chose SL3R as the switching
electrode. The switch is now triggered by a function generator in such a way that only
while the wanted ion specimen is flying through the lens, it is set to the correct voltage.
Any other time, one electrode is grounded, and therefore the beam is steered into the
wall of the vacuum chamber. One should also notice that SL3 is tilted by 45° with
respect to the remaining Sikler lenses. Hence, also the astigmatism of the beam in the
remaining axis can be compensated. The optimal parameters of SL3 were found as listed
in table 4.5

Electrode SL3L SL3O SL3R SL3U
Voltage 394 V 406 V 394 V 406 V

Table 4.5: Voltages applied to Sikler lens 3.

To identify the different charge states and the correct switching time, the same
measurement as in fig. 4.2 is made, with the only difference that now we measure the
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4.2. Charge state selection

Figure 4.4: Time of flight spectrum detected on the second MCP. Signal(black) integrated
over the extraction rate, ranging from 0.3 Hz to 100 Hz. Gaussian curves (red)
fitted to the individual peaks of the signal, representing argon peaks.

TOF-spectrum with MCP2. In fig. 4.3 already the mean time of flight and its errors are
shown, which originate from a Gaussian fit, see fig. 4.4.

By integrating the signal over all extraction rates, a plot with signal intensities over
the time of flight is extracted. This signal shows many peaks, not all coming from Argon
ions. Gaussian curves were fitted to the supposed argon signal to extract their TOF and
the error as the standard deviation of the Gaussian. The individual selection if a signal
is generated by argon ions, residual gas or detector artefacts is done comparing fig. 4.2
and fig. 4.3. Comparing between these two images, also a shift of the time of flight for
higher extraction rates can be seen. This also leads to secondary peaks in the signal. To
extract the individual charge states for the individual lines, we modify eq. (2.28) to read

ta = t0 −
tb√
q

(4.1)

to allow an offset t0. Now we fit this function to our TOFs.
In fig. 4.5 we see that indeed we are able to produce all argon charge states between

Ar5+ up to Ar16+, as we already expected from the EBIT parameters in section 4.1.
Through the identification of the charge states, we can also take a look at the charge

state distribution depicted in fig. 4.6. This helps to determine the most efficient extraction
rate. However, this plot is the signal changing for different extraction rates along the
mean time of flight. Therefore, this plot underestimates the signal of each charge state
at higher extraction rates, due to the shifts of the time of flight recognizable in fig. 4.3.
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Figure 4.5: Time of flight (black) of argon ions as a function of the respective charge state,
with the fit function following Equation (4.1). The residuals shown below indicate
a good concordance between the found fit and the identified charge states.

Now we decided to select Ar14+ , trying to separate this charge state from other
different charge states. We see a distribution expectable from section 2.1.3 and a maximal
abundance of Ar14+ at 0.26 Hz. Nevertheless, we ultimately chose 0.7 Hz as the extraction
rate for the system. The main reason for this was that a lower extraction rate would lead
to a much longer evaluation time for the following measurements. With the optimization
of the Sikler lenses already taking hours at 3 Hz, this would unnecessarily prolong the
procedure. Moreover, other experiments pursuing the goal of HCI retrapping used
similar frequency for retrapping attempts. Overall, this is limited with regard to higher
frequencies by a minimal interaction time the HCIs later need inside the Paul trap to
be cooled sympathetically [45]. Also, taking the still strong signal into account, 0.7 Hz
seemed a quite reasonable choice. It should also be noted, that the optimal extraction is
also influenced by other parameters of the EBIT. A higher pressure inside the EBIT can
lower the optimal extraction time, due to the presence of more residual gas, leading to
increased charge exchange. In our case the EBIT was only pumped for about a week
without heating out residual water inside the vacuum chamber which lead to a higher
than usual pressure in the trap. However, this will slowly sink over time, shifting the
optimal extraction rate higher.

After the identification of Ar14+ , a signal generated was set up, so the above-mentioned
switching mechanism only selected Ar14+ . Therefore, two timings (A, B) were selected.
One for switching the SL3 electrode from ground to the right voltage setting, and a
second one for switching the SL3 electrode back to ground. After these settings were
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4.2. Charge state selection

Figure 4.6: Distribution of different charge states over extraction rate. The signal is obtained
by taking the signal intensity along the mean time of flight, shown in fig. 4.3.
For smaller extraction times (longer breeding times), higher charge states are
generated. Note that this was used as an orientation for the right extraction rate.

Timings A B
Time 1355.45 µs 1355.88 µs

Table 4.6: Time window chosen for the charge state selection of Ar14+

found, another TOF-spectrum was recorded to show that only Ar14+ was selected. In
fig. 4.7 also some other charge states can be seen. At higher rates, the residual gas is
still visible and also a different argon charge state, leaving the selected time window at
smaller extraction rates. However, choosing a smaller time window for selection lead
to a smaller Ar14+ signal, maybe due to a long settling process of the electrode. If a
small fraction of a different charge state should not be removed from the beam, later
deceleration in the pulse drift tubes would generate an energy difference between these
ions, rendering unwanted residuals unsuitable for retrapping.

To ensure that indeed Ar14+ was selected, we compared the mean time of flight of the
now found signal to the time of flights predicted by the above-performed fit eq. (4.1).
Comparing this to the measured time, we obtain the following time of flights listed in
table 4.7.

In table 4.7 we see a significant difference for neighbouring charge states. Comparing
the shape of the signal to fig. 4.3, and taking table 4.7 into account, the selected charge
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Figure 4.7: Time of flight spectra at the second MCP after selection process. A strong signal
around 1359 s is visible. The red solid line indicates the mean time of flight, red
dashed the 1σ area. At higher rates also some different charge states are visible.
The green line indicates the extraction rate chosen to proceed with.

Ions Ar13+ Ar14+ Ar15+

Time of flight (before TOF selection) 1359.48 µs 1359.18 µs 1358.90 µs
Time of flight (measured) 1359.08(5) µs

Table 4.7: Time of flight of some charge states obtain from the fit function compared to the
time of flight of the selected charge state.

state indeed seems to be Ar14+ . However, the timing appears to have shifted. This
could be due to the rapid switching process causing an inhomogeneity in the electrostatic
potentials, or some voltage settling process still effecting the ions.

4.3 Deceleration with pulsed drift tubes

Next in the beamline, Sikler lens four (SL4) is located. SL4 is also optimized with the
program described in Section 4.1, leading to the settings displayed in table 4.8.

Even though the ion bunch now only contains the selected charge state, its high kinetic
energy makes it unsuitable for retrapping inside the Paul trap. To measure the energy
of the ions and also the spread of the energy distribution, the retarding field analyser
located at MCP2 is used. While setting the potential of the analyser to a certain value,
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4.3. Deceleration with pulsed drift tubes

Electrode SL4LO SL4RO SL4LU SL4RU
Voltage 149.5 V 78.5 V 66.5 V 105.5 V

Table 4.8: Voltages applied to Sikler lens 4

Figure 4.8: Signal intensity (black) over potential of the retarding field analyser. This allows
a kinetic energy analysis of the ion beam by fitting an error function (red, dashed)
to the signal.

we measure the incoming signal intensity.
Assuming a Gaussian like energy distribution of the bunch, we can fit the following

function to the signal.

I = A

(
1− erf

(
V − Vmean√

2σ

))
(4.2)

Here the intensity I is given by an amplitude A, a mean potential Vmean and a spread σ.
From this we can extract the mean energy and the energy spread of the beam.

Ekin = 657.30(14)×q eV (4.3)

σ = 5.38(19)×q eV (4.4)
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Figure 4.9: Time of flight of Ar14+ ions scanned over the switching time ts of the PDTs.
Different zones marked with A-F, delimited by red lines. The green line indicates
the chosen timing. For details, see text.

Kinetic energies below 200×q eV can later be removed by biasing the whole Paul trap
to a higher potential. However, due to technical restrictions, this is limited to 200 V.
Therefore, we need to reduce the ions’ energy further using the PDT with their potential
explained in section 2.2.3. To obtain a kinetic energy around 100×q eV, we chose an
average PDT potential φavg = 550 V. Reducing the kinetic energy by this amount should
lead to the desired kinetic energy. Besides the average potential, the correct switching
time ts and the best PDT gradient needs to be determined. To find the former one, we
set the PDT gradient to φdiff = 40 V, corresponding to the voltages of 510 V and 690 V
for the first and the second PDT electrodes respectively, and scan through the PDT
timing to identify the best settings.

The time of flight spectra shown in fig. 4.9 shows different timing zones, which
correspond to different positions of the ions inside the PDTs at the time of switching.

• A: The PDTs are pulsed down before the ions can enter the first tube. Therefore,
they experience no deceleration.

• B: The ions enter the first electrode of the PDTs losing a significant part of their
kinetic energy, recognizable by their longer time of flight.

• C: All ions make it inside the first electrode of the PDTs. They do not experience
the potential gradient from the second electrode, yet.
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4.3. Deceleration with pulsed drift tubes

• D: The ions enter the linearly increasing part of the potential, leading to an
increased loss of kinetic energy. The ions lose energy linearly. At the end of this
sector, a non-linear increase of the TOF is visible due to the t ∝ 1/

√
E. Moreover,

due to the now very slow ions, the signal gets weaker. Somewhere in this zone, the
final switching time should lay to achieve the bunching effect of the PDTs.

• E: The signal of the ions vanishes. Somewhere at this timing, a second plateau
similar to the one in section C is expected [30]. The lack of this is probably due to
defocusing effects from the PDTs for a low energetic beam.

• F: The ions cross the whole PDT potential, leading to a longer TOF due to their
smaller velocity inside the PDTs. Even so, the ions do not lose energy, as they
regain all their kinetic energy while exiting the electrodes.

Besides already mentioned artefacts also seen in fig. 4.3, this scan shows something
already mentioned in section 4.2. We see traces of at least one different charge state.
Following the lines along the switching time we see in sector B and sector C, another
line appears from below, indicating a different charge state. Due to their increasing
time of flight, one could suggest a higher charge state, arriving at the linearly increasing
potential before the desired Ar14+ . However, this should not be of concern, because we
can choose the timing such that this signal will disappear. Additionally, an ion with
a different time of flight than the intended one, for example higher charge states, will
be moved further up the PDT potential and therefore not match the final deceleration
step. For example, assuming the three ions Ar13+, Ar14+ and Ar15+ flying with the same
velocity calculated in eq. (2.22) and with the temporal spacing described in table 4.7, a
spatial separation of 6 cm between Ar14+ and Ar15+ and 8 cm between Ar14+ and Ar13+

is expected. The length of the interlaced part between the electrodes is only 12 cm long.
A different ion would therefore end up with a kinetic energy not matching the potential
in the final step.

Based on the considerations above, we choose the PDT switching time to be

ts = 1358.00 µs. (4.5)

Preceding experiments used to determine the middle of the linearly increasing potential
slope, however it is not needed to match the timing with the middle of the slope to reach
a deceleration. This timing was chosen, considering the decreasing signal strength for
later timings. A switching prior to the middle of the mentioned potential zone will lead
to a smaller energy loss, since φavg = 550 V is not yet reached by the ions.

Now that the timing is set, we can still optimize the gradient of the PDTs to gain a
smaller energy spread. Therefore, we measure the energy distribution as shown in fig. 4.8
and vary the PDT gradient.

In fig. 4.10 one can see that the width of the energy distribution slowly spreads with
higher gradients. However, the normalization in this plot hides that the signal intensity
also changes over the gradient. To interpret this data better, a plot, fig. 4.11, of the
spread and the intensity over the gradient is made. The fraction of signal intensities per
spread σ is included and taken as a figure-of-merit.
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Figure 4.10: Normalized signal intensity for different retarding field analyser potentials using
different PDT gradients. For larger PDT gradients, the spread visible increases.

The smallest energy spread is achieved at the smallest PDT gradient, but this comes
with a rather small signal intensity. For larger gradients, a significant signal improvement
could be achieved, while the energy spread nearly stayed the same. Consequently, we
choose a moderate PDT gradient of 60 V to gain a strong signal while maintaining a
small energy spread.

Electrodes PDT1 PDT2
Voltages 490 V 610 V

Table 4.9: Voltages applied to the PDT electrodes to generate the wanted PDT gradient of
60 V.

Now the PDTs are fully set up to reduce the energy of the ions in the desired way. To
check the ions’ kinetic energy, we repeat the energy measurement from fig. 4.8.

From fig. 4.12 we obtain the following beam energy and energy spread

Ekin = 136.306(41)×q eV (4.6)

σ = 3.528(57)×q eV (4.7)

This energy is in the wanted order of magnitude to be slowed down by the biased
potential of the Paul trap. One sees that it is slightly above the desired 100V, due to the
ions not being at the centre of the PDTs but rather before the centre. However, this was
expected from the chosen timing.

Optimizing the beamline with the described methods, increases signal intensity, selects
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Figure 4.11: Development of energy spread sigma (red) and signal intensity (burgundy) over
PDT gradients, normalized to their maximum. Also shown, the fraction of
intensity per sigma (violet), indicating a optimal setting around 60 V to 75 V.
The connection between the data points is purely for visualization purpose.

a particular charge state of argon, decelerates and bunches the ion beam to lead it to the
Paul trap.
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Figure 4.12: Signal intensity (black) over potential of the retarding field analyser after opti-
mized deceleration inside the PDTs. Fitted error function (red, dashed) indicates
a smaller mean energy and a smaller energy spread compared to fig. 4.8. Note
the different horizontal scale.
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5 Retrapping

After decelerating and bunching in the beamline, the Ar14+ still needs to be retrapped
inside the Paul trap. Two different methods of deceleration for the residual kinetic
energy are used. First, the ions are decelerated by biasing the whole trap to an elevated
potential, reducing the kinetic energy. If an energy low enough is reached, the ions are
then confined inside the Paul trap field radially, while being reflected back and forth
between the mirror electrodes. In the final step, Ar14+ will be sympathetically cooled by
a Be+ crystal inside the trap, until the HCI has lost enough energy to be stopped inside
the trap centre and co-crystallize with the Be+ crystal.

5.1 Electrostatic deceleration

According to the retrapping concept explained in section 2.5 the whole trap is biased to
a potential to reduce the kinetic energy of the ions further. This potential, referred to as
elevated ground, should decrease the kinetic energy of the ions below or around 1×q eV.
According to fig. 4.12, the mean kinetic energy is at Ekin ≈ 136.3×q eV. Hence, we
biased the whole Paul trap to the elevated ground voltage of 136 V, hoping to maximize
the number of ions with as low as possible velocity. However, this led to a complete
loss of the ion’s signal. While investigating the elevated ground, we observed that the
acceptance of the trap got smaller and the optimal parameters for Sikler lens 5 shifted for
higher elevated grounds. This needed to be taken into account. Therefore, the elevated
ground was ramped up from 0 V until we saw a significant decrease in signal strength.
At first, this was the case around 110 V. Now another Sikler lens optimization was done,
and the elevated ground ramped up to around 125 V. From this voltage onwards, the
elevated ground was ramped up in 0.5 V steps and the Sikler lens was optimized at each
of these settings until we reached the desired 136 V without losing the ion signal.

Electrode SL5LO SL5RO SL5LU SL5RU
Voltage 81.25 V 79.75 V 88.75 V 82.25 V

Table 5.1: Voltages applied to Sikler lens 5.

Electrode ELF40K ELF4K ELB40K ELB4K
Voltage 98 V 98 V 92 V 0 V

Table 5.2: Voltages applied to the einzel lenses inside the thermal shields of the Paul trap.
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Chapter 5. Retrapping

At this step of the retrapping process, signal intensity had dropped to a low level.
Approximately half, or sometimes even less, of all extracted ions led to a signal on MCP3
and these signals then also showed lower intensities. Thus, we employed the einzel lenses
(EL) inside the two layers of thermal shielding of the trap to obtain better transmission.
We optimized the einzel lenses in front of the Paul trap (ELF40K, ELF4K) and behind
the Paul trap (ELB40K, ELB4K) until we reached better signal intensity. This was done
in the same manner as the focus optimization of the Sikler lenses. However, due to a
short circuit of the einzel lens in the 40 K stage behind the trap, this lens had to remain
grounded the whole time.

Another way to improve the signal was by applying a stronger radial confinement
potential in the Paul trap. This should also lead to a more focused ion beam. Limited
by the cooling performance of the cryogenic system, currently under investigation at
the experiment, the Paul trap has a maximal input power for the RF confinement.
Therefore, we were limited to −12 dBm. Nevertheless, these two measures already
allowed a significant improvement sufficient to proceed.

To verify that we are able to slow down the incoming ions, we measure their time of
flight while ramping up the elevated ground.

In fig. 5.1, ions arriving later at the MCP for increasing elevated ground voltage is
shown. This confirms that we are able to slow down the ions significantly. The chosen
elevated ground setting seems to be reasonable, as it is just below the asymptotic limit.
The longer time of flight indicates a loss of kinetic energy. Also, the decreased intensity
for different elevated ground settings can be seen. The intensity drops drastically between
60 V and 110 V , caused by the setting of SL5 being suboptimal for these potentials.
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Figure 5.1: Time of flight spectra of Ar14+ ions for different elevated grounds, recorded with
MCP3, with SL5 settings optimised for an elevated ground of 136 V. For higher
elevated grounds, the ions strike the MCP at a later time, indicating a loss of
kinetic energy. The signal around 1368 µs indicates that also some ions of maybe
a different charge state, which are not slowed by the PDTs, end up on the MCP.
An elevated ground voltage of 136 V, indicated by the green line, was the selected
setting for the following steps.

5.2 Reflections inside the Paul trap

To contain the slowed ions inside the Paul trap, we now need to close the electrode
mirror in front of the trap, directly after the HCIs have entered. However, here we
face the difficulty of the big time constant of the mirror electrodes, already discussed in
section 3.2.2. One way of still reaching a fast enough blocking of the HCIs inside the
trap is to charge the mirror electrodes up over a wide voltage range, starting at a voltage
slightly below the elevated ground and switching up to several hundred volts more, so
the relevant voltage range around the energy of the ions is quickly overcome. On the
other hand, this leads to a relatively slow opening of the mirror electrodes. This will
influence the ions on the way out and may result in lower signal intensities. The opening
of the mirror electrodes will not matter in the final process, which would make such
effects acceptable. Therefore, we set the lower voltage of the mirror electrodes to 10 V
below the elevated ground at 126 V and switch them up to 250 V, the maximal voltage
provided by the used power supplies.
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Chapter 5. Retrapping

Figure 5.2: Time of flight spectrum recorded at MCP3 for varied switching of the first mirror
electrode. The signal around 1368 µs is possible due to decelerated HCIs, which
also can be seen in fig. 5.1. The important part is the cluster of signal around
1420 µs, indicating the measurement of reflected ions. Therefore, a switching
time of 1368 µs was selected for MR1, indicated by the green line.

This being set, the correct timing of the mirror electrodes needs to be determined by
the following concept. After the HCIs enter the trap MR1 needs to be closed, closing the
trap behind the ions, letting them reflect several times and then opening up the second
mirror to detect the signal on the MCP. Hence, we first vary the switching time of mirror
electrode 2 (MR2) behind the trap, to find a timing where the ions start to be reflected
at the end of the trap. MR2 gets switched between 250 V and 0 V. At the switching time
1350 µs, we saw the vanishing of the signal, indicating a reflection of the ions. However,
the precise timing of this mirror electrode is not needed. In the final step, MR2 will not
be switched between voltages, but will rather be set to a fixed voltage to permanently
reflect the ions. Nevertheless, to investigate the right timing of MR1, the switching of
MR2 is necessary.

To detect now the correct switching time of MR1, we varied the timing of this mirror
between 1300 µs and 1400 µs and recorded the time of flight spectrum.

In fig. 5.2, the signal bulk around 1410 µs seems to be the first indication of ions
being reflected back and forth in the trap, compared to the time of flight seen in fig. 5.1.
Comparing these two images, the enormously decreased signal intensity can be seen,
comparing the intensity of the signal around 1398 µs. Therefore, we set the switching
time of MR1 to 1368 µs
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Figure 5.3: Time of flight spectra measured at MCP3 for different switching times of the
second mirror electrode. For each line, the switching and the oscilloscope scope
was moved 50 µs later. The signal (yellow) of reflected ions arrives later for later
switching of MR2. Only the black corridor was measured, the grey surrounding
was not measured. The scope of the oscilloscope had to be moved with the
switching due to resolution constraints. This demonstrated multiple reflections of
the HCIs and confinement times up to 9 ms

However, to achieve a co-crystallisation of the HCI inside the Be+ crystal, the ions
need to be reflected thousands of times [44]. This corresponds to a storage time above
the millisecond range. To evaluate the signal loss for more reflections than just back
and forth once like in fig. 5.2, we delay the switching of MR2 to achieve more reflections
inside the Paul trap. As we can see here in fig. 5.3, we were able to receive a signal of
stored ions even after around 9 ms. To confirm that this signal is indeed a reflected HCI
and, e.g., not just a crosstalk from the switching process, we evaluate the signal with
individual critical functions turned off deliberately. First, we just turn off the switching
of both mirror electrodes. Then we turn off the injection of argon into the EBIT by
closing the needle valve of the injection system. Finally, we turn off the radial trapping
potential of the Paul trap. Only when all systems are turned on, we receive the signal.
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Figure 5.4: Signal at MCP3 for a Time of flight only reachable with multiple reflections inside
the trap. For each trace, one single necessary mechanism was turned off. From
top to bottom: No trigger signal for mirror switching, no neutral gas injection
of argon into the EBIT, no RF quadrupole field inside the Paul trap, and every
component working as intended. Note that all other mechanisms were operating
if not mentioned otherwise. This verifies that the signal was indeed coming from
reflected HCIs.

5.3 Co-crystallization

From these promising results, we moved on to the final step of the retrapping scheme. A
Be+ crystal is needed inside the Paul trap to cool the HCIs sympathetically section 2.4.2.
Therefore, Be+ ions need to be loaded into the trap. They are produced directly inside
the trap centre by overlapping a collimated beryllium atom beam from the atomic oven
setup with a photoionization laser like described in section 3.2.3. This laser operates at
235 nm and ionizes beryllium atoms via a two-photon process. Afterwards, these ions are
laser cooled to create a cold Coulomb crystal inside the trap centre, axially confined by a
potential of 0.875 V. However, we found that the Be+ ions were affected by the required
switching of the mirror electrodes. During the attempts of retrapping we saw that all
Be+ ions were ejected from the Paul trap as soon as the mirror electrodes were turned
on. It was found that this effect depends on the voltage range over which the mirror
electrodes were switched. At small voltage differences of up to 30 V, the crystal remained
stable inside the Paul trap, but at larger differences, all ions were lost. To investigate this
issue, the cables connected to several electrodes were monitored with an oscilloscope while
switching the mirror electrode, revealing significant crosstalk between several electrodes
and both mirror electrode. A transient voltage on one trap electrode could also explain
the loss of the ions, by kicking them out of the trap potential. A connector box bundling
the signals for the different electrodes into a single cable was identified as a potential
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Figure 5.5: Image of the first HCI sitting inside a partially crystallized Be+ crystal inside the
Paul trap. Through their higher charge, HCIs repel single charge ions more and
therefore occupy more space inside the crystal. The HCI does not interact with
the cooling laser, presenting itself as a black spot inside the fluorescent crystal.

source of the crosstalk. However, even setting up a new cable, allowing a separated port
for the mirror electrodes, showed no significant improvement, indicating that most of the
pick-up happened inside the vacuum system, making a reduction more difficult. Further
investment in the stability of the ions showed that the wavelength of the cooling laser
plays a major role in the stability of the Coulomb crystal, during the switching of the
mirror electrodes. If the wavelength of the cooling laser was detuned by about 200 MHz,
the ions withstood the switching process up to a voltage difference of 54 V. Therefore,
we choose a new upper limit of switching for the first mirror electrode of 180 V. One
downside of this was the loss of imaging quality. The Be+ ions were no longer spatially
distinguishable due to a lower fluorescence. Only the presence of the crystal inside the
trap was still detectable. Finally, the second mirror electrode was set to a constant value
of 180 V.

With this all set up, the switching of the first mirror electrode was activated with the
above described detuning. After a few minutes, the switching was turned off and the laser
was tuned closer to the resonance frequency, cooling the crystal to lower temperatures
and making the individual ions distinguishable again. This revealed that the first highly
charged ion was trapped inside the Paul trap.

Further investigation following this procedure showed a consistent ability to load HCIs
inside the trap with just a loading time of a few minutes, sometimes even showing
multiple HCIs trapped at once. By tuning the laser wavelength closer to the Be+ laser
cooling transition, a cold mixed crystal could be obtained, showing promising results for
the next steps of the experiment. The loaded HCIs showed already a promising stability,
lasting over ten minutes inside the trap, until being ejected due to charge exchange with
residual gas.
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(a) (b)

Figure 5.6: (a) Large Be+ ensemble inside the trap, suitable for the cooling of injected HCIs.
One can see, that the ions a partially spatial ordered. Single ions are not observable.
(b) HCI embedded into a Be+ crystal. The crystal is recognizably colder than in
(a), since single ions can be distinguished. The HCI does not interact with the
cooling laser, therefore leaving a darker spot in the crystal.
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6 Summary and Outlook

The aim of this thesis was, to trap the first highly charged ions inside the Paul trap
of CryPTEx II. Argon ions were produced inside an EBIT by injecting a neutral gas
jet into the trap. By extracting the ions into a beamline, the ions were guided towards
the cryogenic Paul trap. An optimization algorithm was implemented to maximize
the signal yield and applied to the Sikler lenses along the flight path of the ions. At
an MCP detector, the different charge states inside the ion beam could be resolved,
making use of their different time of flight for different charge states. This showed
that a broad range of charge states of argon could be produced. These charge states
then were distinguished and identified by the temporal spacing between their time of
flight, leading to the identification of Ar5+ up to Ar16+. Afterwards, one charge state
was selected, Ar14+ , by pulsing of an electrode along the beamline. A measurement of
the kinetic energy of these Ar14+ ions showed a Gaussian like energy distribution with
657.30(14)×q eV mean kinetic energy and a spread of 5.38(19)×q eV. This was reduced
inside pulsed drift tubes. After examining the correct switching time and optimising the
gradient of the system for a low energy spread and a high signal yield, a kinetic energy of
136.306(41)×q eV with an energy spread of 3.528(57)×q eV was achieved. Now these
slow ions were injected into the cryogenic Paul trap. By biasing the whole trap to a
potential around the kinetic energy of the ions, their velocity was further reduced. After
examining the correct timing for lowering the potential of the first mirror electrode to
allow a bunch of HCIs to enter the trap, reflection of HCIs along the trap axis could be
observed for up to 9 µs. This promised a successful co-crystallization of the HCIs. After
adjustments to the laser cooling system and the mirror electrode switching process due to
issues between the switching and ion stability inside the trap, the first HCI co-crystallised
with Be+ ions in the Paul trap. In the end, the system showed a consistent loading
process, taking about a minute to load a highly charged ion.

Simultaneous to the end of this work, already some improvements are commissioned
to improve issues identified during this work. Changes were made to the laser setup to
provide two cooling lasers, one of which is permanently detuned to observe the process
of capturing the HCI. Also, a new design study for the mirror electrodes is being done at
the moment, trying to shield the mirror electrodes from the RF field, thereby making a
large resistance currently installed in the connections to the mirror electrodes no longer
necessary, allowing much smaller time constants and thus a much faster switching of the
electrodes.

In the end, the methods presented in this work offer a general approach for the
retrapping of highly charged ions, not limited to just Ar14+ . A change of the selected
charge state should quickly be possible, and even the exchange of the element should
easily be possible with just minor changes to the EBIT and the beamline.
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Chapter 6. Summary and Outlook

This work forms a crucial step for the CryPTEx II experiment towards its scientific goal
of high precision spectroscopy of highly charged ions. It immediately enables studying
the dynamics of the produced mixed species ion crystals, including how the crystal
configuration and stability depend on the charge to mass ratios of the constituent ions.
In the near future, a new laser system will be employed to reduce the temperature of
the trapped ions further. The system will cool the ions by resolved sideband cooling
to allow quantum logic spectroscopy of HCIs. Even further steps include the use of an
XUV frequency comb to do direct frequency comb spectroscopy of highly charged ions.
Overall, this offers the possibility to test α for variations in the proposed range.

Other applications besides fundamental research are conceivable for these ultra cold
HCIs. The VAUQSI experiment, started last autumn, aims to employ a comparable setup
in order to employ these HCIs as ultra stable qubits to build a quantum computer inside
the Paul trap with long coherence times. Both concepts are exciting new approaches for
different goals, relying on the extraordinary characteristics featured by HCIs.
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