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A B S T R A C T

The Inert Doublet Model (IDM) has been widely studied as a
possible theory explaining Dark Matter (DM) and in the con-
text of the Electroweak Phase Transition (EWPhT), as a first step
towards accommodating the three Sakharov conditions allow-
ing for baryogenesis. With this aim in mind, in this work the
IDM is extended with higher-dimensional CP-violating opera-
tors which are added in three distinct sectors of the theory,
specifically, in the scalar potential, in the Yukawa Lagrangian,
and in the gauge sector. In each case, DM phenomenology is
extensively studied and the corresponding parameter spaces
are shown in detail, taking into account theoretical and the lat-
est experimental constraints. In particular, for DM masses over
500 GeV further higher-dimensional derivative operators were
also included and it is shown that a new parameter space be-
comes available even for non-(quasi)degenerate scalar masses.
Similarly, in one of the extensions and for low DM masses it is
argued that the Baryon Asymmetry of the Universe (BAU) can
be explained by considering the chiral anomaly during the first
step of a two-step phase transition in the Universe. Possible
benchmark points are, likewise, analysed. We conclude that the
IDM as an effective theory could, in principle, serve as a model
where both DM and baryogenesis are accounted for.

Z U S A M M E N FA S S U N G

Das Inert Doublet-Model (IDM) wurde umfassend als mögli-
che Theorie zur Erklärung der Dunklen Materie (DM) und im
Kontext des elektroschwachen Phasenübergangs (EWPhT) unter-
sucht, als erster Schritt zur Erfüllung der drei Sakharov Bedin-
gungen für Baryogenese. Mit diesem Ziel vor Augen, wird in
dieser Arbeit das IDM um höherdimensionale CP-verletzende
Operatoren erweitert, die in drei verschiedenen Sektoren der
Theorie hinzugefügt werden, nämlich im Skalarpotential, in der
Yukawa-Lagrangedichte und im Eichsektor. In jedem Fall wird
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die DM-Phänomenologie intensiv untersucht und die entspre-
chenden Parameterräume werden unter Berücksichtigung theo-
retischer und neuester experimenteller Einschränkungen detail-
liert angegeben. Insbesondere werden für DM-Massen über 500
GeV weitere höherdimensionale Ableitungsoperatoren einbezo-
gen, und es wird gezeigt, dass ein neuer Parameterraum sogar
für nicht (quasi-)entartete Skalarmassen verfügbar ist. In ähn-
licher Weise wird in einer der Erweiterungen für niedrige DM-
Massen argumentiert, dass die Baryonen-Asymmetrie des Uni-
versums (BAU) durch die chirale Anomalie während des ersten
Schritts eines zweistufigen Phasenübergangs im Universum er-
klärt werden kann. Mögliche Referenzwerte der Parameter wer-
den ebenfalls analysiert. Wir kommen zu dem Schluss, dass das
IDM als effektive Theorie im Prinzip als Modell dienen könnte,
in dem sowohl DM als auch Baryogenese realisierbar sind.
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1
I N T R O D U C T I O N

In 2012 the discovery of the Higgs boson at CERN became a
landmark event in the history of physics; it was the year when
the last piece of the puzzle was finally found. The Standard
Model of Particle Physics (SM) was now complete and, since
then, it has proven to be a remarkable precise theory of the
quantum world, with several experiments measuring its pre-
dictions to a great degree of accuracy. Nonetheless, the SM is
not the last word as it fails to explain several phenomena that,
as today, remain as open questions.

Among the greatest mysteries not explained by the SM, for
instance, we could name the origin of the predominance of
matter over antimatter (also referred to as the Baryon Asym-
metry of the Universe (BAU)) and the nature of the so called
Dark Matter (DM) which comprises approximately 26% of the
universe. Both phenomena, widely supported by experiments,
are far from being completely understood. Many theories, how-
ever, have been proposed in order to solve these questions. One
of these theories is the Inert Doublet Model (IDM), an extension
of the SM where an additional inert Electroweak (EW) doublet is
added. The new doublet does not couple to fermions by means
of an extra Z2 symmetry, under which all the SM fields are
even, but the inert doublet is odd. This allows for the light-
est Z2-odd particle to be a suitable candidate for DM and the
possible parameter space and its implications are thoroughly
discussed, for example, in [15, 19, 39, 42, 70]. On the other
hand, it has also been studied that the IDM can accommodate a
strong first order phase transition [42, 49, 50], being one of the
three Sakharov conditions which must be fulfilled in any model
where the BAU is produced via a dynamical mechanism usually
referred to as baryogenesis. Nonetheless, the IDM is still lacking
of an important ingredient in order to explain the BAU, i.e. CP
violation. With this purpose in mind, there already exist some
extensions of the IDM that include CP violation (see e.g. [53,
65]) but, most of them, rely on the introduction of new scalars
or additional doublets. In this thesis, however, we study differ-
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2 introduction

ent extensions of the IDM via higher dimensional CP-violating
operators, which are analysed in the context of their impact
in the DM relic abundance and their contributions to the gen-
eration of the BAU. Using higher dimensional operators is the
simplest and most general "model independent" way in which
one can extend the theory, yet it has not been done so far. In
this work, particularly, CP-violating operators are added in dis-
tinct sectors of the theory: directly in the scalar potential, in the
Yukawa Lagrangian and in the gauge sector. Furthermore, for
each extension DM physics is analysed in detail and possible
ways to account for baryogenesis are discussed, all by taking
into account current experimental and theoretical constraints.

The work is organized as follows: the first part is dedicated
to a purely theoretical background. Chapters [2] and [3] are
dedicated to presenting the current paradigms in physics for
describing the largest and the smallest of scales, i.e. the stan-
dard cosmological ΛCDM model and the SM, along with their
respective shortcomings. Subsequently, chapters [4] and [5] are
dedicated to the discussion of the main issues addressed in this
work: DM and baryogenesis. The second part of the thesis, on
the other hand, is devoted to the analysis of the IDM and its ex-
tensions. First, the vanilla IDM is explained in detail in chapter
[6] in the light of DM abundance and the nature of the phase
transition. Later on, in chapters [7], [8] and [9] CP violating
extensions of the IDM are presented together with an in-depth
analysis of the DM physics and possible mechanisms to gener-
ate the BAU. Finally, chapter [10] briefly summarizes the results
and discusses possible sources for further studies.

As a final remark, for the rest of this work natural units are
used, i.e. h̄ = c = kB = 1 and, unless stated differently, Ein-
stein’s summation rule for repeated indices is applied. Simi-
larly, the metric signature is (+−−−).



Part I

T H E O R E T I C A L B A C K G R O U N D





2
C O S M O L O G Y: T H E B I G P I C T U R E

I have no special talents
I am only passionately

curious.

— Albert Einstein, Physicist

Since Albert Einstein’s publication of General Relativity (GR)
in 1915, our understanding of the universe and the laws of
physics governing it have profoundly changed. As soon as we
got a hold of Einstein’s equations we were able to explain and
describe the history of the universe down to when it was only
approximately 10−12 seconds old, meaning that, for the first
time, humanity was able to retell almost all of the 13.8 billion
years of cosmic history.

GR is essentially encoded in Einstein’s field equations, a set
of non-linear differential equations describing how energy and
momentum influence spacetime and how the curvature of space-
time manifests itself as gravity. This was a dramatic change in
views, from gravity as a force in the Newtonian sense, to grav-
ity as a feature of geometry. Including the cosmological con-
stant Λ, Einstein’s equations read [27, 64]

Rµν −
1
2
Rgµν = 8πGTµν + Λgµν , (2.0.1)

with Rµν the Riemann tensor, R the Ricci scalar, gµν the metric
of spacetime, G the universal constant of gravitation and Tµν

the corresponding energy-momentum tensor. One must keep
in mind that the original equations did not contain the cosmo-
logical constant, which was added retrospectively by Einstein
himself in an attempt to find static and homogeneous solutions
[26]. However, even though now it is known that static solu-
tions cannot describe reality, later observations showed that the
cosmological constant plays an important role in the dynamics
of our universe. Solving Einstein’s Eqs. (2.0.1) is a highly non-
trivial task and, in fact, just a few exact solutions have been
found so far, solutions which heavily rely on symmetries. So,
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6 cosmology : the big picture

how do we get about finding solutions to Eqs. (2.0.1)?

As a first step, we start by choosing the energy-momentum
tensor of a perfect fluid, characterized by its energy density ρ

and the isotropic pressure p in its rest frame. Using that Uµ

is the fluid four-velocity, the energy-momentum tensor can be
written as [14, 27]

Tµν = (ρ + p)UµUν − pgµν . (2.0.2)

Conservation of energy-momentum, written in tensor form
as ∇µTµ

ν = 0, leads then to the continuity equation

ρ̇ + 3
ȧ
a
(ρ + p) = 0 . (2.0.3)

As a second step, we can make the assumption of the Cosmo-
logical Principle which is the statement that, when averaging
over large scales, the universe looks exactly the same at every
point. Mathematically, this statement means that the universe
is homogeneous and isotropic in space, but not necessarily in
time [101]. The reason why time is not included in the cosmo-
logical principle is that, thanks to Hubble and his experimental
work, since 1929 we know for a fact that the universe is ex-
panding (specifically accelerating). Such expanding spacetime
is usually described by the Robertson-Walker metric given, in
comoving coordinates, by [64]

ds2 = dt2 − a2(t)
[

dr2

1− kr2 + r2(dθ2 + sin2 θdϕ2)

]
, (2.0.4)

where a(t) is the dimensionless scale factor and k ∈ {−1, 0, 1}
determines the curvature of the universe, i.e. for k = 1 the uni-
verse is closed, for k = −1 the universe is open, and for k = 0
the universe is flat. It is the scale factor that dictates how each
slice of space looks like at any given time t.

Then, if one takes the Robertson-Walker metric in Eq. (2.0.4)
together with the energy-momentum tensor of a perfect fluid
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in Eq. (2.0.2), one finds the well-known Friedmann equations,
which describe how the scale factor evolves with time [14, 27]

H2 def
=

(
ȧ
a

)2

=
8πG

3
ρ +

Λ
3
− k

a2 , (2.0.5)

ä
a
= −4πG

3
(ρ + 3p) +

Λ
3

, (2.0.6)

where we have introduced the Hubble parameter H. Metrics of
the form in Eq. (2.0.4) satisfying Eqs. (2.0.5- 2.0.6) describe the
so called Friedmann-Lemaître-Robertson-Walker universes [101].

2.1 cosmic inventory

From the Friedmann equations, we must understand ρ and p as
the sum of all possible contributions to the energy density and
the pressure in the universe, respectively. In our universe, these
contributions will come in the form of matter, radiation and
vacuum energy (the cosmological constant) [14]. Each compo-
nent will evolve differently as the universe expands depending
on its equation of state, given by the continuity Eq. (2.0.3). For-
tunately, we usually have simple equations of state in the form

pi = wiρi . (2.1.1)

with wi a proportionality constant. Plugging Eq. (2.1.1) into
Eq. (2.0.3), one obtains that the energy density of the individual
components evolves as a power law in the scale factor [26]

ρi ∝ a−3(1+wi) . (2.1.2)

component wi evolution

Matter 0 ρm ∝ a−3

Radiation 1
3 ρr ∝ a−4

Cosmological constant −1 ρΛ ∝ a0

Table 2.1.1: Evolution of the energy density for the different compo-
nents that make up the universe.
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In table [2.1.1] a summary of the particular values of wi for
each component and its corresponding evolution with respect
to a is presented.

Figure 2.1.1: Evolution of the energy density for the individual com-
ponents. Taken from Ref.[14].

2.2 cosmological parameters

Given our lack of
understanding of
the nature of the

cosmological
constant, it is also

customary in
cosmology to refer
to the mysterious

70% of the energy
budget of the

universe as dark
energy. In fact, the

terms "cosmological
constant", "vacuum

energy" and "dark
energy" are
essentially

interchangeable.

It is customary in cosmology to define, for each of the contribu-
tions to the energy budget of the universe, a density parameter
given by [101]

Ωi
def
=

ρi

ρcrit
=

(
8πG
3H2

)
ρi , (2.2.1)

where the subscript i specifies the component (matter, radiation
or dark energy) and the critical density ρcrit is the value of the
energy density when the spatial geometry of the universe is flat,
i.e. k = 0. It is also conventional to use the subscript 0 to denote
the value of the quantities at present time, that is, at t = t0. For
example, the value of the Hubble parameter today, measured
using Type IA supernovae is [92]

H0 = (74.0± 1.4) km s−1Mpc−1 , (2.2.2)
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in contrast with the Cosmic Microwave Background (CMB) mea-
surement of [1], given by The ∼ 3σ

discrepancies
between the two
measurements of
the Hubble
parameter supposes
a tension. The key
question here is
whether the Hubble
tension is the result
of systematic errors
or if it indicates
something more
fundamental.

H0 = (67.4± 0.5) km s−1Mpc−1 . (2.2.3)

Using a conservative value of H0 = 70 km s−1Mpc−1 one
finds that the critical density of our universe today is of the
order [101]

ρcrit,0 = 8.5× 10−10kg m−1s−2 . (2.2.4)

On the other hand, by defining an effective energy density
for curvature

Ωk = −
k

(aH)2 , (2.2.5)

the first Friedman equation (2.0.5) can be recast as [14](
H
H0

)2

= Ωr,0

( a0

a

)4
+Ωm,0

( a0

a

)3
+Ωk,0

( a0

a

)2
+ΩΛ . (2.2.6)

Note that the convention is to normalize the scale factor such
that a0 = 1. The goal of observational cosmology is to find the
values appearing in Eq. (2.2.6).

2.3 Λcdm

After many years of observation, the best current consensus
among the scientific community is that our universe is filled
with matter, radiation and dark energy (we also add the contri-
bution from curvature for completeness) in the following pro-
portions [101]

Ωm = 0.31 , Ωr = 5.38× 10−5 , ΩΛ = 0.69 , |Ωk| < 0.01 .
(2.3.1)

This means that we live in a fairly flat universe composed
of approximately 70% of the – so far unknown – dark energy
and only around 30% of matter. Even more worrisome is the
fact that, from the 30% of matter making up the universe only
about 5% corresponds to baryonic matter and about 26% cor-
responds to DM, leaving us with a huge misunderstanding of
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about 95% of our universe.

The numbers given in Eq. (2.3.1) are often called the ΛCDM
model, where Λ stands for the cosmological constant and CDM
stands for Cold Dark Matter.

2.4 thermal history of the universe

To understand the universe as it is today we must play the
movie in reverse [101]. As we go back in time, the universe
becomes hotter and the energy density increases. Indeed, for
the first 300.000 years, the universe consisted of a hot plasma
in which the photons were in thermal equilibrium with matter.
When hydrogen atoms began to form during recombination,
the universe finally became transparent, liberating the photons
we find today in the CMB. Further back in time, neutrons and
protons came together to form light nuclei in what is known
as the Big Bang Nucleosynthesis (BBN). For even hotter tem-
peratures and preceding the QCD phase transition, these pro-
tons and neutrons were melted into the so called quark-gluon
plasma. Even earlier yet, the Electroweak Phase Transition (EWPhT)
took place, giving mass to all particles. Before this time we
know very little, except for selected events we think must oc-
cur, such as inflation.

Tab. [2.4.1] briefly summarizes the most important events in
our understanding of cosmic history. For now we turn our-
selves into the study of equilibrium and non-equilibrium dy-
namics which will allow us to understand the thermal evolu-
tion of the universe and to which the following sections are
dedicated.

2.4.1 Equilibrium

A system of particles is said to be in thermodynamic equi-
librium when the constituents exchange energy, momentum
and particles efficiently. When this happens, the state reached
is one of maximum entropy described by the Fermi-Dirac or
Bose-Einstein distribution functions [14]

f (p) =
1

e(E(p)−µ)/T ± 1
, (2.4.1)
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event t T

Inflation 10−36 s (?) Unknown

Baryogenesis Unknown Unknown

Electroweak Phase Transition 10−12 s 1022 K

QCD Phase Transition 10−6 s 1016 K

DM Freeze Out Unknown Unknown

Neutrino Decoupling 1 s 1010 K

e+e− Annihilation 6 s 5 · 109 K

Nucleosynthesis 3 min 109 K

Matter-Radiation Equality 50.000 years 8700 K

Recombination 300.000 years 3600 K

Last Scattering 350.000 years 3100 K

Matter-Λ Equality 1010 years 3.8 K

Today 1.4 · 1010 years 2.7 K

Table 2.4.1: Important events in the thermal history of the universe
[101].

where the + sign is for fermions, the − sign is for bosons, T is
the temperature and µ is the chemical potential. Assuming that
the chemical potential is zero, the number density of particles
is then given by

neq(p) =
g

(2π)3

∫
d3p f (p) , (2.4.2)

with g being the number of internal degrees of freedom. Al-
though solving the integral in Eq. (2.4.2) is not easily done
analytically, one can clearly distinguish between two extremal
cases. In the relativistic limit (T � m) one gets [64]

neq =
ζ(3)
π2 gT3

{
1 Bosons
3
4 Fermions,

(2.4.3)
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with the Riemann ζ-function. While in the non-relativistic limit
(T � m) the number density is given by

neq = g
(

mT
2π

)3/2

e−m/T . (2.4.4)

This a key result. At low temperatures and in equilibrium the
number density of particles is Boltzmann suppressed.

2.4.2 Beyond Equilibrium

If equilibrium had persisted until today, effectively the number
density of every massive particle would be exponentially sup-
pressed as given by Eq. (2.4.4), rendering a universe made out
of only photons [14]. Therefore it is important that we under-
stand the out of equilibrium conditions leading to the freeze
out of massive particles.

Figure 2.4.1: Particle freeze out. For high temperatures, the number
density agrees with the equilibrium value. For low tem-
peratures, the particles freeze out and keep a number
density that is much greater than the Boltzmann sup-
pressed equilibrium value. Taken from Ref.[14].

The key ingredient here is the comparison between the rate
of interactions Γ of particle species, with the rate of expansion
of the universe, H. When Γ � H, local thermal equilibrium
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is reached before the expansion of the universe becomes too
dominant. As the temperature decreases and Γ ∼ H, the parti-
cles decouple from the thermal bath and they retain a number
density that is much greater than the equilibrium value (see
Fig.[2.4.1]). This number density is usually known as a relic
density and the entire mechanism is known as the freeze out.

2.4.2.1 The Boltzmann Equation

Evolution beyond thermal equilibrium is described by the Boltz-
mann equation given by [14, 64]

dni

dt
+ 3

ȧ
a

ni = Ci[nj] , (2.4.5)

where the left-hand side reflects the fact that the number den-
sity dilutes with the expanding universe , i.e. ni ∼ a−3, and the
right-hand side contains a collision term that depends on the
specific interactions under consideration.

As an example, we consider the following process [14]

1 + 2
 3 + 4 , (2.4.6)

meaning that particle number 1 can annihilate with particle
number 2 to produce particles 3 and 4 and vice-versa. For now
we are only interested in tracking the number density of parti-
cle 1. Then, the Boltzmann equation reads

1
a3

d(n1a3)

dt
= −αn1n2 + βn3n4 . (2.4.7)

The right-hand side of Eq. (2.4.7) takes into account that the
rate of change of n1 must be given by the difference between the
rates for producing and eliminating the species. The coefficient
α is simply the thermally averaged cross section 〈σv〉. Similarly
the β coefficient can be related to α given that the collision term
in Eq. (2.4.5) must vanish in equilibrium

β =

(
n1n2

n3n4

)
eq

α . (2.4.8)

Replacing the number density by the number of particles in a

comoving volume, i.e. Ni
def
= ni/s, where s is the entropy density
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of the universe, one can finally write the Boltzmann equation
as [14]

d ln N1

d ln a
= −Γ1

H

[
1−

(
N1N2

N3N4

)
eq

N3N4

N1N2

]
, (2.4.9)

with Γ1 = n2 〈σv〉 . Solutions to the Boltzmann equation are
usually found numerically.
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T H E S TA N D A R D M O D E L : T H E S M A L L
P I C T U R E

Those who are not shocked when they
first come across quantum theory cannot

possibly have understood it.

— Niels Bohr, Physicist

Just as GR constitutes the present paradigm for physics at
very large scales, the Standard Model of particle physics (SM)
is the present framework to describe the physics of the quan-
tum world. The history behind the SM is full of brilliant ideas,
daring experiments and countless efforts [105] which have re-
sulted in an extremely powerful theory capable of describing
and predicting phenomena in a wide range of energies [24].

In fact, there are
four fundamental
forces in nature:
weak, strong,
electromagnetic and
gravity.
Nonetheless,
gravity is not
contemplated
within the SM.

In short, the SM is a Quantum Field Theory (QFT) of ele-
mentary particles and their interactions, governed by three fun-
damental forces. It combines the Glashow-Weinberg-Salam EW
theory with Quantum Chromodynamics (QCD). It can be char-
acterized as a gauge theory with an overall gauge group of
SU(3)c× SU(2)L×U(1)Y so that each field transforms in a par-
ticular irreducible representation of the group (see Tab. [3.0.1]).
The particle content is divided in two main categories: fermions
(matter particles) with half-integer spin, and bosons with in-
teger spin. In the fermionic sector there is a total of 15 Weyl
spinors grouped in 3 different generations. Since the SM is a
chiral theory, one must distinguish between the left-handed
SU(2) doublets and the right-handed singlets. These are given
by [98]

Li =

(
νe

e

)
L

,

(
νµ

µ

)
L

,

(
ντ

τ

)
L

,

Qi =

(
u
d

)
L

,

(
c
s

)
L

,

(
t
b

)
L

,

ei
R = {eR, µR, τR}, ui

R = {uR, cR, tR} ,

di
R = {dR, sR, bR} . (3.0.1)
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Furthermore, in the SM we have an additional complex SU(2)
doublet, known as the Higgs doublet (Φ), which spontaneously
breaks the EW symmetry, i.e. SU(2)L ×U(1)Y → U(1)EM, and
plays a crucial role in giving mass to the particles in the model.
The Lagrangian contains all gauge invariant terms up to di-
mension four, rendering the theory as renormalizable [54]. In
its simplest form, the Lagrangian can be written as [68]

LSM = LH + LG + LF + LY , (3.0.2)

where we take into account the contributions coming from the
Higgs sector, the gauge sector, the fermion sector and the Yukawa
sector, respectively. Each term is, at the same time, given by

LH =
∣∣DµΦ

∣∣2 − µ2 |Φ|2 − λ |Φ|4 ,

LG = −1
2

Tr
(
GµνGµν

)
− 1

2
Tr
(
WµνWµν

)
− 1

4
BµνBµν ,

LF = iQ̄i /DQi + iūi
R /Dui

R + id̄i
R /Ddi

R + iL̄i /DLi + iēi
R /Dei

R ,

LY = −yij
d Q̄iΦ dj

R − yij
u QiΦ̃ uj

R − yij
e LiΦ ej

R + h.c. , (3.0.3)

where

Gµν = ∂µGν − ∂νGµ + igS[Gµ, Gν] ,
Wµν = ∂µWν − ∂νWµ + ig[Wµ, Wν] ,
Bµν = ∂µBν − ∂νBµ , (3.0.4)

are the field strength tensors for SU(3)c, SU(2)L and U(1)Y,
respectively. The covariant derivative /D = γµDµ is defined as
follows

Dµ = ∂µ −
i
2

gSλaGa
µ −

i
2

gσiW i
µ − ig′YBµ , (3.0.5)

with a = 1, . . . , 8, i = 1, 2, 3, λa are Gell-Mann matrices, σi are
Pauli matrices and gS, g and g′ are the correspoding coupling
constants for SU(3)c, SU(2)L and U(1)Y, respectively. For the
Yukawa Lagrangian we have also defined

Φ̃ = iσ2Φ∗ , (3.0.6)

with the second Pauli matrix σ2.
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field SU(3)c SU(2)L U(1)Y

Qi 3 2 1
6

Li 1 2 −1
2

ui
R 3 1 2

3

di
R 3 1 −1

3

ei
R 1 1 −1

Table 3.0.1: SM fermion fields and their corresponding representa-
tions.

3.1 the higgs mechanism

One of the last puzzles to be solved in the SM was how to in-
clude masses for the gauge bosons in the theory, in particular
for the Z and the W± which were discovered at CERN in 1983

[105]. Given that an explicit mass term violates the gauge sym-
metry of the Lagrangian and spoils the renormalizability of the
theory [74], another mechanism has to be used, a tool known
as the Higgs mechanism [40, 55–57].

The Higgs mechanism relies on the idea of Spontaneous
Symmetry Breaking (SSB). In fact, SSB is one of the most im-
portant concepts in QFT having different consequences depend-
ing on the type of symmetry being broken. Unlike an explicit
breaking of a symmetry, an spontaneous breaking means that
the Lagrangian remains invariant under the symmetry while
the ground state does not [98]. According to Goldstone’s theo-
rem, for each broken generator of the symmetry we will have
a corresponding Goldstone boson [86]. When the broken sym-
metry is a global one, the generated bosons will be massless,
whereas if the symmetry is local (gauged), the massless Gold-
stone’s modes will combine with the longitudinal modes of the
gauge bosons, conserving the number of degrees of freedom.
In the SM the SU(2)L ×U(1)Y electroweak symmetry is broken
down to U(1)EM by the Vacuum Expectation Value (VEV) of the
Higgs doublet. Its potential, given by

V(Φ) = µ2 |Φ|2 + λ |Φ|4 , (3.1.1)
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Figure 3.1.1: Sketch of the one-dimensional potential in Eq. (3.1.1).
Left panel: in the µ2 > 0 case, the potential has a unique
minimum at Φ = 0. Right panel: when µ2 < 0, the po-
tential has a degenerate minima. Taken from Ref. [100].

has a minimum at v√
2
=
√
− µ2

2λ when µ2 < 0, such that we can
write

〈Φ〉 = 1√
2

(
0
v

)
. (3.1.2)

The gauge bosons will therefore acquire mass terms from the
square of the covariant derivative of the Higgs [36, 73, 86, 98],

DµΦ =

(
∂µ − igσiW i

µ − i
g′

2
Bµ

)
Φ , (3.1.3)

with the relevant terms being

|DµΦ|2 ⊃ g2v2

8

[(
W1

µ

)2
+
(

W2
µ

)2
+

(
g′

g
Bµ −W3

µ

)2
]

. (3.1.4)

According to Eq. (3.1.4), we get three massive and one mass-
less vector boson, specified by

W±µ =
1√
2

(
W1

µ ∓ iW2
µ

)
with mW =

v
2

g , (3.1.5)

respectively, and(
Zµ

Aµ

)
=

(
cos θW − sin θW

sin θW cos θW

)(
W3

µ

Bµ

)
with mZ =

mW

cos θW
,
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(3.1.6)

where we have defined the weak mixing (Weinberg) angle as

tan θW =
g′

g
. (3.1.7)

In 2012, more than 40 years after the postulate of the EW the-
ory, the first detection of the Higgs boson by ATLAS and CMS
at CERN [13] at long last allowed us to complete the SM puzzle.

3.2 what cannot be explained?

Even though the SM is a very successful theory, we know it is
not the last word. In fact, there are many experimental obser-
vations that cannot be explained within the theory and many
other aspects that, while contemplated within the SM, are not
offered satisfactory explanations. Among the most important
and unanswered questions, we have the following: To be fair, the

hierarchy problem is
not a problem of the
SM itself. It is
related to new
energy thresholds. If
we suppose the SM

is valid only up to
∼ 500 GeV the
hierarchy problem
does not even exist.
It is only if we
assume the cutoff of
the theory to be
bigger, for example
to lie in the Planck
scale where we
expect quantum
gravity to kick in,
that we need to
worry about the
"lightness" of the
Higgs.

• The Hierarchy Problem: This problem consists in the hier-
archy between the Planck scale and the EW scale [68]. Par-
ticularly, why is the mass of the Higgs boson so small, i.e.
mh = 125 GeV, in comparison to the Planck mass mPL ∼
1018 GeV? In fact, we expect loop corrections to the mass
of the Higgs (the most important coming from the top
quark) of the order [76]

δLmass ∼
6y2

t
(4π)2 Λ2|Φ|2 , (3.2.1)

where Λ is a cutoff for the loop momentum and usually
taken to be of the order of the Planck scale. Nonethe-
less, to keep the corrections below the EW scale one needs
to take Λ . 500 GeV. This means that, either some new
physics will kick in at this energy scale, or we must accept
that there is some fine-tuning taking place in our theory.

• The Strong CP Problem: The strong CP problem is con-
cerned with the smallness of the strong CP phase dis-
cussed in more detail in Sec. [4.2.1]. It is indeed an un-
solved mystery why weak CP violation is nearly maximal,
while strong CP violation is so small [98].
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• Dark Matter: There is overwhelming experimental evi-
dence for the existence of DM. However, up to date, we
still do not know the true nature of this mysterious form
of matter that makes up for approximately 80% of the
matter in our universe. The subject of DM is discussed in
more detail in Chapter [4].

• Dark Energy: As discussed in Sec. [2.3], approximately
70% of our universe is made out of dark energy. Also
known as the cosmological constant, this term appears
as an addition to the Einstein’s Lagrangian allowing us to
find accelerated expanding solutions to Einstein’s equa-
tions. Its addition is rather natural. Since all energy and
momentum in the universe must gravitate, a constant en-
ergy density will have a physical impact in GR, unlike
other branches of physics where only changes in energy
between states are measurable [27]. The most natural choice
for explaining this dark component in the universe is that
of the vacuum energy which is actually predicted by the
SM. However, the predicted value for the energy density
of the vacuum is of the order ρSM

Λ ∼
(
1018 GeV

)4, while

the observed value is only about ρobs
Λ .

(
10−12 GeV

)4 [26].
Thus, we are left with a ratio of ρSM

Λ /ρobs
Λ ∼ 10120 which

is by far a worrisome number [14].

• Neutrino Masses: In the SM neutrinos are massless. We
can see from Eq. (3.0.3) that no mass term is included
for neutrinos. Nevertheless, experimental observations of
neutrino oscillations show that they indeed have a small
but non-zero mass [100]. It is still an open question in
physics how this mass is generated.

• Baryon Asymmetry: Why is the Universe made of matter
and not of antimatter? Assuming this asymmetry was not
an initial condition of the Big Bang (a rather strange and
fine-tuned condition which supposes tensions with infla-
tion as well), we still lack of a complete model that can
explain how baryons came to dominate the Universe in
a ratio of just 1 extra baryon for every billion of baryon-
antibaryon pairs [101]. The problem of baryogenesis will
be discussed in detail in Chapter [5].
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3.3 bsm : effective field theory

In a QFT in 4
dimensions, for
example, we can
classify operators
according to their
mass dimension d:
for d < 4 we say
the operator is
relevant, for d = 4
we call it marginal
and for d > 4 we
call it irrelevant.
The latter name
does not mean these
operators are not
interesting, but
rather that their
impact at low
energies is
negligible [76, 87].
Note that we can
make this
classification of
operators for
theories in arbitrary
dimensions.

Now that we know that the SM does not have the final word,
we ask ourselves: what lies Beyond The Standard Model (BSM)?
This has remained as an open question for a long time and the
answer is probably complicated but, at least, we can be certain
that our new theory must approach the SM at some limit. Other
than that, we could in principle write down any Lagrangian
we like. However, if we assume the new physics is really heavy,
then we can abide by some rules going by the name of Effective
Field Theory (EFT) with which we can study BSM physics in a
general way (for a dedicated study of EFT see, e.g. [48, 75, 87,
95, 106]).

The recipe is very simple. One just needs to construct all pos-
sible local operators involving the fields of the theory (and re-
specting the symmetries) and put them into the Lagrangian.
The rules for constructing an EFT are not that different from the
rules for constructing any QFT, the only distinction being that
we stop insisting in renormalizability, because we accept that
our theory comes with an energy cutoff Λ beyond which it will
break down [52]. For example, we could consider the SM as an

Figure 3.3.1: Generation of operators with higher mass dimensions by
integrating fields out. Taken from Ref. [76].

EFT for energies well below the EW scale ∼ 102 GeV. At these
energies, we can never produce a W, Z or h boson on shell, so
we can simply integrate them out of the theory (see Fig. [3.3.1]).
This is exactly what happens, for instance, in the 4-Fermi the-
ory for weak interactions.

An important point now is that, since we do not know how
the complete theory looks like, the coefficients of our opera-
tors (usually referred to as "Wilson coefficients") are in princi-
ple arbitrary. However, we can estimate their sizes because we
expect our expansion in operators to break down at energies
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∼ Λ. Therefore, the natural size for our coefficients is of O(1)
in units of the cutoff [52]. This can be better understood via di-
mensional analysis. We know that the mass dimension of our
Lagrangian (for a theory in 4 dimensions) must be [L] = 4, such
that our action be dimensionless. Scattering amplitudes will,
therefore, scale as (E/Λ)n for any operator where n = d − 4
and d is the mass dimension for the particular operator under
consideration. This means that operators of lower mass dimen-
sion will become most relevant at lower energies, while opera-
tors with higher mass dimension will become important only
at very high energies. We can see then that, when the energy
starts to approach the cutoff, the perturbative expansion will
not converge; when this happens, we are forced to specify the
full theory, where the new physics will certainly involve new
fields and particles [76].

On the other hand, at this point one might be worried that, in
principle, there would be an infinite amount of operators with a
respective infinite amount of coefficients and this would make
it impossible to make any predictions with an EFT. Nonetheless,
once we truncate the theory at a given order in the operators ex-
pansion, we make sure the numbers of coefficients is finite, thus
recovering the predicting power [23, 62]. Therefore, the advan-
tage of effective field theories is clear: we do not need to worry
trying to understand the underlying and certainly complicated
physics that waits beyond the cutoff. But, even without doing
so, we still have a powerful tool that will help us make predic-
tions that can be measured in our available range of energies.
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D A R K M AT T E R

As mentioned in Sec. [2.3], approximately 26% of our universe
is made out of a mysterious form of matter called dark matter.
We know very little about it, except perhaps for a few facts [89,
90, 107]:

• It seems to be cold, meaning that it is non-relativistic and
it has not been relativistic for a long time.

• It is dark, i.e. it must have a tiny electric charge, if it has
any at all.

• It must be a stable particle, such that its lifetime must be
long compared to cosmological timescales.

• Its mass can be anywhere in between 10−22 eV and 5 M� ∼
1066 eV covering an impressive range of ∼ 90 orders of
magnitude.

However, besides these tiny pieces of information we are al-
most completely clueless.

4.1 evidence for dark matter

4.1.1 Galaxy Clusters

The problem of dark matter historically first came to be known
as the problem of missing matter [16]. As early as in 1933, the
swiss astronomer Fritz Zwicky used the virial theorem to es-
timate the mass of the Coma Cluster. He found out that the
galaxies in the cluster were moving too fast to be explained
by the measured mass in the cluster [18]. In its simplest form,
the virial theorem states that for any potentially bounded sys-
tem (such as a gravitational one), the time average of the total
kinetic energy is related to the time average of the potential
energy as [101]

T = −1
2

V . (4.1.1)

23
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Making some simple assumptions, such as considering that
the cluster consists of N galaxies with mass m, and that the
system is "self-averaging" (i.e. averages over time are equivalent
to averages over many galaxies), one can finally write

Mtot ≡ Nm =
2
〈
v2〉

G
〈

1
r

〉 , (4.1.2)

where 〈1/r〉 is the averaged inverse distance between the galax-
ies and

〈
v2〉 is their averaged square velocity. Using the data

taken by Hubble and Humason, Zwicky estimated the virial
mass of the Coma Cluster to be around 4.5× 1013M�. Compar-
ing this estimate to the mass measured by the luminosity of the
cluster, Zwicky found that the virial mass was greater than the
luminosity mass by a factor of around 500 [89].

He then postulated the existence of additional mass in the
form of "Dunkel Materie" providing the necessary gravitational
pull to speed up the galaxies [44].

4.1.2 Galaxy Rotation Curves

Galaxy rotation curves play an important role in the experimen-
tal evidence for dark matter. These curves are essentially veloc-
ity profiles of the stars and gas in a given galaxy as a function
of their distance to the galactic center [18]. As a rough estimate,
assuming spherical symmetry, the centrifugal force of a star or-
biting the galaxy at a distance r must be given by [101]

v2

r
=

GM(r)
r2 , (4.1.3)

where M(r) is the mass enclosed inside a sphere of radius r.
Thereby, it is expected that the rotational speed as we move
away from the center changes as

v(r) ∼
√

GM(r)
r

. (4.1.4)

This means that measuring the speed profile of a galaxy gives
us an indirect value of its mass [89]. Far away from the galac-
tic center one should expect the rotational speed to decrease as
v(r) ∼

√
1/r. Nonetheless, this is not the case. Already in the
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Figure 4.1.1: Rotational velocities for 67 emission regions in An-
dromeda as a function of the distance from the galactic
center. Taken from Ref.[96].

1970’s Vera Rubin and Kent Ford, performing an spectroscopic
study of Andromeda, found that the velocities for objects far
away from the galactic center remained constant, i.e. the rota-
tion curve became flat [44] as shown in Fig. [4.1.1]. To explain
the data, it is assumed that galaxies must have enormous dark
halos made of DM.

4.1.3 Gravitational Lensing

One of the most famous predictions of General Relativity is the
bending or deflection of light when passing near heavy objects
curving the fabric of spacetime. As a consequence, the image
we receive here on Earth may appear distorted or repeated [44].
Through gravitational lensing one can accurately determine the
mass of the massive object sourcing the deflection. Generally,
the masses measured by gravitational lensing greatly exceed
the visible matter.

4.1.4 Big Bang Nucleosynthesis

The Big Bang Nucleosynthesis is an extremely accurate and
powerful theory describing the formation of light elements in
early stages of the universe [101]. It is the case that the rela-
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Figure 4.1.2: Gravitational lensing. Left panel: Cluster of galaxies
lenses the blue background galaxy into several images.
Right panel: A computer reconstruction of the lens
shows a smooth background, not accounted by the lu-
minous matter. Taken from Ref. [44].

tive abundances of light elements depend heavily on the total
amount of baryonic matter. The predictions of the relative abun-
dances are 0.25 for helium, 10−5 for deuterium and 10−10 for
lithium [44]. All these numbers are compatible with baryonic
matter making up only 5% of the universe.

4.1.5 Cosmic Microwave Background

The CMB is thermal radiation filling out our entire universe. It
comes from the early stages of cosmic history, when the pho-
tons finally decoupled from the hot plasma at a redshift of
about 1100 [101]. This makes the CMB a powerful tool to probe
cosmological parameters, such as the energy density of the uni-
verse and the baryonic fraction [89]. In fact, the power spectrum
of the CMB (the heights and positions of its peaks) is in agree-
ment with the cosmological parameters given in Eq. (2.3.1) and,
therefore, with the corresponding abundance of DM.

4.1.6 Structure Formation

The CMB also shows that our universe is approximately isotropic
and homogeneous, with tiny fluctuations of the order of 10−5.
These small fluctuations evolved to form the structures we see
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nowadays, such as clusters, galaxies and stars [101].

However, structure formation could not have been possible
with baryonic matter alone. We know that visible matter was
coupled to photons until approximately 300.000 years after the
Big Bang, leaving insufficient time to reproduce the universe
as we see it today [89]. By contrast, dark matter is expected to
decouple much earlier allowing for its density perturbations
to grow and to form gravitational wells into which baryonic
matter can subsequently fall.

4.2 candidates for dark matter

Given the overwhelming experimental support and the scien-
tific consensus on the existence of dark matter, the next natural
question comes into mind: what is the nature of dark matter?

The bad news is that we do not really know the answer to
this question. The good news is that, currently, there are many
efforts being made by theoretical and experimental physicists
in order to shed some light into the darkness. For example,
twenty years ago it was still reasonable to believe that dark mat-
ter could consist of Massive Compact Halo Objects (MACHOs),
i.e. faint starts like neutron stars or brown dwarfs [44]. How-
ever, thanks to the experimental evidence provided by the CMB
and BBN, we now know that DM is made out of non-baryonic
material. Here we list the most popular candidates.

4.2.1 Axionic Dark Matter

Axions first arose in the Peccei-Quinn solution to the strong
CP problem. In the SM there are two sources for CP violation,
one coming from the phase of the CKM matrix, and one com-
ing from the strong CP phase. The latter emerges from a CP
violating term in the QCD Lagrangian [76]

LQCD ⊃ θ̄
g2

S
32π2 εµναβGa

µνGa
αβ , (4.2.1)

where Gµν is the gluon field strength tensor and εµναβ is the
Levi-Civita tensor. Present measurements of the neutron elec-
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tric dipole moment set an upper bound for θ̄ of the order of
[98]

θ̄ < 10−10 . (4.2.2)

Why is θ̄ so small? This is known as the strong CP problem.
The Peccei-Quinn proposal to solve this problem consisted in
adding a new and anomalous spontaneously broken U(1)PQ
symmetry, thus introducing a new Nambu-Goldstone boson:
the axion (a). The axion couples in the following way [82]

LQCD ⊃
(

θ̄ +
a
fa

)
g2

S
32π2 εµναβGa

µνGa
αβ , (4.2.3)

where fa is the axion decay constant. Its potential is approxi-
mately given by

V ∼
[

1− cos
(

θ̄ +
a
fa

)]
, (4.2.4)

such that it is minimized for 〈a〉 = −θ̄ fa, giving a natural reso-
lution to the strong CP problem. As a bonus we also get a new
particle as a suitable candidate for DM. Axions are weakly inter-
acting and are very light, with an expected mass of the order of
ma . 10−3eV [18].

4.2.2 WIMP’s

As the name suggests, Weakly Interacting Massive Particles
(WIMPs) are heavy elementary particles interacting weakly. Since
the 1980’s, WIMPs have gained enormous popularity as natural
candidates for DM [18]. To understand why, let us make a rough
estimate of the WIMPs abundance in our universe. Suppose our
new elementary particle is called the X-particle. Its mass can be
somewhere between a few GeV to a few TeV, so we know it will
decouple from the thermal bath in the radiation dominated era.
At that time, the Hubble parameter is given by [82]

H = g1/2
∗

T2

MPL

(
π2

90

)1/2

∼ g1/2
∗

T2

MPL
, (4.2.5)
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where g∗ is the number of relativistic degrees of freedom and
MPL is the Planck mass. Correspondingly, the annihilation rate
of the WIMP will be given by

Γ = 〈σv〉 nX , (4.2.6)

with nX being the number density of X and 〈σv〉 its thermally
averaged annihilation cross section. When Γ ∼ H, the annihi-
lation effectively stops, freezing out the number density to the
value

nX(Tf ) ' g1/2
∗

T2
f

MPL 〈σv〉 , (4.2.7)

at the freeze out temperature Tf . The abundance can then be
computed using the entropy density at Tf given by s ∼ g∗T3

f ,
the present entropy density s0 and the critical density as [14,
82]

ΩX = mX
nX

s
s0

ρcrit,0
∼ mXg−1/2

∗
〈σv〉MPLTf

s0

ρcrit,0
. (4.2.8)

To obtain the correct observed abundance of ΩXh2 ∼ 0.12 we
need an average cross section of the order of

〈σv〉 ∼ 10−19GeV−2 ∼ 1pb . (4.2.9)

Surprisingly, this is a typical weak interaction cross section.
Therefore, for an arbitrary particle X with SM gauge couplings
and a mass of ranging from a few GeV to a few TeV, the result-
ing relic abundance turns out to be pretty close to the observed
value. This coincidence is known as the WIMP miracle [16].

4.3 thermal production of wimp dark matter

For now let us focus in WIMP DM and discuss its production
and evolution during the cosmic history. With this purpose in
mind, let us suppose our dark matter candidate is the X particle
discussed in Sec. [4.2.2]. Let us also suppose that X and its an-
tiparticle X̄ can annihilate into two light (essentially massless)
particles l and l̄ [14]. The l particles are heavily coupled to the
thermal bath such that, throughout, they maintain their equi-
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librium abundances nl = neq
l . Under the additional assumption

that nX = nX̄ one can write the Boltzmann equation (2.4.7) as

dNX

dt
= −s 〈σv〉

[
N2

X −
(

Neq
X
)2
]

. (4.3.1)

Figure 4.3.1: Dark matter abundance as a function of temperature.
Taken from Ref.[14].

Since all interesting dynamics will take place when mX ∼ T
we define the quantity x ≡ mX/T. Taking a radiation-dominated
universe at the time of freeze out we can convert Eq. (4.3.1) into
the so called Riccati Equation [14]

dNX

dt
= − λ

x2

[
N2

X −
(

Neq
X
)2
]

, (4.3.2)

with g∗S being the number of relativistic degrees on freedom in
entropy,

λ ≡ 2π2

45
g∗S

m3
X 〈σv〉

H(mX)
, (4.3.3)

where H(mX) is the Hubble parameter at T = mX. Eq. (4.3.2)
has no analytical solutions so numerical results are depicted in
Fig. [4.3.1]. These show that DM freeze out occurs at around
x f ∼ 10.
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Figure 4.3.2: Upper limits on the spin-independent DM-nucleon cross
section as a function of the DM mass. Taken from
Ref.[107].

4.4 searches for dark matter

Currently there is a lot of effort being made to detect dark mat-
ter directly or indirectly, including several experiments around
the world. Direct detection experiments aim to observe scatter-
ing events of galactic DM particles with nucleons or electrons
in the material of the detector in the form of ionisation, scintil-
lation or lattice vibrations. These events are very rare and the
signals are expected to be very small [107].

In Fig. [4.3.2] the best constraints on the spin-independent
DM-nucleon cross section for different experiments are shown.
It can be seen that the most stringent constraints come from the
XENON1T collaboration [3, 4].





5
B A RY O G E N E S I S

The idea of antimatter as we know it today was first proposed
by Dirac in 1928 as a negative energy solution to his equation
[72]. Two years later, the positron (the anti-partner of the elec-
tron) was discovered and the scientific community started won-
dering about the nature and the reason for the predominance
of matter over antimatter.

It is reasonable, for example, to expect equal amounts of mat-
ter and antimatter when the universe came to be at first. How-
ever, this preconception is problematic because matter and an-
timatter usually annihilate with each other in processes like
e− + e+ → γ + γ. So, if the universe indeed started in a sym-
metric state, today we would expect it to be filled with only
radiation [14].

Nonetheless, we know this is not the case. After all, the uni-
verse is filled with galaxies, stars and so on. In fact, observa-
tions show that antimatter is very rare. Out of everyday expe-
rience we know the Earth is made out of matter, with slightly
amounts of antimatter being found only in the physics laborato-
ries. From experience we also know the moon, the Sun and the
Solar System must all be made out of matter. Moreover, cosmic
rays coming from our galaxy further exhibit this asymmetry
with antiprotons showing up in a ratio of only 10−4 compared
to protons [64]. This is consistent with the idea of secondary
production of antiprotons by ray collisions with the interstellar
medium. It seems, then, that wherever we set eyes on we find
this asymmetry: everything appears to be made out of baryons
alone.

Even if we postulate the existence of big matter- and antimatter-
dominated regions of the universe separated by large distances,
we would expect to see a great flux of gamma rays coming from
the boundaries between regions, but we have not seen any so
far. Therefore, we have good reasons to believe in the asymme-

33
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try [104].

This asymmetry usually goes by the name of the BAU. The
main pieces of evidence for the BAU come from BBN and the
CMB anisotropies [14] from which we obtain the baryon-to-photon
number as the quantity measuring the amount of asymmetry.
Presently its value is [107]

η = 6.14(19)× 10−10 , (5.0.1)

where η is defined as the ratio between the number density of
baryons and the number density of photons, i.e. nB/nγ. Since
the number density of photons is not a conserved quantity it
is also customary to use the ratio nB/s, with s0 = 7.04 nγ0 the
entropy density of the universe today [81]. Considering that the
number density of baryons is also defined as

nB = nb − nb̄ , (5.0.2)

with nb and nb̄ the number densities of baryons and antibaryons,
respectively, η is a clear indicator of the BAU.

There are two possible explanations for the BAU. One is to
accept the asymmetry as an initial condition of our universe.
However, this means accepting an extremely fined-tuned num-
ber of only one extra baryon for every billion baryon-antibaryon
pairs [101]. It also means having tensions with inflation, be-
cause even this small number is way to big for inflationary mod-
els where all initial conditions are effectively washed out [99].
The other possibility, on the other hand, is to assume that we
started with a symmetric universe but, some dynamical mech-
anism known as Baryogenesis created the asymmetry we see
today. In 1967 Andrei Sakharov established 3 basic conditions
that must be fulfilled in any model of baryogenesis [97] and
that we present in detail in the next section.

5.1 sakharov conditions

5.1.1 Baryon Number Violation

We begin with the most intuitive and obvious condition. If we
start with a symmetric universe with B = 0, then we need some
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baryon number violating processes in order to evolve to a uni-
verse with B 6= 0, where the baryon number B is defined as

B =
nq − nq̄

3
, (5.1.1)

for nq and nq̄ being the number of quarks and anti-quarks, re-
spectively.

As a caveat, baryon number violating interactions in any model
will be constrained by the proton lifetime (τp ∼ 1032 years [93]).

5.1.2 C and CP Violation

The violation of charge conjugation (C) and charge conjugation
plus parity symmetry (CP) may appear as a less obvious condi-
tion. However, C and CP violation are essential to ensure that
particles and antiparticles behave differently under certain pro-
cesses, providing us with a mechanism under which particles
are favoured over antiparticles.

For the purpose of illustration let us consider a theory in
which we have a heavy boson X and its antiparticle X̄, both of
which decay in baryon number violating processes [28]

X → qq with ∆BX =
2
3

and

X̄ → q̄q̄ with ∆BX̄ = −2
3

. (5.1.2)

We then denote by r and r̄ the corresponding branching ratios

r =
Γ(X → qq)

ΓX
and r̄ =

Γ(X̄ → q̄q̄)
ΓX̄

, (5.1.3)

with ΓX,X̄ the total decay rate. Because of CPT invariance we
also know that ΓX = ΓX̄. It follows that the net baryon number
produced in the decays will be given by

ε = ∆BX + ∆BX̄ =
2
3
(r− r̄) , (5.1.4)
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where

r− r̄ =
Γ(X → qq)− Γ(X̄ → q̄q̄)

ΓX
. (5.1.5)

Therefore, if we suppose our theory is invariant under charge
conjugation [104], i.e. X → X̄ and q → q̄, then we immediately
see that Γ(X → qq) = Γ(X̄ → q̄q̄), giving a vanishing contri-
bution to the baryon number in Eq. (5.1.4). In the same way,
rewriting the decay rates to explicitly show the contributions
from left-handed and right-handed particles

Γ(X → qq) = Γ(X → qLqL) + Γ(X → qRqR) , (5.1.6)

we can recast Eq. (5.1.5) as

r− r̄ =
Γ(X → qLqL) + Γ(X → qRqR)− Γ(X̄ → q̄Lq̄L)− Γ(X̄ → q̄Rq̄R)

ΓX
.

(5.1.7)

From here we see that if our theory is invariant under CP,
such that

Γ(X → qLqL) = Γ(X̄ → q̄Rq̄R) and
Γ(X → qRqR) = Γ(X̄ → q̄Lq̄L) , (5.1.8)

we obtain again r − r̄ = 0 and, consequently, no net baryon
number can be produced.

5.1.3 Departure from Thermal Equilibrium

Finally, we arrive at the last and least intuitive condition for
baryogenesis. However, if all the particles in the universe had
remained in thermal equilibrium, CPT invariance would have
prevented the appearance of any asymmetry. In order to see
this, let us consider a certain species X that is in thermal equilib-
rium at T � mX such that, according to Eq. (2.4.4), its number
density will be given by

nX = gX

(
mXT
2π

)3/2

e
−mX+µX

T , (5.1.9)



5.2 electroweak baryogenesis 37

where µX is the chemical potential and gX is the number of
degrees of freedom [93]. When in equilibrium the chemical po-
tential must be conserved, i.e. in a process 1 + 2 ↔ 3 + 4 we
must have [14]

µ1 + µ2 = µ3 + µ4 . (5.1.10)

Therefore, due to the matter-antimatter annihilation process
X + X̄ → 2γ, we can conclude that µX = −µX̄. It follows that
baryon number will get a contribution of the form

B ∝ nx − nX̄ = 2gX

(
mXT
2π

)3/2

e−mX/T sinh
(µX

T

)
. (5.1.11)

When X undergoes B violating processes (as required by the
first Sakharov condition) such as X + X → X̄ + X̄, then µX = 0
and, from Eq. (5.1.11), we get B = 0. Thus, no net asymmetry
can be developed when in equilibrium.

5.2 electroweak baryogenesis

As surprising as it may be, in the SM we have all the necessary
ingredients, as given in the last section, to explain the baryon
asymmetry within the model. In this section, however, we will
explain in detail how each of the Sakharov conditions are mani-
fested in the SM and why they fail to explain the observed BAU,
thus calling for BSM theories.

5.2.1 Baryon Number Violation in the SM

We know for a fact that in the SM baryon number and lepton
number (L) are conserved at tree level and at any order in per-
turbation theory. They are accidental symmetries [28] with cor-
responding conserved currents

Jµ
B = ∑

q

1
3

q̄γµq

Jµ
L = ∑

l
l̄γµl + ν̄lγ

µνl . (5.2.1)
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At classical level we must have ∂µ Jµ
B = ∂µ Jµ

L = 0, which re-
sults in a conservation law for B and L [104].

However, the conservation is spoiled by quantum corrections
through the chiral anomaly [91]. Already in 1976 ’t Hooft [58]
realized that non-perturbative effects can give rise to processes
in which B + L is not conserved.

In order to see how this violation comes about, let us consider
the following generating function in Euclidean space [98]

exp[−Z ] =
∫
DΨDΨ̄ exp[−S] (5.2.2)

for a Dirac field Ψ. Let us now consider a general phase trans-
formation for the Dirac field in the following way

Ψ(x)→ ei(a+bγ5)θ(x)Ψ(x) . (5.2.3)

with θ(x) a spacetime-dependent phase. For a = 1
3 and b = 0,

Eq. (5.2.3) reduces to a rotation of baryon number, while we get
a rotation of lepton number when a = 1 and b = 0. Under the
general transformation in Eq. (5.2.3) the action changes as [47,
93]

δS0 = −
∫

d4x
[
Ψ̄m

(
e2ibγ5θ(x) − 1

)
Ψ + Ψ̄γµ(a + bγ5)Ψ∂µθ(x)

]
.

(5.2.4)

Moreover, since the measure in Eq. (5.2.2) is not invariant
under the transformation in Eq. (5.2.3), we will get an extra
term which can be written as an extra contribution to the action

δS1 = i
∫

d4x θ(x)
[
(a− b)

8π2 TrF(L)µν F̃(L)
µν −

(a + b)
8π2 TrF(R)µν F̃(R)

µν

]
,

(5.2.5)

where F(L)
µν and F(R)

µν are the field strength tensors coupled to
the left-handed and right-handed fields respectively, and F̃ is
the dual field strength tensor defined as

F̃µν =
1
2

εµνσρFσρ . (5.2.6)
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Integrating Eq. (5.2.4) by parts and demanding that the gen-
erating function is invariant under baryon and lepton number
transformations, we obtain that the derivatives of the baryonic
and leptonic currents do not vanish but, rather remarkably, they
are given by

∂µ Jµ
B = ∂µ Jµ

L = i
NF

32π2

(
−g2WaµνW̃a

µν + g′2BµνB̃µν

)
, (5.2.7)

with NF the number of generations, Wµν and Bµν the field strength
tensors for SU(2)L and U(1)Y respectively, and corresponding
coupling constants g and g′. From Eq. (5.2.7) we immediately
see that, since ∂µ(Jµ

B − Jµ
L) = 0, the combination B− L will be

a conserved quantity [28]. However B + L is not conserved. In
fact, we can rewrite the right-hand side of Eq. (5.2.7) as four
divergences [91]

∂µ Jµ
B = i

NF

32π2

(
−g2∂µKµ + g′2∂µkµ

)
, (5.2.8)

where

kµ = εµναβBναBβ and

Kµ = εµναβ
(

Wa
ναWa

β −
g
3

εabcWa
νWb

αWc
β

)
. (5.2.9)

Now, total derivatives are usually unobservable because they
can be integrated by parts and they drop from the integrals.
This is true, for instance, for the abelian fields in kµ since they
vanish quickly enough at infinity and their integral vanishes.
However, due to the topological properties of SU(2) this is not
true for the fields in Kµ which will pick contributions at infin-
ity that cannot be dropped. This means the the current non-
conservation becomes observable only for non-abelian groups.
Indeed, given that baryon number can be obtained from the
baryonic current as [93]

B = i
∫

d3xJ0
B , (5.2.10)

baryon number violation will be given by

∆B = B(t f )− B(ti) = NF∆NCS = 3∆NCS , (5.2.11)
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where NCS is known as the Chern-Simons number and it is
defined as

NCS =
g2

32π2

∫
d3x εijk

(
Wa

ijW
a
k −

g
3

εabcWa
i Wb

j Wc
k

)
. (5.2.12)

The key point here is that the fields Wa
µ can be gauged away

locally, but not globally by a gauge transformation. In fact, un-
der a gauge transformation U the fields transform as

Wi → UWiU−1 +
i
g
(∂iU)U−1, (5.2.13)

and the corresponding change in NCS is [47]

δNCS =
1

24π2

∫
d3xεijk Tr

[
(∂iU)U−1(∂jU)U−1(∂kU)U−1

]
.

(5.2.14)

Evaluating δNCS is easily done by remembering that the most
general 2× 2 unitary matrix can be written as U = a1 + ibjσ

j,
where a2 + |b|2 = 1 and σj are the Pauli matrices. For example
we can take the maps [93]

U(0)(x) = 1

U(1)(x) =
x0 + i~x ·~σ

r
with r =

(
x2

0 + |~x|2
)1/2

,

U(n)(x) =
[
U(1)

]n
, (5.2.15)

for which it is straightforward to check that δNCS

(
U(0)

)
= 0,

δNCS

(
U(1)

)
= 1 and δNCS

(
U(n)

)
= n. Thus, it is clear that

we can have two different types of gauge transformations, the
ones which do not change NCS and the ones that change NCS by
n, the winding number. Now, let us suppose that we wish to
compute ∆B when we go from an initial to a final configuration
of gauge fields. For that purpose we can consider vacuum field
strength tensors, i.e. configurations for which Wµν = 0. The
corresponding fields are, therefore, pure gauge fields [91, 93]

Wvac =
i
g
(∇U)U−1, (5.2.16)
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where we choose the temporal gauge W0 = 0. Note that all the
configurations Wvac may be regarded as describing a ground
state. As said before, we can have two different classes of gauge
transformations for which one can keep Wµν = 0:

1. continuous transformations of the fields, i.e. U(0) or any
transformation related to U(0) by

U(x) = U(0)(x) (1 + iεa(x)σa) , (5.2.17)

with εa(x)→ 0 when |~x| → ∞ ;

2. transforming the fields via U(n) which leads to another
ground state with different Chern-Simons number.

Accordingly, this tells us that the vacuum structure of SU(2)
consists of an infinite amount of degenerate vacua separated
by potential barriers and which differ from each other by units
of topological charge given by NCS (see Fig. [5.2.1]). Therefore,
every time a transition between different vacua occurs, a net
change in baryon number arise as given by Eq. (5.2.11).

In a semi-classical approximation, for instance, one can com-
pute the probability of tunneling between neighbouring vacua
which is given by the instanton configurations [28]. In fact, at
zero temperature, the probability of starting at a state |Ψ, B〉
with baryon number B and tunneling through the barrier to a
state |Ψ, B± 3〉 is given by [104]

〈Ψ, B± 3|Ψ, B〉 ∝ e−Sinst = e−4π/αW ∼ 10−164 , (5.2.18)

where Sinst is the action corresponding to the instanton config-

uration, and αW = g2

4π is the weak coupling constant.
The number in Eq. (5.2.18) is so small, that it explains why

we have not seen any B-violating processes in experiments. At
zero temperature, B-violation is basically nonexistent.

5.2.1.1 Sphalerons

Even though we can forget about B violation taking place at
zero temperature, not everything is lost. In 1985 Kuzmin, Rubakov
and Shaposhnikov [66] already pointed out that at finite tem-
perature the picture can be quite different. They realized that,
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Figure 5.2.1: Energy dependence of the gauge configurations as
a function of the winding number NCS. Taken from
Ref.[28].

in the presence of a thermal bath, transitions between differ-
ent vacua can occur, not by tunneling, but by going ("jump-
ing") over the barrier [104]. These field configurations known
as sphalerons (Greek for "ready to fall") are saddle point so-
lutions to the equations of motion. The rate of baryon number
violation per unit volume was computed by Arnold and McLer-
ran [8] and it is given by [104]

Γsph

V
= c

(Esph

T

)3

[mW(T)]4 e−Esph/T , (5.2.19)

where c is a constant and mW(T) is the temperature-dependent
mass of the W boson, written in terms of the temperature-
dependent Higgs VEV 〈Φ〉 as

mW(T) =
g
2
〈Φ(T)〉 . (5.2.20)

The B parameter in
Eq. (5.2.21) may
appear ill defined

for mW → 0.
However, its value

in this case is
simply

B(∞) = 2.72.

The sphaleron energy computed in Ref.[79] is given by

Esph(T) =
2mW(T)

αW
B
(

mh
mW

)
, (5.2.21)
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where, for the SM, B appearing in Eq. (5.2.21) is a parame-
ter ranging from 1.56 to 2.72 [104]. We can now distinguish
between two cases. For temperatures above the EWPhT (T ∼
100 GeV), i.e. in the symmetric phase where the Higgs is still
in the symmetric vacuum, the W boson is massless such that
Esph = 0. This means that the energy barriers between differ-
ent vacua disappear and the exponential factor in Eq. (5.2.19)
drops out. In this case, the computation for the transition rate
requires a careful treatment of high-temperature effects which
is a very involved task. However, one can estimate the result
using dimensional analysis, from which one expects the rate to
scale as [91]

Γsph

V
∼ κ(αW T)4 , (5.2.22)

with 0.1 . κ . 1.0. A more precise value is obtained on the
lattice [77, 78], resulting in a extra damping factor of αW

Γsph

V
= κ′αW(αW T)4 , (5.2.23)

where κ′ = 29± 6 [81]. This is a key result. Sphaleron processes
are unsuppressed in the unbroken phase, where transitions be-
tween different vacua will result in a change in baryon number.
In the broken phase, however, the sphalerons are exponentially
suppressed meaning that any asymmetry produced before the
phase transition will, in principle, be preserved for T � TEW .

5.2.2 Sources of CP Violation

As mentioned in Sec. [5.1.2], both C and CP must be violated in
order to generate a baryon asymmetry. Good news is that the
theory of electroweak interactions naturally satisfy both condi-
tions. As it happens, C is maximally violated in the weak inter-
actions, given that only left-handed particles and right-handed
antiparticles couple to SU(2)L. On the other hand, CP violation
has been observed in rare processes involving hadrons, such
as the neutral Kaon system [102]. To understand where this
comes from, let us consider the charged current Lagrangian in
the weak basis which is given by

Lweak
W =

g√
2

(
ūLγµdLW+

µ + d̄LγµuLW−µ
)

, (5.2.24)
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where uL = (u, c, t)L and dL = (d, s, b)L [28]. We can then
perform a chiral rotation on the left-handed quarks, such that
masses are diagonalized via unitary transformations Uu,d

L,R in the
following way

diag(mu, mc, mt) = Uu
L MuUu

R

diag(md, ms, mb) = Ud
LMdUd

R . (5.2.25)

The charged current in the mass basis is, therefore [83, 98],

Lmass
W =

g√
2

(
ū′LVγµd′LW+

µ + d̄′LV†γµu′LW−µ
)

, (5.2.26)

where the prime indicates the rotated fields, i.e. u′L = Uu
LuL,

d′L = Ud
LdL and V = Uu

L(U
d
L)

† is the Cabibbo–Kobayashi–Maskawa
(CKM) matrix. After a CP transformation Lmass

W changes as

Lmass
W

CP−→ g√
2

(
ū′L(V

†)Tγµd′LW+
µ + d̄′L(V)Tγµu′LW−µ

)
. (5.2.27)

This implies that the SM Lagrangian is invariant under CP
(for more details on CP violation see Appendix [B]) if and only
if V = V∗, i.e. the CKM matrix is real. In general, a 3× 3 unitary
matrix can be parametrized by 9 degrees of freedom divided
into 3 angles and 6 phases. However, 5 out of the 6 phases
can be absorbed into redefinitions of the quark fields, leaving
us with 3 angles and one physical phase as the only source of
weak CP violation in the SM. In fact, in 1985 Jarlskog [61] found
that CP violation in the quark sector originates in a single CP-
odd invariant called the Jarlskog invariant that depends on the
product of the difference between quark masses [67, 84]

JSM = (m2
t −m2

c) · (m2
c −m2

u) · (m2
t −m2

u) · (m2
b −m2

s )·
(m2

b −m2
d) · (m2

s −m2
d) · =(VudVcsV∗usV

∗
cd) .
(5.2.28)

Turning back to the problem of baryogenesis, we wonder if
the CP violation encoded in the Jarlskog invariant is sufficient
to generate the baryon asymmetry we see today. As it happens,
the role played by CP violation in baryogenesis turns out to
be highly non-trivial and it will be discussed in more detail in
next sections. Nonetheless, we are still able to do a naive esti-
mate of its influence. The first thing we need to note is that the
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sphaleron processes described in Sec. [5.2.1.1] can create both,
a positive and a negative baryon number, resulting in no net
change for B. The job for CP violation, however, is to provide
us with a fixed direction for the sphaleron processes to occur
[102]. Consequently, given the baryon number violation rate
Γsph in Eq. (5.2.22), we can write [28, 43, 47, 93]

η ∼
Γsph

sT
δCP =

α4
W T3

s
δCP ∼ 10−8δCP , (5.2.29)

where s is the entropy density of the universe, and δCP is a di- Another possible
source for CP
violation within the
SM comes from the
strong CP phase
discussed in
Sec.(4.2.1).
However, due to
electric dipole
moments
constraints, its
effect is even
smaller that the one
coming from weak
CP violation, ruling
out the possibility of
its influence in
baryogenesis.

mensionless suppression factor due to CP violation. As a rough
estimate for δCP, since all the CP violation in the SM must be
proportional to JSM, and the Jarlskog invariant has mass di-
mension 12, the dimensionless quantity will be given by [29]

δCP =
JSM

(TEW)12 , (5.2.30)

with the EW temperature of the order ∼ 100 GeV. Hence, for the
SM we obtain δCP ∼ 10−20 which, at the same time, implies a
baryon-to-photon ratio of the order η ∼ 10−28, such that it is
not possible to account for the observed value of η ∼ 10−10.

5.2.3 The Out of Equilibrium Scenario

We finally get to the last Sakharov condition. The out of equi-
librium scenario we need for baryogenesis is given in standard
cosmology by the expansion of the universe itself, as discussed
in Sec. [2.4.2]. In this section we will review how this condition
is translated into a successful theory of baryogenesis and how
it is related to the EWPhT.

5.2.3.1 The Wash-Out of B + L

A natural question to ask at this point is at what temperature
sphalerons were in thermal equilibrium with the hot plasma.
In order to answer this, we need to compare the correspond-
ing rate with that of the expansion of the universe. For tem-
peratures above the EWPhT, with the sphaleron rate given by
Eq. (5.2.22), B violating processes are in thermal equilibrium
when Γsph & H [93, 104]. Using that the comoving volume
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scales as V ∼ T−3 and using the Hubble parameter for a ra-
diation dominated universe we find that

(αW T)4

T3 & g1/2
∗

T2

MPL
→ T . 1012 GeV . (5.2.31)

This is a very interesting result. For temperatures above ∼
1013 GeV sphalerons are out of thermal equilibrium. Below this
temperature, where sphalerons are in equilibrium, any asym-
metry created before will then be washed out when sufficient
time has passed. However, once we reach the electroweak tem-
perature, the rate of the sphalerons becomes exponentially sup-
pressed, as in Eq. (5.2.19), quickly dropping below H again [29].
The situation is depicted in Fig. [5.2.2]. This opens up the pos-
sibility for the asymmetry to be created during the EWPhT; a
process known as Electroweak Baryogenesis (EWBG). An im-
portant remark here is that we need the sphalerons to turn off
quickly after the phase transition has taken place, otherwise our
asymmetry created during the EWPhT will also be washed out.
This condition translates into a bound of the sphaleron energy
at the critical temperature Tc [91]

Esph(Tc)

Tc
& 37 , (5.2.32)

which, at the same time, can be translated into a condition for
the Higgs VEV

ξ
de f
=
〈Φ(Tc)〉

Tc
& 1.0 . (5.2.33)

As we will see in next section, Eq. (5.2.33) imposes some di-
rect constraints on the nature of the EWPhT.

5.2.3.2 Electroweak Phase Transition

As we have seen in previous sections the electroweak phase
transition plays a starring role in EWBG. This Phase Transition
(PhT) occurs because at finite temperature the VEV of the Higgs
does not correspond to the minimum of the effective potential
at zero temperature, but rather to the minimum of the effective
potential at finite temperature (for more details about effective
potentials at zero and finite temperatures see Appendix [A]).
Then, as it happens, even when the minimum at T = 0 occurs



5.2 electroweak baryogenesis 47

Figure 5.2.2: The log of the spaleron rate Γ and the Hubble rate H as
a function of 1/T. Taken from Ref.[104].

at 〈Φ〉 6= 0, the minimum at higher temperatures may occur at
〈Φ〉 = 0, a process known as symmetry restoration [91]. The
phase transition from 〈Φ〉 = 0 to 〈Φ〉 6= 0 can be either first or
second order. We say there is a first order PhT when a thermo-
dynamic quantity changes discontinuously, meaning that when
the transition happens we have two coexisting thermodynamic
states in equilibrium with each other. In a second order phase
transition, on the other hand, the change happens in a continu-
ous way. We refer to the quantity that is changing as the order
parameter [102]. In the context of the EWPhT the transition is
characterized by the evolution of the Higgs potential as a func-
tion of temperature and the order parameter is the VEV of the
Higgs itself.

If we were to have a continuous transition, we would have
a smooth crossover as depicted in Fig. [5.2.3], so that the field
can slowly roll down to the new global minimum.

In contrast, in a first order phase transition, the extremum at
〈Φ〉 = 0 becomes separated from a second local minimum by
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Figure 5.2.3: The evolution of the effective potential in a second order
phase transition. Taken from Ref.[102].

a potential barrier. To see how this works we can work with a
potential of the form [80, 91]

V(Φ, T) = D(T2 − T2
0 )Φ

2 − ETΦ3 +
λ(T)

4
Φ4 , (5.2.34)

where D, E and T0 are independent coefficients and λ(T) is a
slowly varying function of temperature. In the limit E = 0 the
phase transition is second order [80]. In the E 6= 0 case, the
situation changes. For high temperatures the only minimum
occurs for 〈Φ〉 = 0 but, for a certain temperature T1, another
local minimum appears at

〈Φ(T1)〉 =
3ET1

2λ(T1)
. (5.2.35)

Subsequently a barrier between both minima (generated by
the cubic term in the potential) starts to develop until they be-
come degenerate at the critical temperature Tc as depicted in
Fig. [5.2.4]. At later times, for T0 < Tc, the minimum away from
the origin becomes the global one.

Nonetheless, the PhT can start already at Tc by quantum tun-
neling. The transition is to be understood as the formation of
bubbles of broken phase in a sea of symmetric phase. The bub-
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Figure 5.2.4: The evolution of the effective potential in a first order
phase transition. Taken from Ref.[81].

bles then spread throughout the universe converting the false
vacuum into true one. At the beginning, these bubbles are not
big enough and they collapse under surface tension. However,
at the nucleation temperature, critical bubbles, i.e. bubbles big
enough to grow and nucleate, will expand and fill the entire
space [102]. In the particular case of the SM the parameters of
the potential in Eq. (5.2.34) are given by [91, 93]

D =
2m2

W + m2
Z + 2m2

t
8v2

E =
2m3

W + m3
Z

4πv3

T0 =
m2

h − 8Bv2

4D

B =
3

64π2v4 (2m4
W + m4

z + 4m4
t )

λ(T) = λ− 3
16π2v4

[
2m4

W log

(
m2

W
ABT2

)
+ m4

Z log

(
m2

Z
ABT2

)

− 4m4
t log

(
m2

t
AFT2

)]
, (5.2.36)
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where mt is the mass of the top quark, AB = 16 and

AF = 16π2e(3/2−2γE), (5.2.37)

with γE ≈ 0.5722 the Euler-Mascheroni constant. At the critical
temperature we have that

〈Φ(Tc)〉 =
2ETc

λ(Tc)
→ 〈Φ(Tc)〉

Tc
=

2E
λ(Tc)

, (5.2.38)

so we immediately see that the wash-out condition in Eq. (5.2.33)
requires the EWPhT to be of first order. More specifically, it
needs to be a sufficiently strong first order phase transition.
Meanwhile, using that the mass of the Higgs is m2

h = 2λv2 we
can write

〈Φ(Tc)〉
Tc

∼ 4Ev2

m2
h

, (5.2.39)

such that wash-out condition is converted into a condition for
the Higgs mass, i.e.

mh .

√
4E
1.3
∼ 42 GeV . (5.2.40)

As for today, the mass of the Higgs is mh = 125.25 GeV [107],
meaning that the EWPhT alone, within the SM, is not strong
enough to produce the observed BAU.

5.2.4 The Baryon Asymmetry during EW Baryogenesis

Even though EWBG in the SM is ruled out, there is still the pos-
sibility to add some extensions in the model in such a way that
we get the correct amount of CP violation and a strong enough
first order phase transition. So the whole idea of producing the
BAU during the EWPhT remains attractive, especially because of
its testability [47]. Therefore, in this section we give an outline
of how all the ingredients in Sakharov conditions are combined
in order to produce the baryon asymmetry.

As discussed in previous sections, the departure from ther-
mal equilibrium scenario will be provided by the strong enough
first order EWPhT. At Tc both vacua are degenerate and tunnel-
ing becomes possible. At the nucleation temperature, bubbles
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Figure 5.2.5: Baryon number production in front of the bubble wall.
Taken from Ref.[80].

of broken phase can grow and fill the universe. The BAU is cre-
ated then in 3 steps [81]:

• The particles in the plasma scatter with the bubble wall.
In this step, CP violation generates an asymmetry of left-
handed fermions in front of the bubble wall.

• The excess of left-handed particles then bias the weak
sphaleron processes in the unbroken phase to produce
more baryons than antibaryons as depicted in Fig. [5.2.5].

• The asymmetry is then swallowed by the expanding bub-
ble. Since in the broken phase the sphaleron processes are
exponentially suppressed, the BAU is thus conserved.

Quantitatively we can compute the BAU in the following way
[22]. At some point the bubble is large enough as to be approx-
imated with a planar wall of width Lw and expanding with
velocity vw. The direction perpendicular to the wall is z and
we set the comoving origin in the middle of the bubble wall.
The region of positive z corresponds to the region of symmetric
phase, while negative z corresponds to the broken phase (see
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Figure 5.2.6: A cut through the bubble wall. The blue line corresponds
to the profile of the Higgs VEV. The red line corresponds
to the sphaleron rate which is only important in the sym-
metric phase. The green line is the profile of the left-
handed chemical potential. All curves are in arbitrary
units. Taken from Ref.[22].

Fig. [5.2.6]). Baryon number is then obtained by solving the dif-
fusion equation

∂znB =
3
2

v−1
w Γsph(NcµLT2 − AnB) , (5.2.41)

where Γsph is the weak sphaleron rate, Nc is the number of col-
ors and in the SM, A = 15/2. Similarly, the left-handed chemical
potential is given by

µL =
µtL + µbL + µcL + µsL + µuL + µdL

2
. (5.2.42)

The first term in Eq. (5.2.41) acts like a source, i.e. the excess of
left-handed quarks is being converted into a net baryon number.
The second term, on the other hand, accounts for the wash out,
the fact that sphalerons will relax any asymmetry to zero if
they are given enough time to do so. Finally, we can invert
Eq. (5.2.41) to obtain

η =
nB(−∞)

s
=

135Nc

4π2vwg∗T

∫ ∞

−∞
dzΓsphµLe−

3
2 A 1

vw

∫ z
−∞ dz0Γsph ,

(5.2.43)

with g∗ the number of relativistic degrees of freedom. In gen-
eral, Eq. (5.2.43) is solved numerically.



Part II

T H E I N E RT D O U B L E T M O D E L A N D I T S
E X T E N S I O N S





6
T H E VA N I L L A I N E RT D O U B L E T M O D E L

The IDM [19, 70] is a model in which we extend the Higgs sec-
tor of the SM adding an additional EW doublet - charged un-
der SU(2)L ×U(1)Y as (2, 1/2) [39] - on top of the traditional
Higgs doublet H1. After electroweak symmetry breaking 3 de-
grees of freedom become the longitudinal components of the
EW gauge bosons, whereas the remaining 5 degrees of freedom
correspond to the SM-like Higgs and four new inert scalars. By
denoting the second doublet with H2 we can expand in the fol-
lowing way[42]

H1 =

(
φ+

1√
2
(h + iφ)

)
, H2 =

(
H+

1√
2
(H + iA)

)
, (6.0.1)

where h is the SM Higgs boson, φ and φ± are the Goldstone
bosons, H± are new charged scalars, and H and A are neutral
CP-even and CP-odd scalars, respectively. The new Higgs cou-
ples only to the gauge sector which is guaranteed by imposing
a Z2 symmetry under which all the SM fields are even and H2
is odd, preventing the lightest Z2-odd particle from decaying
and making it a suitable candidate for DM. The Z2 symmetry
is, in fact, the defining feature of the IDM and what makes it dif-
ferent from a general two-Higgs-doublet model. Without loss
of generality for the following analysis we will choose H as the
DM particle. The scalar Lagrangian is thus given by [15]

L =
∣∣DµH1

∣∣2 + ∣∣DµH2
∣∣2 −V(H1, H2) , (6.0.2)

with the covariant derivative defined as in Eq. (3.1.3) and the
tree-level potential

V(H1, H2) = µ2
1 |H1|2 + µ2

2 |H2|2 + λ1 |H1|4 + λ2 |H2|4 +

λ3 |H1|2 |H2|2 + λ4

∣∣∣H†
1 H2

∣∣∣2 + 1
2

[
λ5

(
H†

1 H2

)2
+ h.c.

]
,

(6.0.3)

55
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where all the parameters are chosen to be real. The masses for
the scalars are

m2
h = 2λ1v2 ,

m2
H = µ2

2 + λ345
v2

2
,

m2
A = µ2

2 + λ345
v2

2
,

m2
H± = µ2

2 + λ3
v2

2
, (6.0.4)

with v ≈ 246 GeV the Higgs VEV and where we have used the
following short-hand notations for the couplings

λ345 = λ3 + λ4 + λ5, λ345 = λ3 + λ4− λ5 = λ345− 2λ5 .
(6.0.5)

In this way, one can rewrite the quartic couplings in terms of
the masses as

λ3 = λ345 + 2
m2

H± −m2
H

v2 ,

λ4 =
m2

A + m2
H − 2m2

H±

v2 ,

λ5 =
m2

H −m2
A

v2 < 0 . (6.0.6)

Note that, in principle, we have 7 degrees of freedom in the po-
tential in Eq. (6.0.3) but, because the Higgs mass and its VEV are
fixed by experimental data, we are left with a total of 5 free pa-
rameters [60]. A typical choice is to work with the physical set
of parameters including the masses, i.e. {λ2, λ345, mH, mH± , mA}.

Also, since the second doublet does not couple to fermions,
one cannot define an unambiguously CP-property for the scalars
of the dark sector [60]. In fact, A could have been chosen as the
DM particle in which case all the discussion in this chapter re-
mains valid up to replacing

λ5 → −λ5, λ345 → λ345 . (6.0.7)

At this point, it is worthwhile mentioning that, as λ2 only
appears in self-couplings in the inert sector, it does not play
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any important role in DM physics (at tree-level) [39] as can be
seen from Tab. [6.2.1]. We must also note that, since all the cou-
plings in the IDM are real, the IDM alone can not provide with
new sources of CP violation as required by baryogenesis. There-
fore, CP-violating extensions of the IDM are introduced and dis-
cussed in detail in the following chapters. As a final remark,
because the IDM is an specific example of a 2HDM (two Higgs
doublet model) we expect it to have a rich vacuum structure;
one that evolves at high temperatures and opens up the possi-
bility that the early universe, while cooling down, went trough
a sequence of phase transitions [15]. The topic of phase transi-
tions in the IDM will be discussed in more detail later on.

In the following section we will introduce the most important
theoretical and experimental constraints on the model.

6.1 theoretical and experimental constraints

6.1.1 Vacuum Stability and Perturbativity

The first constraint to be applied in the model comes from the
requirement of the stability of the Higgs potential at tree level,
i.e. the potential must be bounded from below [60, 69]. Thus,
vacuum stability requires that

λ1 > 0 , λ2 > 0 , λ3 > −2
√

λ1λ2 , λ3 +λ4−|λ5| > −2
√

λ1λ2 ,
(6.1.1)

and we can avoid a charge breaking vacuum when

λ4 − |λ5| < 0 . (6.1.2)

In addition, we also need the quartic couplings to have values
such that perturbative calculations can be trusted [15]. This is
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achieved when the combinations of couplings satisfy |ci| < 8π

where

c1,2 = λ3 ± λ4 ,

c3,4 = −3λ1 − 3λ2 ±
√

9(λ1 − λ2)2 + (2λ3 + λ4)2 ,

c5,6 = λ3 ± λ5 ,

c7,8 = −λ1 − λ2 ±
√
(λ1 − λ2)2 + λ2

4 ,

c9,10 = λ3 + 2λ4 ± 3λ5 ,

c11,12 = −λ1 − λ2 ±
√
(λ1 − λ2)2 + λ2

5 . (6.1.3)

6.1.2 Electroweak Precision Data

6.1.2.1 Gauge Bosons Decay Widths

From the precise measurements of the decay widths of the EW
gauge bosons at LEP, the mass spectra of the model must be
constrained as well [39, 42]

mH + mH± > mW± , mA + mH± > mW±

mH + mA > mZ , 2mH± > mZ , (6.1.4)

such that the decays of the W± or the Z into states of the addi-
tional doublet are kinematically excluded. Furthermore, from
the LEP-II data we must exclude a region defined by the inter-
section of the conditions [71]

mH > 80 GeV ∪ mA > 100 GeV ∪ mA−mH < 8 GeV ,
(6.1.5)

in addition to the more general requirement [88]

mH± > 70 GeV , (6.1.6)

coming from searches for charged Higgs pair production.

6.1.2.2 Oblique Parameters

The EW precision measurements also provide strong constraints
on any physics beyond the SM [39]. Even if the new physics
scale is significantly higher than the EW scale, new physics ef-
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fects from virtual particles in loops are expected to contribute
through vacuum polarization corrections to the EW precision
observables [10]. These observables, also known as the oblique
parameters are usually denoted by T, S and U. Assuming that
U vanishes these are defined as

S =
1

72π(x2
2 − x2

1)
3

{
x6

2 fa(x2)− x6
1 fa(x1) + 9x2

1x2
2

[
x2

2 fb(x2)− x2
1 fb(x1)

]}
,

(6.1.7)

where

x1 =
mH

mH±
, x2 =

mA

mH±
, (6.1.8)

and

T =
1

32π2αv2

[
fc

(
m2

H± , m2
A

)
+ fc

(
m2

H± , m2
H

)
− fc

(
m2

A, m2
H

)]
' 1

24π2αv2 (mH± −mH) (mH± −mA) , (6.1.9)

with α ≈ 1/127 the electromagnetic coupling constant at the Z
boson mass scale and the functions fa, fb and fc defined as

fa(x) = −5 + 12 ln(x) ,
fb(x) = 3− 4 ln(x) ,

fc(x, y) =


x+y

2 −
xy

x−y ln
(

x
y

)
if x 6= y

0 if x = y.
(6.1.10)

As today, the best fit yields [107]

T = 0.05± 0.06 , S = 0.00± 0.07 . (6.1.11)

As seen from Eq. (6.1.9), the T parameter is rather sensible
to the mass splitting between H± and A. This means that large
splittings which lead to large corrections to the T variable are
not allowed by the EW precision data constraints.
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6.1.3 Invisible Higgs Decays

The final constraint comes from the absence of exotic Higgs
decays which imply an upper limit in the branching ratio [107]

Br(h→ inv) =
Γ(h→ inv)

Γ(h→ inv) + Γ(h→ SM)
< 19% , (6.1.12)

where the decay width is given by

Γ(h→ inv) =
(λ345mW)2

8πg2mh

√
1− 4

(
mH

mh

)2

, (6.1.13)

and the measured decay width has a value of [107]

Γ(h→ SM) = 3.2 MeV+2.8
−2.2 . (6.1.14)

All the previous constraints will be implemented in the fol-
lowing analysis.

6.2 dark matter in the idm

Having laid down the basics of the model, we now turn to DM
physics. As specified in the previous section we choose H as the
dark matter candidate while the masses of the rest of the inert
scalars are assumed to be degenerate, i.e. mH± = mA. The corre-
sponding relic abundance was computed by using the software
micrOMEGAs 5.0.8 which calculates the matrix elements using
CalcHEP (keeping in mind that the program only takes tree-
level processes into account) and solves the respective Boltz-
mann equation [108]. In this section - and in the rest of this
work - we use the latest fit for the DM relic density which is
[107]

Ωh2 = 0.1200(12) , h = 0.674(5) . (6.2.1)

The DM relic abundance will be determined by the interplay
of the different annihilation and co-annihilation processes. An-
nihilations of two dark matter particles will take place through
different channels (as shown in figures [6.2.1] and [6.2.2]) in-
cluding four-point interactions with EW gauge bosons and the
Higgs, h−mediated s-channels, as well as t- and u-channels me-
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Figure 6.2.1: Tree-level DM annihilation processes with SM bosons in
the final state.

diated by non-SM particles. On the other hand, co-annihilation
processes (annihilations between H and other Z2-odd states)
will become important for small mass splittings in the dark
scalar sector, since this allows for a considerable abundance of
H± and/or A around freeze out.

We must also point out that the upper limit in Eq. (6.2.1) is
taken very strictly in order to avoid overabundant DM. On the
contrary, we allow for underabundant DM, in which case it can
be argued that other sources or mechanisms (other than freeze-
out) could come into play to fill the gap in the relic density. In
the following subsections we will show the interesting parame-
ter spaces for the low and the high DM mass regimes. For more
detail discussions on inert dark matter see, for example, [15, 19,
39, 42, 70].
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Figure 6.2.2: Tree-level DM annihilation process with SM fermions in
the final state.

vertex coupling vertex coupling

hhh 6λ1v hhH+H− λ3

hhhh 6λ1 HHHH 6λ2

hHH λ345v AAAA 6λ2

hhHH λ345 H+H−H+H− 4λ2

hAA λ345v HHAA 2λ2

hhAA λ345 HHH+H− 2λ2

hH+H− λ3v AAH+H− 2λ2

Table 6.2.1: Couplings in the scalar sector of the IDM. Factors of −i are
omitted. Taken from [60].

6.2.1 The Low Mass Regime

We begin by discussing the low mass regime which consists of
DM masses around 50 GeV and 75 GeV. The resulting parameter
spaces fulfilling all the constraints are shown in Fig. [6.2.3]
for different mass splittings ∆m = mA,H± − mH. Only regions
where one obtains at least 60% of the measured relic density
are shown. The black lines represent the XENON1T limits [3, 4],
meaning that all the space lying outside the lines is excluded by
the experimental constraints. Since the value of λ2 is irrelevant
for DM physics at tree level, we fix its value to 0.4 for the rest of
the analysis. One can identify three different regions:
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Figure 6.2.3: The relic abundance normalized to Ωh2 = 0.12 in the
λ345 − mH plane for different mass splittings ∆m =
mA,H± − mH in the low mass regime. Left panel: ∆m =
30 GeV. Right panel: ∆m = 300 GeV. Only points fulfill-
ing 0.6 · 0.1200 ≤ Ωh2 ≤ 0.1200 + 3 · 0.0012 are shown.
The black lines represent the XENON1T limits.

• The funnel region: for mH < mh/2 the dominant annihi-
lation process occurs through the pair production of the
heaviest kinematically accessible fermion, that is, the bot-
tom quark. Therefore, the predominant h−mediated chan-
nel is HH → h → bb̄ for which the matrix element goes
like

|M|2 ∝
(λ345mb)

2

(s−m2
h)

2 + (mhΓh)2
, (6.2.2)

where mb and mh are the masses of the bottom quark and
the SM Higgs, s is the center of mass energy and Γh is
the total decay width of the Higgs. Note that this matrix
element is proportional to the hHH interaction strength
governed by λ345 as given in table [6.2.1]. Then, the sym-
metric behaviour of the relic abundance with respect to
the portal coupling in this region becomes clear. If we de-
crease the DM mass below ∼ 55 GeV, the absolute value
of λ345 needs to increase in order to produce the correct
relic abundance. However, as we can see from Fig. [6.2.3]
large values of the portal coupling are excluded by the
XENON1T bounds.
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Figure 6.2.4: The evolution of the thermally averaged cross section
with respect to the mass splitting for the most impor-
tant annihilation and co-annihilation channels in the low
mass regime. Left upper panel: for negative quartic cou-
pling. Right upper panel: for positive quartic coupling.
Lower panel: comparison of the total cross sections for
different values of the portal coupling.

• The resonant region: when we increase the DM mass and
we approach the resonant region mH ∼ mh/2 the relic
abundance decreases due to an enhancement of the an-
nihilation cross section via an on-shell Higgs boson ex-
change in the s-channel. This means that only really small
portal couplings allow for the correct relic density for
these particular DM masses.
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• The tail region: above the resonant region, for mH >
mh/2 the pair production of gauge bosons in the final
state becomes important (this is true even for zero λ345
in which case the contribution comes from four-point in-
teractions), such that the sizes of the portal coupling giv-
ing the correct abundance are pushed to larger negative
values. For DM masses larger than ∼ 75 GeV the annihila-
tion cross section to gauge bosons is so large that the DM
becomes underabundant for any combination of parame-
ters.

At this point we notice that, by imposing the theoretical and
the experimental constraints from Sec. [6.1], the surviving pa-
rameter space lies in the region for which |λ345| . 0.01. These
results can be cross-checked by looking at the behaviour of
the thermally averaged cross section with respect to the mass
splitting as shown in Fig. [6.2.4] where the DM mass is fixed
to 65 GeV. We see that the total cross section is enhanced by
co-annihilation processes for small mass splittings. At around
∆m ∼ 30 GeV, the relevance of the co-annihilation processes be-
comes negligible and only the annihilation processes contribute
to the total cross section. It is also clear that for negative values
of the portal coupling the HH → VV channel (with V a gauge
boson) is slightly suppressed due to a destructive interference
between the four-point interaction and the h−mediated chan-
nel.

6.2.2 The High Mass Regime

Even though from Fig. [6.2.3] one can see that no sizable relic
can be attained for mH &∼ 75 GeV, another part of parame-
ter space is opened at approximately mH & 500 GeV for small
mass splittings of the order ∆m . 10 GeV. This behaviour is
explained by realizing that the annihilation of two DM parti-
cles into longitudinal gauge bosons W and Z (which are the
dominant processes here) scale as λ3 and λ345, respectively. It
is then evident that these couplings can be both made suffi-
ciently small for small ∆m (given that λ345 is not too large) as
seen in Eqs. (6.0.5) and (6.0.6). As a consequence, we get a sup-
pressed annihilation cross section which in turns result in a siz-
able relic. We also have less severe XENON1T bounds as shown
in Fig. [6.2.5], where this time we allow for at least 30% of the
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Figure 6.2.5: The relic abundance normalized to Ωh2 = 0.12 in the
λ345 − mH plane for different mass splittings ∆m =
mA,H± −mH in the high mass regime. Left panel: ∆m = 1
GeV. Right panel: ∆m = 10 GeV. Only points fulfilling
0.3 · 0.1200 ≤ Ωh2 ≤ 0.1200 + 3 · 0.0012 are shown. The
black lines represent the XENON1T limits.

measured relic density. The lower bound in λ345 comes from
the vacuum stability constrains, particularly from the third con-
dition in Eq. (6.1.1) (for λ5 < 0) reading

λ345 > −2
√

λ1λ2 , (6.2.3)

which, for λ2 = 0.4, it is translated to the condition λ345 &
−0.45. In Fig. [6.2.5] points for which λ345 < −0.45 are not plot-
ted due to the above constraint.
Again, we can cross-check these results by looking at the be-

haviour of the thermally averaged cross section with respect to
the mass splitting as shown in Fig. [6.2.6]. As expected the most
relevant processes in this regime are the annihilations of two
DM particles into longitudinal gauge bosons which are largely
enhanced by large mass splittings. We also see that negative
values of the portal coupling deliver a slightly smaller cross
section and thus enhances the relic density, therefore explain-
ing the asymmetric behaviour found in Fig. [6.2.5].
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Figure 6.2.6: The evolution of the thermally averaged cross section
with respect to the mass splitting for the most important
annihilation and co-annihilation channels in the high
mass regime. Left upper panel: for negative quartic cou-
pling. Right upper panel: for positive quartic coupling.
Lower panel: comparison of the total cross sections for
different values of the portal coupling.

6.3 phase transition in the idm

6.3.1 Finite Temperature Potential

Having checked that the IDM can indeed accommodate DM physics,
we now turn our attention to the nature of the phase transition.
For this purpose we need to consider the scalar potential at fi-
nite temperature (for a more complete discussion on thermal
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corrections to the potential see Appendix [A]). This is given by
the effective potential [17]

Ve f f (h, H, T) = V0(h, H)+VCW(h, H)+VCT(h, H)+VT(h, H, T) ,
(6.3.1)

where V0 is the tree level potential as given in Eq. (6.0.3), VCW
is the Coleman-Weinberg potential, VCT is the counter term po-
tential and VT contains the leading thermal corrections. As dis-
cussed in Appendix [A] the Coleman-Weinberg potential en-
closes the one-loop corrections to the potential at zero tempera-
ture. In the IDM (in Landau gauge and MS-scheme) this is given
by [19, 42]

VCW = ∑
i

ni

64π2 m̂4
i (h, H)

[
ln

(
m̂2

i (h, H)

Q2 − Ci

)]
, (6.3.2)

where the sum runs over the gauge bosons W± and Z, the top
quark t (assuming that the contributions from other fermions
are small), the Higgs h, the Goldstone bosons φ and φ± and
the inert scalars H, A, H±. In the same way, ni is the number of
fermionic or bosonic degrees of freedom, Q is a renormalization
scale and Ci are renormalization-scheme dependent constants.
The corresponding values of ni and Ci are summarized in table
[6.3.1].

particle ni Ci

W 6 5/6

Z 3 5/6

t −12 3/2

h, H, A, φ 1 3/2

φ±, H± 2 3/2

Table 6.3.1: Number of degrees of freedom and parameters Ci appear-
ing in the Coleman-Weinberg potential for the IDM. The
values can be found in Ref.[42].
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On the other hand, the field-dependent masses for the gauge
bosons v = W±, Z and the fermions read

m̂2
v(h, H) =

h2 + H2

v2 m2
v , m̂2

f (h) =
h2

2
y2

f , (6.3.3)

where mv are the masses at zero temperature and y f are the
usual Yukawa couplings. The rest of the masses are computed
by diagonalizing the scalar mass matrices

M̂2
h,H =

1
2

(
6λ1h2 − 2λ1v2 + λ345H2 2hHλ345

2hHλ345 6λ2H2 + λ345h2 + 2µ2
2

)
,

M̂2
φ,A =

1
2

(
2λ1h2 − 2λ1v2 + λ345H2 2hHλ5

2hHλ5 2λ2H2 + λ345h2 + 2µ2
2

)
,

M̂2
φ±,H± =

1
2

(
2λ1h2 − 2λ1v2 + λ3H2 hH(λ4 + λ5)

hH(λ4 + λ5) λ2H2 + λ3h2 + 2µ2
2

)
,

(6.3.4)

which coincide with the masses in the EW vacuum (h, H) =
(v, 0) at zero temperature. In addition, to compensate shifts of
the vacuum due to the one-loop corrections, we add a counter-
term potential which reads

VCT(h, H) = δm2
hh2 + δm2

H H2 + δλ1h4 , (6.3.5)

where the coefficients are computed using a set of appropriate
renormalization conditions Note that the

couplings λ2 and
λ345 are running
MS couplings,
while the masses for
H± and A are
assumed to be
one-loop corrected.

∂VCT

∂h

∣∣∣∣
VEV

= −∂VCW

∂h

∣∣∣∣
VEV

,

∂2VCT

∂h2

∣∣∣∣
VEV

= −∂2VCW

∂h2

∣∣∣∣
VEV

,

∂2VCT

∂H2

∣∣∣∣
VEV

= −∂2VCW

∂H2

∣∣∣∣
VEV

. (6.3.6)

At this point we encounter a technical issue [17] involving
the inclusion of the Goldstone bosons in the Coleman-Weinberg
potential which, in Landau gauge, acquire a mass at finite tem-
perature but are massless at zero temperature. The inclusion
leads to infrared (IR) divergences due to the second derivatives
of the Coleman-Weinberg potential in Eq. (6.3.6). To treat these
divergences one then imposes an IR cutoff for the Goldstones
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at the SM Higgs mass, i.e. m2
h = m2

IR. In practice this just means
that the Goldstone modes are removed from the sum in the
derivatives of the Coleman-Weinberg potential, and their con-
tribution is added as a regularized extra term on the right-hand
side of Eq. (6.3.6) as [32]

∂VCT

∂h

∣∣∣∣
VEV

= −∂VCW

∂h

∣∣∣∣
VEV

,

∂2VCT

∂h2

∣∣∣∣
VEV

= −

∂2VCW

∂h2 +
1

32π2 ∑
i=φ,φ±

∂2m̂2
i (h, H)

∂h2 ln

(
m2

IR
Q2

))∣∣∣∣∣∣
VEV

,

∂2VCT

∂H2

∣∣∣∣
VEV

= −

∂2VCW

∂H2 +
1

32π2 ∑
i=φ,φ±

∂2m̂2
i (h, H)

∂H2 ln

(
m2

IR
Q2

))∣∣∣∣∣∣
VEV

.

(6.3.7)

Finally, the finite temperature contributions are given by

VT(h, H) =
T4

2π2

[
∑

i
nB

i JB

(
m̂2

i (h, H)

T2

)
+ ∑

i
nF

i JF

(
m̂2

i (h, H)

T2

)]
,

(6.3.8)

where the thermal functions JB,F are defined in Eq. (A.2.2). As
an extra step, however, we must include the corrections coming
from the resummation of daisy diagrams, which can be done by
two distinct approaches. On one hand, the approach proposed
by Arnold and Espinosa [7] consists of adding the following
contribution to the potentialIn the analysis of

[42] which is
discussed in the

following section,
the Parwani

approach was used.

Vdaisy = − T
12π ∑

i=bosons
ni

([
m2

i (h, H, T)
]3/2
−
[
m̂2

i (h, H)
]3/2

)
,

(6.3.9)

with m2(h, H, T) the corresponding thermal masses. The other
approach proposed by Parwani [85] consists of replacing the
field-dependent masses by the thermal masses directly in VT.
Since the transversal parts of the SM gauge bosons are not af-
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fected by finite temperature corrections, we consider only the
Debye masses for the longitudinal components [19, 42]

m2
WL

=
h2 + H2

v2 m2
W + 2g2T2

m2
ZL,γL

=
h2 + H2

8

(
g2 + g′2

)
+
(

g2 + g′2
)

T2 ± ∆

∆2 =

(
h2 + H2 + 8T2)2

64

(
g2 + g′2

)2
− g2g′2T2

(
h2 + H2 + 4T2

)
.

(6.3.10)

The remaining terms are computed by diagonalizing the scalar
thermal mass matrices

M2
X = M̂2

X + Π̂(T) , (6.3.11)

Π̂11(T) =
T2

24

(
6y2

t + 6y2
b + 2y2

τ +
9
2

g2 +
3
2

g′2 + 12λ1 + 4λ3 + 2λ4

)
,

Π̂22(T) =
T4

24

(
9
2

g2 +
3
2

g′2 + 12λ2 + 4λ3 + 2λ4

)
. (6.3.12)

The evolution of the potential in Eq. (6.3.1) with temperature
will determine the nature of the phase transition in the IDM.

6.3.2 The Strength of the Phase Transition

Without going into too much detail, we now turn to the ques-
tion of how is the nature of the phase transition in the IDM. For
that, in this section, we give a brief review of [42] (see also [49,
50]). The interesting parameter space for the low mass regime
is shown in Fig. [6.3.1]. The bright regions correspond to pa-
rameter sets that deliver a sufficient amount of DM (at least 60%
of the measured value) and satisfy all the theoretical and exper-
imental constraints including the XENON1T bounds. Regions
where this is not possible are shaded in gray. In the same way,
the dashed lines denote the strength of the EWPhT ξ and the
dotted lines indicate the corresponding critical temperatures Tc.
In the light of EWBG the green and yellow regions are the most
interesting, since they correspond to parameter spaces where
we can have a strong first-order one-step PhT or a strong two-
step PhT, respectively. In the case of a one-step PhT the inert
scalar H does not acquire a VEV and the universe undergoes
a single phase transition at the critical temperature when the
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Figure 6.3.1: Characterization of the EWPhT in the ∆m−mH plane in
the low mass regime for fixed values of λ2 = 0.4 and
quartic coupling λ345 = 0.005. Taken from [42].

usual Higgs acquires its VEV. The strength of the PhT is then
given with the usual ratio of the critical VEV over the critical
temperature, i.e.

ξ =
vc

Tc
. (6.3.13)

On the other hand, for a two-step phase transition the inert
scalar H acquires a non-zero VEV at an intermediate tempera-
ture T1. For a lower temperature T2 < T1 a second transition
occurs, where the Higgs will get a non-zero VEV and 〈H〉 be-
comes zero once again. For this case the strength of the phase
transition will be given by [42]

ξ j =

√
〈h〉2j + 〈H〉

2
j

Tj
, (6.3.14)

with j = 1, 2 and the corresponding VEV’s 〈h〉j and 〈H〉j at the
critical temperatures Tj. We see that the interesting range in the
mass splitting for the low mass regime is 230 GeV . ∆m .
420 GeV. For the high mass regime, on the contrary, the situ-
ation is a bit more complicated. This is because, as discussed
in Sec. [6.2.2], for high mass splittings, the DM annihilations
into longitudinal gauge bosons are enhanced and the relic abun-
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Figure 6.3.2: Characterization of the EWPhT in the ∆m−mH plane in
the high mass regime for fixed values of λ2 = 0.4 and
quartic coupling λ345 = −0.1. Taken from [42].

dance becomes negligible. However, this is precisely the region
where a strong phase transition can occur as can be seen from
Fig. [6.3.2]. This time the dotted contours denote the fractions
of the measured relic abundance and we see that, in order to
have a successful strong first-order PhT, we need mass splittings
larger than ∼ 150 GeV. Nonetheless, in these regions we find ap-
proximately only around 0.1% and 1% of the relic density. Ac-
commodating a large fraction of DM in the high mass regime for
large mass splittings will motivate the introduction of higher-
dimensional derivative operators that will be discussed in the
following chapters.





7
M I N I M A L E X T E N S I O N O F T H E S C A L A R
S E C T O R

In the aim to accommodate baryogenesis into the IDM we now
extend the model adding higher dimensional CP-violating op-
erators. Note that higher dimensional operators must be used
because any other CP-violating dimension four operator is ex-
cluded by the Z2 symmetry. Therefore, we must take dimension
six operators into account and we assume the cutoff of the the-
ory to lie in the TeV scale, so the order of the corresponding co-
efficients must be around 10−6GeV−2. Bearing this in mind, in
the first attempt, we will extend the IDM by adding CP-violation
directly in the scalar potential in the following way

V = µ2
1 |H1|2 + µ2

2 |H2|2 + λ1 |H1|4 + λ2 |H2|4 + λ3 |H1|2 |H2|2

+ λ4

∣∣∣H†
1 H2

∣∣∣2 + 1
2

[
λ̂5

(
H†

1 H2

)2
+ λ̂6 |H1|2

(
H†

1 H2

)2
+ h.c.

]
,

(7.0.1)

where λ̂5, λ̂6 ∈ C, whereas the other parameters are real and the
doublets H1 and H2 are again given as in Eq. (6.0.1). However,
we notice that by performing a rotation of the second Higgs
doublet, The same rotation

as in Eq. (7.0.2) can
be used in the
vanilla IDM to
remove the phase
from the term
proportional to λ5.

H2 → e−iθ5/2H2 , (7.0.2)

we can choose λ̂5 to be real and we rewrite the last two opera-
tors as

λ5

2

(
H†

1 H2

)2
+

λ6

2
|H1|2 eiθ̄65

(
H†

1 H2

)2
+ h.c. (7.0.3)

with the phase difference θ̄65
def
= θ6 − θ5 ∈ [0, π). Therefore, we

have two additional free parameters in the potential compared
to the IDM, namely λ6 and θ̄65. As we will see, the new opera-

75



76 minimal extension of the scalar sector

tor induces a mixing between the neutral scalars of the second
doublet. In fact, the mass matrix for these components reads

M = −
(

∂2V/∂H2 ∂2V/∂H∂A
∂2V/∂A∂H ∂2V/∂A2

)

=

(
µ2

2 +
λ34
2 v2 + v2

2 λ56 −1
4 λ6v4 sin θ̄65

−1
4 λ6v4 sin θ̄65 µ2

2 +
λ34
2 v2 − v2

2 λ56

)
(7.0.4)

with λ34
def
= λ3 + λ4 and λ56

def
= λ5 +

v2

2 λ6 cos θ̄65. After diago-
nalizing the mass matrix

Mdiag = U−1MU =

(
m2

H′ 0
0 m2

A′

)
, (7.0.5)

the masses of the physical fields H′ and A′ are given by

m2
A′,H′ = µ2

2 +
v2

2

(
λ34 ±

√
λ2

5 +
v4

4
λ2

6 + λ5λ6v2 cos θ̄65

)
.

(7.0.6)

In this way, we can rewrite the phase difference as

θ̄65 = arccos

(
∆m2

v2

)2
− λ2

5 − v4

4 λ2
6

λ5λ6v2 ∈ [0, π] (7.0.7)

with ∆m2 def
= m2

A′ −m2
H′ > 0. Moreover, using the mass matrix

M in Eq. (7.0.4) and the physical masses in Eq. (7.0.6), we find
the normalized eigenvectors to be

u1 =
1√

v4

4 λ2
6 sin2 θ̄65 +

(
λ̃56 − λ56

)2

(
λ̃56 − λ56

v2

2 λ6 sin θ̄65

)
,

u2 =
1√

v4

4 λ2
6 sin2 θ̄65 +

(
λ̃56 − λ56

)2

(
− v2

2 λ6 sin θ̄65

λ̃56 − λ56

)
,

(7.0.8)
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with the short-hand notation

λ̃56
def
=

√
λ2

5 +
v4

4
λ2

6 + λ5λ6v2 cos θ̄65 =

√
λ2

56 +
v4

4
λ2

6 sin2 θ̄65 =
∆m2

v2 .

(7.0.9)

Therefore, the diagonalization matrix reads

U ∝

(
λ̃56 − λ56 − v2

2 λ6 sin θ̄65
v2

2 λ6 sin θ̄65 λ̃56 − λ56

)
=

(
cos η sin η

− sin η cos η

)
,

(7.0.10)

with the mixing angle η ∈ [0, π
2 ) and given by

η = arctan
− v2

2 λ6 sin θ̄65

λ̃56 − λ56

IDM
= 0 . (7.0.11)

Eq. (7.0.11) reflects the absent mixing in the IDM where λ6 →
0. The diagonalization matrix U transforms the mass eigen-
states (primed fields) to the weak eigenstates, reading(

H
A

)
= U

(
H′

A′

)
. (7.0.12)

As expected, U approaches the identity matrix in the limit of
small λ6. That is, the mixing is almost absent for those cou-
plings.

In this model we choose as free parameters a set containing
the scalars’ masses among others, {v, mh, mH′ , mA′ , mH± , λ2, λ34, θ̄65, η},
such that the parameters in the potential are expressed as

µ1 =

√
−m2

h
2

, µ2 =

√
m̂2

H + m̂2
A − λ34v2

2
, λ1 =

m2
h

2v2 ,

λ3 = λ34 − λ4 , λ4 =
m̂2

H + m̂2
A − 2m2

H±

v2 ,

λ5 = −∆m2

v2 cos 2η
(
1− tan 2η cot θ̄65

)
,

λ6 =
2∆m2 sin 2η

v4 sin θ̄65
. (7.0.13)
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Figure 7.0.1: Allowed parameter space with respect to η and θ̄65 for
different mass splittings ∆m to allow for the new physics
scale, i.e. λ6 ≤ 4π · 10−6GeV−2. The DM mass is set to
mH′ = 500GeV.

The expression for λ6 results from Eq. (7.0.9), using the defini-
tion for λ56 from Eq. (7.0.11), and the one for λ5 can be derived
subsequently from there. One can easily see that the IDM is re-
stored, i.e. λ5v2 = −∆m2 and λ6 = 0, for absent mixing.

Furthermore, we need to apply an upper bound on the cou-
pling λ6 of the dimension six operator due to a lower bound of
the new physics scale Λ & 1 TeV. Therefore, we have

|λ6| . 4π · 10−6GeV−2 → sin 2η .
2πv4 sin θ̄65

∆m2 · 10−6GeV−2 ,

(7.0.14)

which is illustrated in Fig. [7.0.1] for different mass splittings.
Moreover, since we expect the contribution of the new opera-
tor to be fairly small, we assume the constraints in Sec. [6.1] to
remain valid for this model and the ones thereafter. Nonethe-
less, a small comment comes in hand regarding the stability
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of the potential. In this case, considering that we are adding a
new dimension six term, one might ask whether the stability
constraints in Eq. (6.1.1) can still guarantee that the potential is
bounded from below. As it turns out, this is indeed the case as
long as we also satisfy the condition λ6 > 0, which, for our par-
ticular choices of mixing angle and CP phase, is immediately
fulfilled from Eq. (7.0.13).

7.1 the relic abundance

Without further discussion, in this section we investigate the
impact of the higher-dimensional CP-violating operator in the
DM relic abundance. For the analysis we choose θ̄65 = π/2
and a small mixing angle such that it satisfies the new physics
constraint from Eq. (7.0.14). In Fig. [7.1.1] the results for the
low mass regime are shown for a mixing angle of η = 10−3

and two different mass splittings. Once again it is possible to
identify three distinct regions (funnel, resonant and tail) as in
the IDM, such that the discussion in Sec. [6.2.1] remains valid.
In the left panel of Fig. [7.1.1] identical results as the ones in
the vanilla case are obtained. In this instance the mass split-

Figure 7.1.1: The relic abundance normalized to Ωh2 = 0.12 in the
λ345 − mH′ plane for different mass splittings ∆m =
mA′,H± − mH′ and fixed mixing angle in the low mass
regime. Left panel: ∆m = 30 GeV. Right panel: ∆m =
300 GeV. Only points fulfilling 0.6 · 0.1200 ≤ Ωh2 ≤
0.1200 + 3 · 0.0012 are shown. The black lines represent
the XENON1T limits.
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ting is small enough as to greatly suppress the contributions
coming from the new CP violating operator (these contribu-
tions are studied in detail in Appendix [C]). This can also be
cross-checked from Eq. (7.0.13) where, for small η, the numer-
ical value of the new term in the potential essentially goes
as ∼ ∆m2η/v4 ∼ 10−9∆m2η GeV−4. Therefore, unless sizable
mass splittings and not too small mixing angles are chosen, the
impact of the new operator in the relic abundance is clearly sub-
dominant. In the right panel of Fig. [7.1.1], on the other hand, a
greater mass splitting was chosen such that the effects of the λ6-
term kick in and the maximum value of λ345 allowing for the
right amount of DM relics slightly decreases. It also becomes
clear why the funnel region in the right panel is not symmetric
with respect to zero coupling anymore; this just shows the in-
terplay between λ345 and λ6 which are the terms contributing
to the HH − h processes.
We now turn into the analysis of the relics in the high-mass

regime, which already is problematic in the vanilla IDM as dis-
cussed in the previous chapter. However, since the new CP-
violating operator has contributions to the processes where two
DM particles annihilate into longitudinal gauge bosons, it is a
rather natural question to ask whether this new term in the po-
tential can relax the small mass splitting constraint discussed
in Sec. [6.2.2]. The motivation behind this is to find sufficient
DM density in the regions where it is also possible to get a suffi-
ciently strong first order phase transition as required by baryo-
genesis (see Sec. [6.3.2]). To that end, we set the mass splitting
to 150 GeV and we investigate the behavior of the thermally av-
eraged cross section for different channels with respect to the
mixing angle and the CP phase θ̄65, which are the two new de-
grees of freedom in the model. Similarly, the DM mass is fixed
to 500 GeV and the comparison of the respective annihilation
cross section to that of the vanilla IDM is shown in Fig. [7.1.2].
It can be seen that, even though some regions yield suppressed
annihilation cross sections for certain channels, the total annihi-
lation cross section equals the one in the vanilla IDM in the limit
η → 0, π/2, and it is enhanced for all mixing angles in between
by a factor of at least 1.5. This happens because, despite the fact
that one can obtain a successful cancellation for the HH → VV
processes for a certain combination of parameters, other chan-
nels (like HH → tt̄ and HH → hh) become important for that
particular combination. Thus, we conclude that in the scalar
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Figure 7.1.2: The thermally averaged cross section with respect to the
angles θ̄65 and η for different channels. The cross section
is normalized to the corresponding value of the vanilla
IDM. The white regions correspond to combinations of
parameters for which the cross section is enhanced by
more than a factor of 1.5.
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extension of the IDM there is no parameter space (in the high
mass regime) in which we can find the correct relic abundance
for high mass splittings.

7.1.1 The Derivative Operators

Given the status in the high mass regime, we are forced to find
another way in which to obtain a sizable relic for high mass
splittings. As discussed in the last section, the new CP violat-
ing term, even though it has contributions to the annihilation
of two DM particles into longitudinal gauge bosons, cannot do
the trick by itself. Therefore, higher dimensional derivative op-
erators are introduced in the hope that they can interfere in a
destructive way as to deliver a sufficient amount of DM. With
this in mind, we restrict ourselves in this section to the study
of DM, while keeping the λ6 term as the source of CP violation
for completeness. Its impact on the generation of the BAU will
be discussed in more detail later on. The new operators readNote that c3 and c4

could, in general, be
complex. If this was
the case, one would
have extra sources
of CP violation in

the model.
Nonetheless, and

for the sake of
simplicity, we
choose all the

derivative operators
to be CP conserving

and we focus only
on their impact in

the DM relic
abundance. The

possible impact of
the derivative

operators in the
generation of the

BAU is, thus, left
for future work.

Lc = c1 |H1|2
(

DµH2
)† DµH2 + c2 |H2|2

(
DµH1

)† DµH1

+ c3

[
H†

1 H2
(

DµH1
)† DµH2 + h.c.

]
+ c4

[
H†

1 H2
(

DµH2
)† DµH1 + h.c.

]
, (7.1.1)

where the covariant derivative is defined as in Eq. (3.1.3) and
we take c1, c2, c3 and c4 to be real. Again we constrain the size
of the operators taking into account the new physics scale such
that

|ci| . 4π · 10−6GeV−2, with i = 1, 2, 3, 4 . (7.1.2)

The computations of the contributions from these operators
to the DM annihilation cross sections can be found in Appendix
[C]. On the other hand, the evolution of the thermally aver-
aged cross section with respect to the ci coefficients is shown in
Fig. [7.1.3] for different channels, where the DM mass and the
mass splitting are fixed to 500 GeV and 150 GeV, respectively.
From here it can be seen that, for negative values of the ci’s,
a decrease in the total cross section is achieved, thus resulting
in an enhancement of the relic density. Positive values of the
Wilson coefficients, in contrast, only lead to an increment in the
cross section. The destructive interference is particularly large
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Figure 7.1.3: Evolution of the thermally averaged cross section with
respect to each of the different dimension six operators
ci for different channels. Unless it is indicated the values
for the other coefficients ci are set to 0.

for c2 and c3, whereas for c4 it is less prominent. By looking
closely into Fig. [7.1.3] one realizes that the behaviour of the to-
tal cross section is actually determined by an interplay between
the shutting down of the annihilations into longitudinal gauge
bosons (represented by the red and yellow lines) and the in-
crease of the annihilations to SM Higgses and top quarks (dark
blue and green lines). It can also be pointed out that, even with
the respective decrease in the total cross section for each oper-
ator, its value is still far too big (∼ 100 pb) as to get the right
amount of DM. Therefore, one must try different combinations
of operators to see which one works better. In Fig. [7.1.4] for ex-
ample, we show the evolution of the cross section with respect
to c1 for fixed c3 and c4. For this particular combination of op-
erators, one finds a minimum of 〈σv〉 ∼ 9 pb which already
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Figure 7.1.4: Evolution of the thermally averaged cross section with
respect to c1 with fixed c3 and c4 for different channels.
The minimum of the cross section is around 9 pb.

signals a significant improvement by a factor of 10.

Nonetheless, since the cross section must be even smaller in
order to accommodate sufficient DM, a suitable combination of
operators was yet to be found. To that end, a thorough scan over
all possible combinations of the Wilson coefficients ci was per-
formed for different combinations of DM mass and quartic cou-
pling λ345. As shown in Figs. [7.1.3] and [7.1.4] it was clear that
significant changes in the relics were going to be found only
for |ci| of the order 10−6GeV−2. In addition, in order to abide
by the theoretical constraints, specifically the vacuum stability
conditions, the quartic coupling cannot be arbitrarily small. In
fact, for λ2 < 1, the boundedness of the potential immediately
sets a lower limit of λ345 > −0.7. Nevertheless, for |λ345| . 0.7
and |ci| ∼ 10−6GeV−2 no suitable parameter space was found.
In particular, allowing for |c1| ∼ 10−6GeV−2 has a significant
impact on the spin independent DM-nucleon cross section, mak-
ing it impossible to get the correct relics while respecting the
XENON1T bounds simultaneously (the issue of the XENON1T
bounds will be discussed in more detail in the next section).
On the other hand, allowing for smaller values of λ345 can in-
deed lead to regions where the XENON1T bounds still hold,
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Figure 7.1.5: The relic abundance normalized to Ωh2 = 0.12 in the
λ345 − mH′ plane for different mass splittings and fixed
ci’s coefficients and mixing angle in the high mass
regime. Left panel: ∆m = 150 GeV. Right panel: ∆m =
200 GeV. Only points fulfilling 0.6 · 0.1200 ≤ Ωh2 ≤
0.1200 + 3 · 0.0012 are shown. The black lines represent
the XENON1T limits.

the problem now being that the stability of the potential is no
longer guaranteed. In order to solve this issue, we need then
to find a way to relax the vacuum stability constraints (see Ap-
pendix [E] for more details). One way to achieve this is to add
an additional dimension six term in the potential of the form

V ⊃ λ7|H2|6 , (7.1.3)

where again, λ7 . 10−6GeV−2 and we take it to be real. If that
is the case, then we only need to fulfil the conditions

λ1 > 0 and λ7 > 0 (7.1.4)

to guarantee vacuum stability, and no lower limit for λ345 is
needed. Furthermore, since this new term only has contribu-
tions to interactions of six DM particles, it will not have a large
impact in the relic abundance giving us some freedom to choose
its value. Hence, from now on we fix the size of the new cou-
pling to be λ7 = 10−6GeV−2.

With this in mind, a possible combination of the Wilson coef-
ficients ci that can deliver the right amount of DM in the high
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Figure 7.1.6: Allowed regions of relic abundance in the λ345 − m′H
plane for 3 different mass splittings and fixed ci’s coeffi-
cients and mixing angle in the high mass regime. Only
points fulfilling 0.6 · 0.1200 ≤ Ωh2 ≤ 0.1200 + 3 · 0.0012
are shown. The black lines represent the XENON1T lim-
its.

mass regime for high mass splittings, while respecting the the-
oretical and experimental constraints (with the modified poten-
tial), is

c1 = −5 · 10−6GeV−2, c3 = −3.122 · 10−6GeV−2,

c4 = −3.125 · 10−6GeV−2, (7.1.5)

with c2 = 0. Accordingly, the results for the relic abundance
are shown in Fig. [7.1.5], where it can be seen that the entire
relic density can be furnished for a mass splitting of 150 GeV,
while we can find regions with up to ∼ 90% of the measured
amount of DM for 200 GeV mass splitting. In addition one can
observe that, for a fixed set of coefficients, the allowed param-
eter space moves down towards greater negative values of the
quartic coupling λ345 and towards higher DM masses when ∆m
is increased (see Fig. [7.1.6]). This is indeed a great improve-
ment with respect to the vanilla IDM where, for high mass split-
tings, only around 0.1% of the relic density could be attained.
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At this point, nonetheless, one must acknowledge the fact
that, even though the small mass splitting constraint was suc-
cessfully addressed, adding a new operator in the potential and
considering larger values of |λ345| could lead to a different phe-
nomenology of the phase transition, such that the analysis in
Sec. [6.3.2] could not apply to our case anymore. In particu-
lar, the characterization of the PhT shown in Fig. [6.3.2] might
change notably. A detailed analysis is required to answer these
questions. However, despite the possibility of not being able to
accommodate DM and a strong first order PhT in the high mass
regime, it is still interesting to see that a whole new portion of
suitable parameter space is opened up when additional higher
dimensional operators are considered; operators which are, re-
gardless, required to make the model viable for baryogenesis.

7.1.2 A Comment on the XENON1T Bounds

As briefly discussed in the last section, when using the deriva-
tive operators of Eq. (7.1.1), the XENON1T bounds look quite
different (see Fig. [7.1.6]) compared to those in the vanilla IDM
or the low mass regime, where the bounds are symmetric with
respect to the quartic coupling λ345. To understand why this is
the case, one must keep in mind that the XENON1T bounds are
actually constraints on the spin-independent (SI) DM-nucleon
cross section, obtained via direct detection (DD) experiments
(see Fig. [4.3.2]) where we have scattering processes of a DM
particle with a nucleon. Because the DM does not interact di-
rectly with fermions, the SM Higgs is the only possible media-
tor for these processes (at tree level) in the IDM. Consequently,
for the vanilla IDM, the XENON1T bounds translate into con-
straints for λ345, which is the coupling of the corresponding
hHH vertex. This also means that for every operator that is A direct coupling

between DM

particles and SM

fermions is indeed
possible if one
considers dimension
six operators as
showed, for
example, in the
following chapter.

included in the model, one must check whether they have con-
tributions to the direct detection cross section, i.e. if they con-
tribute to the three-point interaction of two DM particles with
the SM Higgs boson or to direct interactions between DM par-
ticles and SM fermions. As can be checked from Appendix [C]
the λ6 term from Eq. (7.0.1) and the derivative operators from
Eq. (7.1.1) have indeed these contributions. Nonetheless, for a
mixing angle of the order 10−3 and for mass splittings up to 300
GeV the change in the SI DM-nucleon cross section is negligible,
such that the λ6 operator in the potential does not affect the
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Figure 7.1.7: Dependence of the direct detection cross section with
respect to the size of c1 for fixed DM mass and different
values of the quartic coupling. The solid black line repre-
sents the upper XENON1T limit on the DD cross section
for a DM particle with mH = 500 GeV.

XENON1T bounds in the interesting parameter space. On the
other hand, for the derivative operators introduced in the high
mass regime in Sec. [7.1.1], one can see from Fig. [7.1.3] that
all of them (except for c2) can in principle contribute to the DD
cross section (the contribution is visualized in the H′H′ → tt̄
process, where the mediator must be the SM Higgs). Nonethe-
less, for c3 and c4 we find that the corresponding contribution
to the hHH vertex goes as

(c3 + c4)
(

p1,µ pµ
2 + p1,µ pµ

3
)

∝ −p1,µ pµ
1 (7.1.6)

with p1 and p2,3 being the SM Higgs’ and the DM particles’
momenta, respectively (we take by convention that all the mo-
menta are incoming). By convention, micrOMEGAs computes
the DD cross section in the limit of zero momentum transfer, i.e.
q2 ≡ p1,µ pµ

1 = 0, meaning that the contributions from the c3,4
operators are exactly zero. The assumption of zero momentum
transfer can be justified on the basis that typical values of q2

in DD scattering processes are of the order 10− 100 MeV [107],
while the mass of the mediating Higgs is at least three orders
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of magnitude larger. Thus, only the c1 operator can affect the
XENON1T bounds and its impact is shown in Fig. [7.1.7] in
the limit of the vanilla IDM (without mixing). One can see that
the evolution of the DD cross section is smooth for positive val-
ues of the the quartic coupling, whereas for negative values we
observe a deep fall that moves towards higher values of −c1
for greater negatives values of λ345. This just means that, for
each fixed value of c1, one must adjust the size of the quartic
coupling and the DM mass accordingly in order to respect the
XENON1T bounds and to obtain the correct relic abundance.

7.2 the mechanism for baryogenesis

Having analyzed the DM physics in the new model and hav-
ing found interesting parameter spaces both, in the low and
in the high mass regime, we finally come to the question of
whether this model can accommodate sufficient CP violation
for successful baryogenesis. One could, for example, go for an
EWBG mechanism as discussed in Sec. [5.2.4]. After all, we have
all the ingredients: B violation from sphaleron processes, a suit-
able parameter space where we have a strong-first order phase
transition, and our newly introduced CP-violating operator in
the scalar potential. The crucial point here is being able to use In Appendix [D] we

show the
computation of the
Jarlskog invariant
for this particular
model.

this CP violation to produce the excess of left-handed particles
and antiparticles in front of the bubble wall, which will later be
converted into a net baryon number by the sphalerons.

In EWBG models, in order to produce the desired excess of
left-handed particles, one usually relies on the fact that the CP-
violating interactions give rise to space and time dependent
mass terms for the fermions [30, 31, 59] (for more recent re-
views see also [20, 45])

mi(z) = |mi(z)|eiθ(z), (7.2.1)

where θ is a complex phase and we assume that the bubble wall
is planar and moving in the +z direction. In the rest frame of
the bubble, one can describe the particle-wall interactions with
a semiclassical force given by

Fz = −
(|m|2)′

2E
+ s

[
(|m|2θ′)′

2EEz
− |m|

2(|m|2)′θ′
4E3Ez

]
, (7.2.2)
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with E = (p2 + |m|2)1/2, Ez = (p2
z + |m|2)1/2, s = ±1 the spin

in the z direction, and the primes denoting derivatives with re-
spect to z. It is due to the chiral structure of the mass term in
Eq. (7.2.1) that one obtains a spin-dependent part in the force
from Eq. (7.2.2). This spin-dependent part will be negative for
left-handed particles (or antiparticles), thus decreasing the net
force acting on them, whereas it increases the net force acting
on right-handed particles ultimately contributing to form the
left-handed asymmetry. To get the net baryon number one then
needs to solve the corresponding Boltzmann equation contain-
ing collision terms that describe particle scattering. Solving the
transport equations is, however, out of the scope of this work.

The important point to answer here is whether one can trans-
mit the CP violation that appears in the scalar potential to the
fermion sector, such as to get a complex mass contribution. Ac-
cording to [46] this is indeed possible as long as the two dou-
blets acquire a VEV simultaneously, no matter if only one of
the doublets couples to fermions. To explain why this is the
case, one can first parametrize the neutral components of the
doublets as

H0
1 = he−iθ1 , H0

2 = Heiθ2 , (7.2.3)

such that 〈h〉 = v1 and 〈H〉 = v2. Moreover, in the minimum
one can choose a gauge in which θ1 = θ2 = θ/2. During the
phase transition, the equations of motion for the fields h, H
and θ are obtained by minimizing the effective action at Tc. Par-
ticularly, as argued in [33], the equations of motion for θ will
have non-trivial solutions due to the explicit CP violation in
the effective potential, given by the complex parameter λ6. Fur-
thermore, since the CP violating phase in the potential can only
appear in terms involving the products of both doublets, then
it is clear that if either h or H were to remain zero during the
PhT, it would not be possible to generate any CP violation in
the bubble wall. This has been carefully studied before in the
context of the two Higgs doublet model, for instance, in [32].
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Therefore, assuming that both doublets change during the
PhT, and taking only into account contributions coming from
the top quark, the complex mass term reads

m(z)t = yth(z)eiθ(z)/2, (7.2.4)

with yt the top Yukawa coupling. Keep in mind that the change
in θ will be determined by the CP violating phase in the po-
tential as indicated, for example, in [34]. Accordingly, in our
model with the extended scalar potential, the generation of the
BAU could only proceed via a two-step PhT. In this case, during
the second step, the Higgs field will acquire a finite VEV while
the already finite VEV of H2 will evolve to zero. As discussed
in [42] this scenario is only possible, in principle, in a small re-
gion of parameter space in the low mass regime. Nonetheless,
a further complication comes into hand, i.e. that one must re-
quire the first step of the PhT to be not too strong. Otherwise,
sphalerons will be turned off by the time the second transition
occurs and the generation of the BAU would be impossible re-
gardless. In [42], unfortunately, no parameter space where the
first-step is mild was found. This does not mean, however, that
the model does not work altogether; one could still envisage a
scenario where the addition of extra dimension six operators
change the thermal history of the universe, thus allowing for
a different phenomenology of the PhT as the one discussed in
Sec. [6.3.2]. Even the addition of the extra λ7 term in the po-
tential as in Eq. (7.1.3) could lead to a change that could make
the model viable for baryogenesis. These ideas are, nonetheless,
left for future work.
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Given the problem we encountered in the last section of the
previous chapter, concerning the transmission of the CP violat-
ing phase from the scalar potential to the fermion sector, we
now discuss another possible source of CP violation that can
be added to the IDM and that, potentially, could solve this issue.
In this case we consider the following Yukawa-like operator

LCPV
Y = −ỹ

(
H†

1 H2

) (
Q̄H2dR + Q̄H̃2uR

)
+ h.c. , (8.0.1)

where Q, uR and dR are defined in Eq. (3.0.1), ỹ = |ỹ|eiθ̃ is a
complex number with |ỹ| . 10−6GeV−2, and

H̃2 = iσ2H∗2 =
1√
2

(
H − iA
−
√

2H−

)
. (8.0.2)

The novel feature of this operator is that it allows us to intro-
duce CP violation directly into the quark sector without break-
ing the Z2-symmetry, which prevents a direct coupling of the
inert doublet with the fermions at the renormalizable level. The
expectation is, thus, that this operator will allow for CP-violating
processes which could lead to complex quark masses as dis-
cussed in Sec. [7.2]; ideas that will be explored later. For now,
we focus our attention on DM physics which is discussed in
detail in the following section.

8.1 the relic abundance

As in previous models, we start by checking how the DM relics
are affected by the new Yukawa-type operator. For that pur-
pose a first step is to check how the thermally averaged cross
section evolves with the size of |ỹ|. From the start it is clear
that the new operator will have new contributions to the pro-
cesses where two DM particles annihilate into quarks (for more
details see Appendix [C]). This is shown in Fig. [8.1.1], where
the CP violating angle is fixed to θ̃ = π/2 and we explore
the two mass regimes. For instance, in the left panel the be-
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Figure 8.1.1: Evolution of the thermally averaged cross section with
respect to |ỹ| for different annihilation channels. Left
panel: in the low mass regime. Right panel: in the high
mass regime.

haviour in the low mass regime for a DM mass of 70 GeV and
250 GeV mass splitting is shown, whereas in the right panel the
behaviour in the high mass regime is depicted for a DM mass of
500 GeV and 150 GeV mass splitting. In the low mass scenario,
for |ỹ| ∼ 10−6 GeV−2, the cross section for processes involving
the kinematically accessible quarks (the top quark is to heavy
to be produced in this regime) is greatly enhanced. Therefore,
the correct relic abundance is expected to be attained only for
values of |ỹ| up to 10−7 GeV−2. The situation is similar in the
high mass regime. Already for values of |ỹ| around 10−6 GeV−2

annihilations into "light" quarks are enhanced, whereas the con-
tributions coming from annihilations into top quarks become
dominant at about |ỹ| ∼ 10−5GeV−2. However, if one zooms
in the plot on the right panel of Fig. [8.1.1] one realizes that
already for |ỹ| around 10−7GeV−2 the increment in the cross
section is sufficiently important as to expect a sizable reduc-
tion in the delivered relic abundance. It is also worth noting
here that, since the new operator does not affect the cross sec-
tion corresponding to the annihilation of DM into gauge bosons
(corresponding to the red and yellow lines in Fig. [8.1.1] which
remain constant for every value of |ỹ|), the Yukawa-like opera-
tor alone cannot change the panorama in the high mass regime
and derivative operators as in Sec. [7.1.1] must be used. Results
of the relic abundance in the low mass regime are shown in
Fig. [8.1.2] where |ỹ| is fixed to 10−7 GeV−2 and the CP phase is
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Figure 8.1.2: The relic abundance normalized to Ωh2 = 0.12 in the
λ345 − mH plane for different mass splittings and fixed
CP violating phase and |ỹ| in the low mass regime. Left
panel: ∆m = 30GeV. Right panel: ∆m = 300GeV. Only
points fulfilling 0.6 · 0.1200 ≤ Ωh2 ≤ 0.1200 + 3 · 0.0012
are shown. The black lines represent the XENON1T lim-
its.

fixed to θ̃ = π/2. Once again the three distinctive regions can
be identified as in the vanilla IDM. Nonetheless, due to a slight
increase in the total cross section, the maximum value of λ345
(compared to the vanilla IDM) allowing for the correct relics de-
creases. Increments of the size of |ỹ| result in a further increase
of the total cross section, and the entire parameter space disap-
pears once we reach |ỹ| ∼ 10−6 GeV−2.

On the other hand, we finally show the results for the relics
in the high mass regime in Fig. [8.1.3], where the values of the
derivative operators are fixed as in Eq. (7.1.5) and we choose
a high mass splitting of 200 GeV. In this case we also need to
include the extra term in the potential as given in Eq. (7.1.3)
in order to guarantee vacuum stability; its size is fixed to λ7 =
10−6 GeV−2. In the left panel of Fig. [8.1.3], for |ỹ| = 10−8GeV−2,
up to 90% of the measured relic density can be obtained, which
is a comparable result as in the previous model and an im-
portant improvement with respect to the vanilla IDM. Also, as
we expected from the cross section analysis, when increasing
the value of |ỹ| to 10−7GeV−2 (see right panel of Fig. [8.1.3]),
the available parameter space is considerably reduced. In addi-
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Figure 8.1.3: The relic abundance normalized to Ωh2 = 0.12 in the
λ345 − mH plane for different values of |ỹ| and fixed
ci’s coefficients and mass splitting in the high mass
regime. Left panel: |ỹ| = 10−8GeV−2. Right panel: |ỹ| =
10−7GeV−2. Only points fulfilling 0.6 · 0.1200 ≤ Ωh2 ≤
0.1200 + 3 · 0.0012 are shown. The black lines represent
the XENON1T limits.

tion, the maximum fraction of DM relic abundance decreases by
approximately 20%, as one can obtain a relic density only up
to 70% of the present value. Decreasing the mass splitting to
around 150 GeV leads to regions where the full relic density can
be found for |ỹ| = 10−8GeV−2, whereas for |ỹ| = 10−7GeV−2

one can find up to 90% of the measured value.

As a final comment in this section, one must bare in mind
that, similarly as in the extended IDM, adding a new term in
the potential and considering larger values of |λ345| in the high
mass regime, could completely change the nature of the phase
transition. For more details about this issue the reader is re-
ferred to the final discussion in Sec. [7.1].

8.2 a brief comment on the edm’s

So far we have delayed a very important issue that must be ad-
dressed in any model that includes new sources of CP violation:
Electric Dipole Moments (EDMs). As we have previously seen,
CP violation is a key ingredient in any EWBG model, however, it
is usual that models containing new sources of CP violation are
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Figure 8.2.1: Two-loop Barr-Zee diagrams contributing to the EDMs.
Left panel: when there is CP violation in the Higgs sec-
tor. Right panel: in the Fermiophilic IDM.

heavily constrained by negative searches of EDMs [11], particu-
larly for the electron, the neutron and for neutral atoms. For
instance, a precise measurement of the electron EDM by the
ACME collaboration yields [2]

de < 1.11× 10−29e cm , (8.2.1)

where e is the electric charge of the electron. In the SM, con-
tributions to the EDMs associated with the CKM matrix occur
first a three-loop level, resulting in a natural suppression below
the current bounds [80]. Thus, one can say that EDMs are ex-
cellent tools to probe for new physics [47]. For example, in the
presence of CP violation in the quark-Higgs sector, contribu-
tions to the EDMs are generally induced via two-loop Barr-Zee
[12] diagrams as the one shown in the left panel of Fig. [8.2.1].
Meanwhile, in our particular model, one could obtain a contri-
bution given by the diagram in the right panel of Fig. [8.2.1],
where the two vertices in the H2 loop will be proportional to
ỹ. The good news is that the contribution appears already at
three-loop level which could mean it is suppressed and no new
constrains would appear in the model. Nonetheless, a detailed
analysis is still lacking and it is out of the scope of this work.

As a final remark in this section it must be pointed out that,
since leading contributions to the EDMs usually come from CP
violating operators in the quark-Higgs sector [9], the models
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Figure 8.3.1: Feynman diagram contributing to the quark mass terms
in the fermiophilic IDM.

discussed in Chapters [7] and [9] should have negligible contri-
butions at zero temperature and therefore be left unconstrained.

8.3 creating the baryon asymmetry

Having finished the discussion on DM physics, once again we
ask ourselves if this model can accommodate enough CP viola-
tion as required by baryogenesis. After all, we are adding CP
violation directly into the fermion sector such that, in princi-
ple, the mechanism described in Sec. [7.2] for complex fermion
masses should work. Indeed, the operator in Eq. (8.0.1) has con-
tributions to the mass terms, in particular if both doublets ac-
quire a VEV simultaneously one has

mt =

(
v1√

2
yt + |ỹ|eiθ̃ v1v2

2

2
√

2

)
t̄LtR + h.c. , (8.3.1)

where v1 and v2 are the VEVs corresponding to H1 and H2 re-
spectively, and we have taken only the contribution from the
top quark as an example. This contribution is shown in Fig. [8.3.1].
It is clear that, during the phase transition, the term in Eq. (8.3.1)
will become an spatially varying complex mass depending on
the respective profiles for h and H around the bubble wall.
Therefore, the fermiophilic IDM could generate the baryon asym-
metry in the second step of a two-step PhT, as it was also dis-
cussed in the last section of chapter [7]. Nonetheless, we again
encounter the problem of finding a suitable parameter space
where the first transition does not wash out the sphaleron pro-
cesses, which must be sufficiently active during the second
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Figure 8.3.2: Feynman diagrams appearing at intermediate stages in
the evolution of the universe. Left panel: when only H2
acquires a VEV. Right panel: when only H1 acquires a
VEV.

phase transition. The questions is, thus, whether the fermio-
philic IDM could work in other scenarios as well; scenarios where
each doublet acquires a VEV independently.

Accordingly, let us suppose that only one of the doublets
acquires a VEV at a time. However, it is not hard to check that
when this happens, we do not obtain a contribution to the mass
terms at all. For instance, if the doublet acquiring the VEV is H2,
then from Eq. (8.0.1) we have a contribution given by We must point out

that a similar
operator of the form
|H1|2 (q̄L H1qR)
could work and
generate the
asymmetry during
the H1 transition
[11, 103].
Nonetheless, since
the SM doublet has
a VEV at zero
temperature, we
expect the
contributions to the
EDMs from this
operator to be
greater and, thus,
the size of the
operator itself to be
more constrained.

LCPV
Y ⊃ ỹ

v2
2

2
√

2
h q̄L qR , (8.3.2)

which would correspond to a transition of the form q̄LqL rather
than the required q̄LqR interaction, as depicted in the left panel
of Fig. [8.3.2]. The undesired change in chirality results from
the need of closing the h-loop. The situation is similar when H1
is the doublet acquiring the VEV. The corresponding Feynman
diagram is shown in the right panel of Fig. [8.3.2] where, this
time, we need to close two H2 loops. It is easily seen that this
also results in a q̄LqL transition. We must conclude, then, that
the new operator does not represent any improvement with re-
spect to the scalar extension of the IDM (see Chapter [7]) and, at
this point, we are still lacking of a clear mechanism to generate
the asymmetry.
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C P V I O L AT I O N I N T H E G A U G E S E C T O R

In a last attempt to extend the IDM as to have new sources of CP
violation and account for baryogenesis we choose the following
operator

Ldual = c̃|H2|2Fµν F̃µν , (9.0.1)

where Fµν F̃µν = Wa
µνW̃a,µν + BµνB̃µν is a sum over the SU(2)

field strength tensors. These are defined as

Wa
µν = ∂µWa

ν − ∂νWa
µ + gεabcWb

µWc
ν , (9.0.2)

Bµν = ∂µBν − ∂νBµ , (9.0.3)

with εijk the Levi-Civita tensor, and their corresponding duals
given by

W̃a,µν =
1
2

εµνρσWa
ρσ . (9.0.4)

Once more, given the constraint coming from the new physics
scale, we force the coefficient c̃ to be of the order ∼ 10−6GeV−2.
Note that this operator closely resembles the one leading to the
strong CP problem in QCD.

9.1 the relic abundance

As done for the the previous models, we first check the impact
of the new CP violating operator in the relic abundance. An
important feature of this operator is that it couples the inert
doublet directly to the gauge bosons (therefore contributing to
the HH → VV processes), which could lead to a possible in-
terference in the high mass regime decreasing the annihilation
cross section and relaxing the small mass splitting constraint.
We will discuss this issue in more detail later. For now, we start
with the low mass regime which is shown in Fig. [9.1.1], where
the corresponding parameter spaces for two different values
of the coefficient c̃ and different mass splittings are compared.
In the upper row, for c̃ = −10−7 GeV−2, identical results com-
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Figure 9.1.1: The relic abundance normalized to Ωh2 = 0.12 in the
λ345 − mH plane for different mass splittings and val-
ues of c̃ in the low mass regime. Upper row: c̃ =
−10−7GeV−2. Lower row: c̃ = −10−6GeV−2. Only points
fulfilling 0.6 · 0.1200 ≤ Ωh2 ≤ 0.1200 + 3 · 0.0012 are
shown. The black lines represent the XENON1T limits.

pared to those in the vanilla IDM are obtained (see Fig. [6.2.3]),
such that the physics in the three known regions (funnel, res-
onant and tail) remains practically unchanged (see Sec.[6.2.1]).
This tells us that, for |c̃| of the order 10−7 GeV−2, the contri-
butions coming from the new operator are negligible and the
delivered relic density matches the one in the vanilla IDM (con-
tributions to the annihilation cross section from this operator
can be found in Appendix [C]). However, in the lower row, for
c̃ = −10−6 GeV−2, an appreciable change can be seen. For this
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Figure 9.1.2: Evolution of the thermally averaged cross section with
respect to c̃ for different annihilation channels. Left
panel: in the low mass regime. Right panel: in the high
mass regime.

case the contributions coming from the new operator do be-
come important and they significantly impact the parameter
space, opening up the possibility for the DM mass to be as low
as ∼ 50 GeV, which was excluded in the vanilla IDM due to the
XENON1T bounds. In this case, sufficient relic density can not
longer be attained for DM masses over ∼ 64 GeV. This behav-
ior can be cross checked by looking at Fig. [9.1.2] where, in the
left panel, the evolution of the thermally averaged cross section
with respect to c̃ is shown in the low mass regime for mH = 65
GeV and a mass splitting of 250 GeV. Already for values of
c̃ around −10−6 GeV−2, annihilations of two DM particles into
two photons increase appreciably, whereas annihilations into
W bosons are enhanced for c̃ ∼ −10−5 GeV−2. Another impor-
tant result one can deduce from Fig. [9.1.2] is that the cross
section must be proportional to c̃2, since the sign of the coeffi-
cient clearly does not affect the result.

If that is indeed the case, this also means that the new oper-
ator contributes only to increasing the total annihilation cross
section in the high mass regime, as also shown in the right
panel of Fig. [9.1.2], where the DM mass and the mass splitting
are fixed to 500 GeV and 150 GeV, respectively. Therefore, no im-
provement relative to the vanilla IDM for the DM relics can be ex-
pected. In fact, it can be seen that the annihilation cross section
increases with the increase of the absolute value of c̃ such that,
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Figure 9.1.3: The relic abundance normalized to Ωh2 = 0.12 in the
λ345 − mH plane for different mass splittings and fixed
ci’s coefficients and c̃ in the high mass regime. Left
panel: ∆m = 150 GeV. Right panel: ∆m = 200 GeV. Only
points fulfilling 0.6 · 0.1200 ≤ Ωh2 ≤ 0.1200 + 3 · 0.0012
are shown. The black lines represent the XENON1T lim-
its.

around |c̃| ∼ 10−6GeV−2, there is a significant enhancement
of 〈σv〉. Consequently this implies that the new CP violating
operator alone does not change the situation in the high mass
regime and the entire model still suffers from the existent prob-
lems in the vanilla IDM, i.e. only small mass splittings lead to
sizable relics for heavy DM. Thus, as done in the previous cases,
we must rely on the use of the derivative operators defined in
Sec. [7.1.1] and the dimension six term defined in Eq. (7.1.3) to
find the correct relics for high mass splittings. For example, in
Fig. [9.1.3] the allowed parameter space for c̃ = −10−8GeV−2

and fixed ci’s is shown for 150 GeV and 200 GeV mass split-
tings. The chosen values of the coefficients are the same as in
Eq. (7.1.5) and, once more, λ7 is fixed to 10−6 GeV−2. The re-
sults are similar as the ones obtained for the scalar extension
and the fermiophilic IDM where, for 150 GeV mass splitting the
entire measured relic density can be attained, while it decreases
to around 90% for 200 GeV mass splitting. Once we increment
the size of the coefficient c̃ the allowed parameter space shrinks
until at around c̃ ∼ −10−7GeV−2 where a sizable relic can no
longer be delivered and the entire region disappears.
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The important thing to keep in mind is that the IDM, ex-
tended with CP violation in the gauge sector, still serves as
a suitable DM model as long as one keeps the size of the Wil-
son coefficient around c̃ ∼ 10−7 GeV−2 in the low mass regime
(for which similar results as in the vanilla IDM are obtained),
and around c̃ ∼ 10−8 GeV−2 in the high mass regime (this is
because for c̃ ∼ 10−7GeV−2 the increment in the cross section is
enough as to produce underabundant DM for any combination
of parameters).

9.2 baryon asymmetry à la spontaneous baryogen-
esis

Once more, and a final time, we come to the question of whether
we can accommodate sufficient CP violation in the model as to
allow for baryogenesis. As discussed in Sec. [7.2], if we want
to use the conventional realization of EWBG we would need of
a mechanism capable of transferring the CP violation from the
gauge sector to the fermion sector, such that we can obtain a
complex mass contribution as in Eq. (7.2.1). However, due to An interesting

feature of
spontaneous
baryogenesis is that,
contrary to the
predetermined
intuition of the
Sakharov
conditions, the BAU

can be produced
in equilibrium
and with no CP
violation at all.
This is the case
because
spontaneous
baryogenesis relies
on an spontaneous
breaking of CPT
symmetry, whereas
CPT symmetry is
one of the
requirements for
Sakharov’s criteria
to hold.

the absence of such mechanism and since our CP-violating op-
erator does not involve any fermions directly, we do not expect
this idea to work. This means that, so far, there is no clear ad-
vantage between this model and the ones discussed earlier.

Nevertheless, there could be another possibility, for example,
if another mechanism of EWBG was used to produce the baryon
asymmetry; if one could transfer the CP violation to the gener-
ation of the BAU without necessarily having a complex mass. In
[38], for instance, a similar effective operator was added to the
SM involving the usual Higgs doublet, i.e.

1
M2

g2

32π2 |H1|2WµνW̃µν , (9.2.1)

where M is a typical mass-scale squared and g is the SU(2)L
coupling constant. In this way a mechanism analogous to the
one known as spontaneous baryogenesis [35] can be used in
order to estimate the total baryon number density. Without go-
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ing into too much detail, the key idea is to have a term in the
Lagrangian of the form [5]

L ⊃ ∂µθ jµ
B , (9.2.2)

where θ is a scalar field and jB is the baryon current. When one
considers an spatially homogeneous field such that θ = θ(t)
the interaction in Eq. (9.2.2) is reduced to the form θ̇ j0B. In this
way θ̇ acts as a sort of chemical potential for baryon number,
shifting the energy levels of baryons with respect to those of an-
tibaryons. Thus, as long as baryon number violating processes
are in thermal equilibrium, a non-zero baryon number will be
produced. Once baryon number violating processes fall out ofIn the model of [38],

the realization of
spontaneous

baryogenesis still
needs of the three

Sakharov
conditions: CP

violation is present
in the operator
involving dual

fields and the BAU

is still created
during the EWPhT.
Therefore, calling
the mechanism as

spontaneous
baryogenesis could

be misleading.
Nonetheless, the

name is still used
for historical

reasons.

equilibrium the BAU freezes in. The picture is, then, as follows:

• At very high temperatures we assume the field θ to re-
main constant (as we will see later, the second doublet
H2 will play the role of θ in the mechanism). If this is the
case, a term as in Eq. (9.2.2) is not present and the system
remains in the usual minimum with zero baryon number
density, even though sphalerons are very active and in
equilibrium for these temperatures.

• At some point in the thermal history of the universe, the
field θ acquires a space-time dependence (for example, if
a PhT occurs). This will lead to a term as in Eq. (9.2.2),
acting as an effective chemical potential and changing the
minimum of the free energy with a non-zero baryon num-
ber density.

• Accordingly, since sphalerons are the only B violating pro-
cesses, they will start building up the asymmetry by driv-
ing the system towards the new minimum.

• Finally, once the EWPhT occurs, and assuming it is a strong
first-order PhT, the sphalerons will turn off and the pro-
duced baryon asymmetry will be ultimately conserved.

For the particular case in [38], and similar to our case, one
can use the anomaly equation

∂µ jµ
B =

3g2

32π2 WµνW̃µν , (9.2.3)
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to rewrite the operator in Eq. (9.2.1) in the form of Eq. (9.2.2) as

1
M2

g2

32π2 |H1|2WµνW̃µν =
1

3M2 ∂µ|H1|2 jµ
B . (9.2.4)

As mentioned before, this term in the Lagrangian changes
the minimum of the free energy, such that the entire system
will try to relax to the new minimum where [5]

n0
B =

T2

12M2 ∂0|H1|2. (9.2.5)

Given that sphalerons are the only sources of B violation in
the model, they need enough time to create the asymmetry.
Nonetheless, one must keep in mind that, in this realization of
spontaneous baryogenesis, the entire process takes place dur-
ing the EWPhT where the Higgs field acquires a VEV, changing
near the bubble walls. Thus, baryon number must satisfy the
equation [37]

dnB

dt
= −18ΓT−3

(
nB − n0

B

)
, (9.2.6)

where Γ is the sphaleron rate which we assume to be

Γ =

κ(αW T)4 if mW < αW T

0 if mW > αW T .
(9.2.7)

Eq. (9.2.6) is crucial: the rate of change of baryon number
stops at the minimum and it is directly proportional to the
sphaleron rate. When the change in H1 is sudden, such as in
a strong first order phase transition, the baryon number den-
sity will go simply as [38]

nB ∼
|vc|2
M2 α5

W ∆t T4 , (9.2.8)

with ∆t being the amount of time needed for the Higgs field
to rise from 〈H1〉 = 0 to 〈H1〉 = vc. More precisely, ∆t will be
the amount of time needed for the Higgs field to change over a
correlation volume ξ3 ∼ (αW Tc)

−3, such that

∆t = ξ/vw , (9.2.9)
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where vw is the bubble wall velocity. In our model, the opera-
tor in Eq. (9.0.1) is proportional to |H2| rather than the usual

Higgs doublet; adjusting the factors of 3g2

32π2 to make use of the
anomaly equation and including the coefficient c̃ one finds that
the baryon number density will be given by

nB ∼
8π

3
c̃ |vc|2α4

W ∆t T4 , (9.2.10)

where we keep the definition of ∆t as in Eq. (9.2.9) and vc
now denotes the critical VEV corresponding to H2. Furthermore,
since the number density of photons is defined as

nγ =
2ζ(3)

π2 T3 , (9.2.11)

with ζ(3) ≈ 1.2 the Riemann zeta function, one obtains for the
baryon-to-photon ratio

η ∼ 4π3

3 ζ(3) vw
c̃ α3

W |vc|2 . (9.2.12)

Surprisingly the ratio in Eq. (9.2.12) does not explicitly depend
on the temperature but, on the size of the CP-violating opera-
tor, the critical VEV and the bubble wall velocity. Accordingly,
in Fig. [9.2.1] the results for the normalized BAU with respect to
c̃ and the critical VEV are shown for a fixed value of the bubble
wall velocity. The black solid line represents the combination of
parameters for which one can obtain the measured value of the
BAU. This means that the region that lies over this line signals
overabundant matter, whereas the region under the line corre-
sponds to underabundant matter. Then, if we expect the criticalThe key finding of

this section is that
the new doublet H2
not only allows us
to explain DM and
to accommodate a
strong first-order

PhT, but it also
allows us to

introduce CP
violating operators

that work in
explaining the BAU;

all of it
simultaneously.

VEV to be of the order 100 GeV, the size of the CP-violating op-
erator must be in between 10−11GeV−2 and 10−10GeV−2; values
which in turn allow for a sufficient amount of DM (see Sec. [9.1]).
On the other hand, by increasing the size of c̃ the generation of
the measured BAU requires an even smaller value of the critical
VEV. However, since we also aim to have a strong first order PhT,
even smaller values of Tc are needed in order to satisfy the con-
dition in Eq. (6.3.13). Nonetheless, if the critical temperature
is very low, scenarios where the DM freeze out occurs before
the EWPhT could appear. In those cases, a new detailed analysis
will be necessary in order to study the impact on the DM relics,
given that one must replace the longitudinal components of the
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Figure 9.2.1: The BAU normalized to the measured value with respect
to c̃ and the critical VEV for a fixed value of the bubble
wall velocity.

gauge bosons with the scalar fields φ(±). Therefore, we restrict
ourselves to consider only sufficiently large values of vc, which
require the CP-violating operator to be, at most, of the order
10−10GeV−2.

Now, to complete the analysis in this section, in Fig. [9.2.2]
the dependence of the BAU with respect to the bubble wall ve-
locity is shown for a fixed value of c̃ and different values of vc.
We notice that if the critical VEV is too small, then we need of
a rather slow bubble wall to compensate and obtain the correct
BAU. On the other hand, increasing the critical VEV allows for
larger values of vw. Nonetheless, for very large values of vc (in
this case already for vc = 150 GeV), one obtains a way too large
asymmetry for any value of the bubble wall velocity. This is in
accordance with the results from Fig. [9.2.1], where allowing
for a large VEV requires the CP-violating operator to be even
smaller.
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Figure 9.2.2: The BAU normalized to the measured value with respect
to the bubble wall velocity for a fixed value of c̃ and
different values of the critical VEV.

As a final remark here, one must keep in mind that for the
analysis in this section to be valid and to obtain the correct
BAU by means of the mechanism described previously, a two-
step PhT is required. Given that the CP-violating operator of
Eq. (9.0.1) is proportional to H2, the entire mechanism to pro-
duce the BAU relies on the fact that H2 must acquire a VEV at
some point in the history of the universe, which would corre-
spond to the first step of the PhT. As discussed in Sec. [6.3.2]
this is possible in the low mass regime. In particular, one can
make use of the benchmark scenarios studied in [42] for which
one can obtain a two-step PhT, while satisfying all the theoreti-
cal and experimental constraints. These are given in Tab. [9.2.1],
where ξ1 and ξ2 correspond to the strength of the first and sec-
ond step respectively, and similarly for T1,2. Since we assume
that baryogenesis takes place at the first step, we are only inter-
ested in the critical VEV of H2 which has a value of vc ≈ 117.6
GeV and vc ≈ 112.2 GeV for the first and second benchmark
points, respectively. By keeping the wall velocity at vw = 1/

√
3
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mH ∆m λ345 Ωh2 ξ1 ξ2 T1 T2

56 GeV 415 GeV 0.0037 0.1188 1.68 6.12 70 GeV 40 GeV

71 GeV 410 GeV 0.0020 0.1177 2.04 6.58 55 GeV 35 GeV

Table 9.2.1: Benchmark points where a two-step PhT is present in the
low mass regime for λ2 = 0.4. All theoretical and experi-
mental constraints are satisfied. Taken from [42].

one can find the corresponding size of c̃ in order to obtain the
measured BAU as

c̃ ≈

1.78× 10−11 GeV−2 if vc = 117.6 GeV

1.95× 10−11 GeV−2 if vc = 112.2 GeV .
(9.2.13)

Since these values of c̃ are fairly small, no noticeable change
in the relic abundance is expected (as discussed in the previous
section already for values of c̃ = 10−7GeV−2 one can reproduce
the vanilla IDM results). Thus, it is shown that suitable bench-
mark points can be found in the model (particularly in the low
mass regime) for which both DM and baryogenesis are, in prin-
ciple, accounted for.

One could think of
using the operator
in Eq (9.2.1)
involving the SM
Higss doublet in
order to create the
asymmetry in the
high mass regime
(or in the low mass
regime) during a
single H1
transition. This is
indeed possible and
it has been studied
in previous works
[37, 38, 63].
Nonetheless, since
H2 has no VEV at
zero temperature,
we expect our
operator to be less
constrained, for
example, by EDMs.

The situation in the high mass regime, on the other hand,
requires of a more careful treatment. In particular, from the dis-
cussion in Sec. [6.3.2], in the high mass regime no suitable pa-
rameter space accommodating a two-step PhT was found. This,
in principle, completely rules out the possibility of creating
the asymmetry by means of the mechanism and the opera-
tor discussed in this section. Nonetheless, as also discussed in
Sec. [9.1], the introduction of the additional dimension six term
in the potential- as in Eq. (7.1.3)- could lead to a change in the
nature of the PhT. Specifically, investigating the impact of choos-
ing rather large values for |λ345| and different combinations of
λ2 (which is no longer required to be strictly positive) could
entail new interesting findings. This, however, will require of a
more detailed analysis and it is left for future work.
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In order to accommodate DM and baryogenesis into the IDM, in
this work different extensions of the model with new sources
of CP violation were studied in detail. In particular, CP viola-
tion was added by means of higher dimensional operators in
different sectors of the theory, i.e. in the scalar potential, the
Yukawa Lagrangian and the gauge sector. The dimension six
CP-violating operators were constrained to be at most of the
order 10−6 GeV−2, assuming the new physics scale is around
1 TeV. First, in each case, the impact of the new operators in the
DM relic abundance was thoroughly examined. It was found
that, as in the vanilla IDM, two distinct regimes for DM masses
allow for at least 60% of the measured relic density. In the low
mass regime, i.e. for 55 GeV . mH . 75 GeV, similar results as
in the vanilla IDM can be achieved as long as the size of the
CP-violating operators is not particularly large. For instance, in
the scalar extension and the fermiophilic IDM, with a mixing an-
gle of η ∼ 10−3 and |ỹ| ∼ 10−7 GeV−2 respectively, a sufficient
amount of DM can be attained (independently of the value of
the CP violating phase), whereas in the model with CP viola-
tion in the gauge sector, one can allow for c̃ to be at most of the
order 10−7 GeV−2. As pointed out in [42], this regime allows ei-
ther for a one-step or a two-step strong first order PhT and this
continues to be valid for each of the extensions.

In the high mass regime (for mH & 500 GeV), on the other
hand, and following the discussion in [42] about the nature of
the PhT in this regime, new higher dimensional derivative op-
erators were introduced in order to obtain sufficient amounts
of DM with non-(quasi)degenerate scalar masses, which corre-
spond to the interesting parameter space where also a suffi-
ciently strong first order PhT can take place. These operators,
when used in appropriate combinations, lead to a destructive
interference in the thermally averaged annihilation cross sec-
tion, allowing one to find up to 90% of the measured relic den-
sity even for 200 GeV mass splittings. Nonetheless, obtaining
the correct relic density while respecting the XENON1T bounds
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is only possible for large negative values of the quartic coupling
λ345, therefore violating vacuum stability constraints. To solve
this issue a new term in the potential proportional to |H2|6 was
added. This new term, when positive, allows for the potential
to be bounded from below even for |λ345| & 1 and, since it only
involves interactions of six DM particles, its size is completely
irrelevant in the computation of the relic abundance. Conse-
quently, viable parameter spaces for DM in the mH − λ345 plane
for high mass splittings were found in each model, for fixed
sizes of the higher derivative operators and the CP-violating
operators. At this point, however, the results for the PhT from
[42] might no longer be valid. Indeed, considering large values
of |λ345| and allowing for negative values of λ2 could lead to a
different phenomenology in the phase transition. A deep study
on the nature of the PhT in this regime is, nevertheless, left for
future work.

Regarding the generation of the BAU, in the scalar extension
and the fermiophilic IDM it was argued that baryogenesis could
take place if both doublets acquire a VEV at the same time, for
example, in the second step of a two-step PhT. This situation
will require, nonetheless, of a scenario where the first transition
is weak enough as to not turn off the sphaleron processes; a sce-
nario that, unfortunately, was not found for any combination of
parameters. In this respect one could think of the possibility to
add further dimension six operators in the model, particularly
in the potential, which could lead to a change in the thermal
history of our universe and make the situation of having simul-
taneous VEVs feasible, maybe even in the high mass regime.

On the other hand, in the last extension, where CP viola-
tion is added in the gauge sector one can use a mechanism
analogous to "spontaneous baryogenesis" in order to generate
the BAU. This is possible only at the first step of a two-step
phase transition which, so far, it is only present in the low mass
regime. Accordingly, two different benchmarks were analysed
in this regime and it was shown that, in principle, it is plausible
to account for both DM and baryogenesis (a situation that was
not possible in the vanilla IDM due to the lack of CP violation).
In the high mass regime, nonetheless, a more careful treatment
is needed. Together with the derivative operators, which en-
sure enough relics and a strong first-order PhT, one could con-
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sider the operators of the form |H1|2qLH1qR and |H1|2WµνW̃µν

– which we expect to be more constrained by the EDMs – as the
sources to generate the BAU. Alternatively, studying the impact
of complex derivative operators could also be interesting for fu-
ture works.

Needless to say, in this work we only had a glimpse of all the
possibilities that are opened up when considering dimension
six operators in the IDM, a longer and more detailed analysis
will be required to get the full picture. Having the IDM as an
effective model serving to explain DM and baryogenesis simul-
taneously is, certainly, an idea worth further investigations.
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A
F I N I T E T E M P E R AT U R E E F F E C T I V E
P O T E N T I A L

In order to fully understand the EWPhT and all the interesting
phenomena happening in the early Universe we must introduce
concepts of thermal quantum field theory. In this context, a very
important tool to study phase transitions is the effective poten-
tial at finite temperature. In particular, to understand the be-
haviour of the Higgs potential we usually choose the one-loop
effective potential at finite temperature because it allows us to
include next-to-leading order and finite temperature effects in
the theory [81]. In general the effective potential can be written
as [80]

Ve f f (φc, T) = Ve f f (φc) + ∆V(T)
1 (φc, T)′, (A.0.1)

where φc is the expectation value of the field, Ve f f (φc) is the ef-

fective potential at zero temperature, and ∆V(T)
1 is a term con-

taining the leading thermal corrections. In this this appendix
we will discuss each of the terms appearing in Eq. (A.0.1) in
detail.

a.1 zero temperature effective potential

a.1.1 The Generating Functional

In a QFT the effective action is defined as the Legendre trans-
form of the generating functional for the connected Green func-
tions W[J]. For simplicity we will consider here a theory for
a scalar field, for which the effective action can be written as
[102]

Γ[φ̄] = W[J]−
∫

d4xφ̄(x)J(x) , (A.1.1)
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where J(x) is the source and the corresponding field is defined
in the following way

φ̄ =
δW[J]
δJ(x)

. (A.1.2)

The effective action then satisfies the equation

J(x) = −δΓ[φ̄]
δφ̄

, (A.1.3)

meaning that the vacuum of the theory in the absence of any
sources will be characterized by [91]

δΓ[φ̄]
δφ̄

= 0 . (A.1.4)

For a translationally invariant theory, the field φ̄ is a constant
φc such that we can define the effective potential Ve f f (φc) of the
theory as

Γ[φc] = −
∫

d4xVe f f (φc) . (A.1.5)

In this way, the equation leading to the vacua of the theory
reduces to [102]

∂Ve f f (φc)

∂φc
= 0 . (A.1.6)

a.1.2 The One-Loop Effective Potential

Now, we would like to compute the effective potential appear-
ing in Eq. (A.1.6) so we start at zero temperature. In this case,
the effective potential will only have two contributions, i.e.

Ve f f (φc) = V0(φc) + V1(φc) , (A.1.7)

where the zero-loop effective potential V0 will simply be given
by the classical tree-level potential, as in Eq. (3.1.1), and the
one-loop correction will be the sum of all 1PI diagrams with a
single loop and zero external momenta as shown, for instance,



A.1 zero temperature effective potential 121

Figure A.1.1: 1PI diagrams contributing to the one-loop effective po-
tential. Taken from Ref.[91].

in Fig. [A.1.1] for scalars. In the case of a massive gauge boson
one can show that that V1 will be given by [81, 91]

V1(φc) =
3
2

Tr
∫ d4p

(2π)4 log
(

p2 + M2(φc)
)

, (A.1.8)

with M(φc) the field-dependent mass. However, this one-loop
contribution must be renormalized since it is UV-divergent. Us-
ing the MS renormalization scheme in Landau gauge, the one-
loop potential takes the form of the Coleman-Weinberg poten-
tial defined as [17, 19]

VCW = ∑
i

ni

64π2 m̂i
4(φc)

[
log

(
m̂i

2(φc)

Q2

)
− Ci

]
, (A.1.9)

where ni is the number of degrees of freedom (positive for
bosons and negative for fermions), Ci are renormalization scheme
dependent constants and Q is a renormalization scale. In the
case of the SM where the Higgs doublet can be expanded as

Φ =
1√
2

( √
2φ+

v + h + iφ

)
, (A.1.10)

the sum in Eq. (A.1.9) runs over the top quark, the W and the
Z bosons, the Higgs h and the Goldstones φ. In the same way
Q is fixed to the Higgs VEV, i.e. v ≈ 246 GeV.

Furthermore, the field-dependent masses are given by

m̂2
W =

1
4

g2φ2
c , m̂2

Z =
1
4
(g2 + g′2)φ2

c , m̂2
t =

1
2

y2
t φ2

c ,

m̂2
h = 2λφ2

c , m̂2
φ,φ± = 0, (A.1.11)
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particle ni Ci

W boson 6 5/6

Z boson 3 5/6

Top quark −12 3/2

Higgs boson 1 3/2

Goldstone bosons 3 3/2

Table A.1.1: Number of degrees of freedom and parameters Ci appear-
ing in the Coleman-Weinberg potential for the SM. The
values can be found in Ref.[91].

where yt is top Yukawa coupling. The masses then approach
the predicted values at T = 0 where φc = v. In table [A.1.1] we
summarize the numbers appearing int the Coleman-Weinberg
potential for the SM.

a.1.3 The Counter-Term Potential

To be more precise
VCW , as in

Eq. (A.1.9), is
already finite. The

counter-term
potential is added in
order to compensate

for shifts on the
vacuum due to the

one-loop corrections.

The counter term potential VCT must be added now in order
to absorb the divergences and make the theory finite. This will
also ensure that the relationships between masses and vacuum
expectations values remain the same as in the tree-level case. In
general counterterms must be found by solving the appropriate
set of renormalization conditions. For example, in the SM it is
enough to impose that [81]

∂(VCW + VCT)

∂φc

∣∣∣
φc=v

= 0

∂2(VCW + VCT)

∂φ2
c

∣∣∣
φc=v

= 0 . (A.1.12)

In this way all divergences in the SM potential can be ab-
sorbed with only two counterterms [91]

VCT =
δm2

2
φ2

c +
δλ

4
φ4

c . (A.1.13)

The amount of counterterms needed will depend on the the-
ory under consideration.
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Gathering all the contributions we finally can write the zero-
temperature effective potential as

Ve f f (φc) = V0 + VCW + VCT . (A.1.14)

a.2 finite temperature effective potential

We now aim to introduce thermal effects in our theory. Follow-
ing the discussion in [19, 25, 80, 91] the leading order temperature-
dependent contributions to the effective potential will be given
by

VT =
T4

2π2

[
∑

i=boson
ni JB

(
m̂2

i (φc)

T2

)
+ ∑

j= f ermion
nj JF

(
m̂2

j (φc)

T2

)]
,

(A.2.1)

with the field-dependent masses m̂(φc) and the thermal bosonic
and fermionic functions defined as

JB(x) =
∫ ∞

0
dt t2 log

[
1− e−

√
t2+x2

]
JF(x) =

∫ ∞

0
dt t2 log

[
1 + e−

√
t2+x2

]
. (A.2.2)

These thermal integrals can be expanded in the high temper-
ature limit, i.e. |x| << 1 as

JB(x) = −π4

45
+

π2

12
x− π

6
x3/2 − 1

32
x2 log

(
x
ab

)
− 2π7/2

∞

∑
l=1

(−1)l ζ(2l + 1)
(l + 1)!

Γ
(

l +
1
2

)( x
4π2

)l+2

JF(x) =
7π4

360
− π2

24
x− 1

32
x2 log

(
x
a f

)

− π7/2

4

∞

∑
l=1

(−1)l ζ(2l + 1)
(l + 1)!

(
1− 2−2l−1

)
Γ
(

l +
1
2

)( x
π2

)l+2
,

(A.2.3)

where ab = 16π2e(3/2−2γE) and a f = π2e(3/2−2γE), with the
Euler-Mascheroni constant γE, the Riemann ζ-function and the
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Γ-function. On the other hand, in the low temperature regime,
both functions reduce to [17]

JB,F(x) = −
(π

2

)1/2
x3/4e−x1/2

(
1 +

15
8

x−1/2
)

, (A.2.4)

explicitly showing the typical Boltzmann suppression for parti-
cles much heavier than the temperature.

a.2.1 Daisy Resummation

Note that symmetry
restoration takes
place because it

might happen that,
at sufficiently high
T, the minimum of

the effective
potential at finite

temperature occurs
at 〈φ(T)〉 = 0. EW

symmetry is,
therefore, restored

for high
temperatures.

Now we must turn into an issue we have not discussed before,
i.e. that symmetry restoration signals the breakdown of pertur-
bation theory at high temperatures [17]. This happens because
higher order diagrams become important and their effects must
be taken into account by resummation [7, 85]. One can show
that, to a fixed order in the loop expansion, the largest contri-
butions come from the diagrams with the maximum number of
quadratically divergent loops like in Fig[A.2.1], i.e. the so-called
Daisy diagrams [91].

Figure A.2.1: Daisy (n + 1)-loop contribution to the self energy for a
scalar theory. Taken from Ref.[91].

The resummation of these diagrams is performed, then, by
adding temperature corrections to the boson masses [19]. This
can be done following two different approaches. The first ap-
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proach, proposed by Arnold and Espinosa [7], consists of adding
the following net contribution to the thermal effective potential
[41]

Vdaisy = − T
12π ∑

b
nb

([
m2

b(φc, T)
]3/2
−
[
m̂2

b(φc)
]3/2

)
, (A.2.5)

where, in the SM, the sum runs only over the longitudinal de-
grees of freedom of gauge bosons for which we have

1
2

nWL = nZL = nγL = 1. (A.2.6)

The second approach, on the other hand, was proposed by
Parwani [85] and consists of replacing the field-dependent masses
by the corresponding thermal masses directly in VT. In the SM,
the thermal Debye masses are given by

m2
WL = m̂2

W(φc) +
11
6

g2T2

m2
ZL =

1
2

(
m̂2

Z(φc) +
11
6

g2

cos2 θW
T2 + ∆(φc, T)

)
m2

γL =
1
2

(
m̂2

Z(φc)−
11
6

g2

cos2 θW
T2 + ∆(φc, T)

)
, (A.2.7)

with

∆2(φc, T) = m̂4
Z(φc)+

11
3

cos2 2θW

cos2 θW

[
m̂2

Z(φc) +
11
2

g2

cos2 θW
T2
]

T2 .

(A.2.8)

Finally, putting all the ingredients together, we can write the
one-loop effective potential at finite temperature as

Ve f f (φc, T) = V0 + VCW + VCT + VT + Vdaisy . (A.2.9)





B
D I S C R E T E S Y M M E T R I E S

Symmetries are a central topic in all branches of physics. Just
imposing symmetries in a theory leads to profound and imme-
diate consequences that even allow us to predict the existence
of new particles, new processes and explain why certain things
can never happen in nature. In this appendix we briefly de-
scribe two of the most important discrete symmetries in the SM,
i.e. charge conjugation and parity. For a detailed treatment see
e.g. Ref.[21].

b.1 charge conjugation

Charge conjugation (C) is a transformation that essentially changes
a particle by its antiparticle [94]. More specifically it changes all
the "internal" quantum numbers - charge, baryon and lepton
numbers, strangeness and so on - while leaving the mass, en-
ergy, momentum and spin untouched [51]. C-symmetry, thus,
asserts that particles and antiparticles behave in the same way
and that it is just a convention which of them we call particles
and which we call antiparticles. Particularly, under charge con-
jugation Dirac fields change as [98]

C : Ψ→ −iγ2Ψ∗

C : Ψ∗ → −iγ2Ψ , (B.1.1)

where γ2 is the second gamma or Dirac matrix given by

γ2 =


0 0 0 −i
0 0 i 0
0 i 0 0
−i 0 0 0

 = −γ2 . (B.1.2)

In the same way, C acts on complex scalars fields and on
vector fields in the following way

C : φ→ φ∗ C : Aµ → −Aµ . (B.1.3)
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bilinear P C CP

Ψχ Ψχ χΨ χΨ

Ψγ5χ −Ψγ5χ χγ5Ψ −χγ5Ψ

Ψγµχ Ψγµχ −χγµΨ −χγµΨ

Ψγµγ5χ −Ψγµγ5χ χγµγ5Ψ −χγµγ5Ψ

Table B.1.1: Action of some discrete symmetries on fermion bilinears.
Both Ψ and χ are Dirac fields.

The transformation properties of fermions bilinears are sum-
marized in table [B.1.1].

b.2 parity

A parity transformation is a discrete transformation consisting
on the flip of the sign of all three spatial coordinates, i.e. we
reverse the momentum of a particle leaving its spin unchanged
[94]. This means we change the handedness of the system of
axes in two steps: first we perform a mirror reflection on a co-
ordinate plane and, second, we do a rotation by an angle π

around the axis perpendicular to that plane (see Fig. [B.2.1])
[21]. Since we assume physics is isotropic (invariant under ro-
tations) the questions about P parity is concerned on whether
physics is invariant under a mirror reflection or not. In general,
complex scalar fields, Dirac fields and vector fields transform
under parity as [98]

P : φ(t,~x)→ ηφ(t,−~x)
P : Ψ(t,~x)→ ηγ0Ψ(t,−~x)
P : Aµ(t,~x)→ Aµ(t,−~x) , (B.2.1)

where η is a pure phase.

b.3 cp transformation

Finally, a CP transformation consists of simultaneously per-
forming a parity transformation together with charge conjuga-
tion. CP violation is a fascinating concept in physics as it is
required by the Sakharov conditions in order to generate the
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Figure B.2.1: A parity transformation consists of a mirror reflection
followed by a rotation. Taken from Ref.[21].

observed baryon asymmetry. It also implies the possibility for
elementary particles to have electric dipole moments. Yet, CP
violation remains as one of the most elusive subjects in particle
physics partly because our knowledge about it is rather limited.





C
C O N T R I B U T I O N S T O T H E D M A N N I H I L AT I O N
C R O S S S E C T I O N S

In this appendix we deal with the contributions of the non-SM
terms to the annihilation cross sections of two DM particles in
the models discussed in chapters [6, 7, 8, 9]. To that end we
expand the doublets as

H1 =
1√
2

( √
2φ+

v + h + iφ

)
H2 =

1√
2

(√
2H+

H + iA

)
,

(C.0.1)

with the SM VEV v ≈ 246 GeV. Furthermore, we consider only
those processes involving up to four particles and at least two
DM particles.

c.1 operators in the scalar potential

Starting with the vanilla IDM we find that the terms of the poten-
tial have the following contributions (for the moment we leave
aside coannihilation processes)

λ3|H1|2|H2|2 ⊃
H2

4
λ3

[
2φ+φ− + φ2 + (v + h)2

]
,

(C.1.1)

λ4|H†
1 H2|2 ⊃

H2

4
λ4

[
φ2 + (v + h)2

]
, (C.1.2)

λ5

2

[(
H†

1 H2

)2
+ h.c.

]
⊃ λ5H2

4

(
(v + h)2 − φ2

)
. (C.1.3)

Now, since we have mixing in the extended IDM (see chapter
[7]), we have a different expression for the λ5 term as well as an
additional expression for the extra dim-6 operator λ6 contain-
ing angle-dependent interactions; these are given by

λ5

2

[(
H†

1 H2

)2
+ h.c.

]
⊃ λ5H′ 2

4

([
(v + h)2 − φ2

]
cos 2η

−2(v + h)φ sin 2η) (C.1.4)
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and

λ6

2
|H1|2

[
eiθ̄65

(
H†

1 H2

)2
+ h.c.

]
⊃ λ6H′2

8

(
2φ+φ− + (v + h)2 + φ2

)
·
[(

(v + h)2 − φ2
)

cos
(
2η − θ̄65

)
− 2 (v + h) φ sin

(
2η − θ̄65

)]
,

(C.1.5)

where, in this case, H′ is the corresponding mass eigenstate and
η is the corresponding mixing angle.

Then, from Eqs.(C.1.1)-(C.1.5), the vertex factors for partic-
ular interaction channels (coming only from the scalar poten-
tial) can be extracted. For instance, the vertex factors containing
Goldstone bosons in the final state read

H′H′φ+φ− : −
(

λ3 +
λ6

2
v2 cos(2η − θ̄65)

)
,

H′H′φφ : −(λ34 − λ5 cos 2η) . (C.1.6)

and those with at least one SM Higgs boson in the final state
are

H′H′hh : −
[
λ34 + λ5 cos 2η + 3λ6v2 cos(2η − θ̄65)

]
,

H′H′h : −v
[
λ34 + λ5 cos 2η + λ6v2 cos

(
2η − θ̄65

)]
,

H′H′φh : λ5 sin 2η +
3
2

λ6v2 sin
(
2η − θ̄65

)
. (C.1.7)

To recover the corresponding vertex factors for the IDM and
other models without mixing, we just need to set η → 0 and
H′ → H.

c.2 derivative operators

We now turn to the operators that are not part of the scalar
potential. We start with the c-like operators used in the high-
mass regime. The covariant derivative is defined as

Dµ =

∂µ − i
2

(
gW3

µ + g′Bµ

)
− i√

2
gW+

µ

− i√
2

gW−µ ∂µ − i
2

(
−gW3

µ + g′Bµ

) ,

(C.2.1)
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with the fields(
Bµ

W3
µ

)
=

(
cos θW − sin θW

sin θW cos θW

)(
Aµ

Zµ

)
. (C.2.2)

In the model without mixing the derivative operators are ex-
panded to

c1 |H1|2
∣∣DµH2

∣∣2 ⊃ g2v2

16 cos2 θW
H2ZµZµ +

g2v2

8
H2W−µ W+µ

+
1
4

∂µH∂µH
[
(h + v)2 + φ2 + 2φ−φ+

]
,

(C.2.3)

where the contributions to the channels with longitudinal gauge
bosons in the final state are apparent. In the same way

c2 |H2|2
∣∣DµH1

∣∣2 ⊃ H2 (1 + 2 cos 2θW)

16 cos2 θW

(
∂µh∂µh + ∂µφ∂µφ

)
+

H2

4 cos2 θW
∂µφ+∂µφ− +

H2

16 cos2 θW

∣∣∣gvW−µ − 2i∂µφ−
∣∣∣2

+
gvH2

8 cos2 θW

(
iW−µ ∂µφ+ + c.c.

)
+

g2v2H2

16 cos2 θW

(
W−µ W+µ + ZµZµ

)
+

gvH2

4 cos θW
Zµ∂µφ ,

(C.2.4)

where we have used g′ → g tan θW . The third operator reads

c3

[
H†

1 H2
(

DµH1
)† DµH2 + h.c.

]
⊃ g2v2

4
H2W−µ W+µ

+
gvH

8

(
W−µ

(
2H∂µφ+ −

√
2φ+∂µH

)
+ c.c.

)
+

H∂µH
4

((∂µh + i∂µφ) (v + h + iφ) + c.c.)

+
gvZµH
4 cos θW

(H∂µφ− 2φ∂µH)

+
g2v2

8 cos2 θW
H2ZµZµ .

(C.2.5)
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Finally, the last derivative operator is

c4

[
H†

1 H2
(

DµH2
)† DµH1 + h.c.

]
⊃ g2v2

4
H2W−µ W+µ

+
H∂µH

2
(
(v + h) ∂µh + φ∂µφ

)
+

gvH
4

(
2iHW−µ ∂µφ+ + c.c.

)
+

√
2gvH∂µH

8

(
iW+

µ φ− + c.c.
)
+

gvH2Zµ

cos θW

(
2∂µφ +

gvZµ

cos θW

)
.

(C.2.6)

In the case there is mixing in the potential as in the extended
IDM, the expressions for the operators c1, c2 and c4 remain equal
(with the corresponding replacement H → H′), while the pres-
ence of the mixing angle modifies the expression for c3 includ-
ing a new H′H′ → hZ interaction, reading

c3

[
H†

1 H2
(

DµH1
)† DµH2 + h.c.

]
⊃ g2v2 cos (2η + θ5)

4
H′2W−µ W+µ

+
gvH′

8

(
W−µ

(
2H′∂µφ+ −

√
2φ+∂µH′

)
ei(2η+θ5) + c.c.

)
+

H′∂µH′

4

(
(∂µh + i∂µφ) (v + h + iφ) ei(2η+θ5) + c.c.

)
+

gvZµH′

4 cos θW

(
H′∂µφ− 2φ∂µH′

)
cos (2η + θ5)

+
gvZµH′

4 cos θW

(
H′∂µh− (v + 2h) ∂µH′

)
sin (2η + θ5)

+
g2v2 cos (2η + θ5)

8 cos2 θW
H′2ZµZµ .

(C.2.7)

c.3 the yukawa-like operator

The contribution of the Yukawa-like operator is straightforward.
It is given as

LCPV
Y = −|ỹ|eiθ̃

(
H†

1 H2

) (
Q̄H2dR + Q̄H̃2uR

)
+ h.c. , (C.3.1)

where Q, uR and dR are defined in Eq. (3.0.1) and

H̃2 = iσ2H∗2 =
1√
2

(
H − iA
−
√

2H−

)
. (C.3.2)
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After expanding, and taking into account only one family of
quarks to make it simpler, one obtains

−|ỹ|eiθ̃
(

H†
1 H2

) (
Q̄H2dR + Q̄H̃2uR

)
+ h.c. ⊃

−|ỹ|eiθ̃v
2
√

2
H2 (d̄LdR + ūLuR

)
+ c.c. (C.3.3)

c.4 cp violation in the gauge sector

The computation of the interesting terms for the CP violating
operator in the gauge sector is a bit more involved. The opera-
tor is defined as

c̃|H2|2Fµν F̃µν (C.4.1)

where Fµν F̃µν = Wa
µνW̃a,µν + BµνB̃µν, and the corresponding

field strength tensors are

Wa
µν = ∂µWa

ν − ∂νWa
µ + gεabcWb

µWc
ν , (C.4.2)

Bµν = ∂µBν − ∂νBµ . (C.4.3)

with εijk the Levi-Civita tensor. In the same way the dual field
strength tensors read

Wa
µνW̃a,µν =

1
2

Wa
µνεµνρσWa

ρσ . (C.4.4)

Putting everything together, and exploiting the symmetries
of the Levi-Civita tensor, one finally finds

c̃|H2|2Fa
µν F̃µν,a ⊃ c̃H2 [ εµνρσ

(
∂µ Aν∂ρ Aσ + ∂µZν∂ρZσ

)
+2igεµνρσ

(
sin θW Aρ + cos θW Zρ

) (
W−σ ∂µW+

ν −W+
σ ∂µW−ν

)
+2g2εµνρσ

(
sin θW Aµ + cos θW Zµ

)
W−ν

(
sin θW Aρ + cos θW Zρ

)
W+

σ

+2εµνρσ∂ρW−σ ∂µW+
ν − g2εµνρσW+

µ W−ν W+
ρ W−σ

−2igεµνρσW+
ρ W−σ ∂µ (sin θW Aν + cos θW Zν) ] .

(C.4.5)





D
T H E J A R L S K O G I N VA R I A N T F O R T H E
E X T E N D E D I D M

In this appendix we try to find a CP-odd invariant (invari-
ant under a basis transformation) that effectively measures the
amount of CP violation in the scalar extension of the IDM from
Chapter [7]. This is analogous to the Jarlskog invariant in the
SM characterized by the mixing in the quark sector [61]. We
closely follow the steps in Ref. [67].

To that end, when expanding the potential in Eq. (7.0.1) using
the doublets defined in Eq. (6.0.1), we find a term in the form

1
2

λ̂5

(
H†

1 H2

)2
+

1
2

λ̂6 |H1|2
(

H†
1 H2

)2
+ h.c.

⊃
(

vh
2

(
λ5 + λ6v2 cos θ̄65

)
− λ5

4
φ2
)(

H2 − A2
)

− λ6v3 sin θ̄65HAh . (D.0.1)

These correspond to terms in the form cijξiξ jS, where ξi is either
H = ξ1 or A = ξ2 and S is a CP-even monomial (h, φφ, H+H−,
φ+φ−). Specifically, we define

c11 = −c22 =
v
2

(
λ5 + λ6v2 cos θ̄65

)
c12 = c21 = −λ6v3 sin θ̄65

c′11 = −c′22 =
λ5

4
c′12 = c′21 = 0 , (D.0.2)

where we have used the primes to distinguish between the co-
efficients involving h and the coefficients involving φ2. One can
then construct the CP-odd invariant, using the Levi-Civita sym-
bol contracted with c and c′, which reads

J = c′kicijε jk = −
v3

2
λ5λ6 sin θ̄65 . (D.0.3)
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Similarly to the SM, all CP-violating quantities will be pro-
portional to the invariant J. According to Ref. [28], the baryon-
to-photon ratio η is, in the absence of BSM physics, given by

η
def
=

nB

s
SM∼ α4

wT3

s
δCP ∼ 10−8δCP , (D.0.4)

where nB = nb − nb̄ is the difference between the number den-
sity of baryons and antibaryons, s is the entropy density of the
Universe, and δCP is a dimensionless suppression factor due to
CP violation.

Thus, assuming there is a direct mechanism that allows us
to transmit the CP violation from the scalar potential to the
quark sector and, since all CP-violation in the model must be
proportional to J, one can estimate δCP via dimensional analysis
in Eq. (D.0.4). Since J has mass dimension 1, the dimensionless
number can be estimated by

δCP =
J

Tc
∼ 10−2 J GeV−1 , (D.0.5)

where Tc ≈ 100 GeV is the temperature of the electroweak
phase transition. Since the observed baryon asymmetry is of the
order of η ∼ 10−10, we find the requirement J ∼ O

(
10−8GeV

)
for the CP-odd invariant found above. Using the definitions in
Eq. (7.0.13), we find a constraint in the mixing angle, reading

J = −
(
∆m2)2 sin 4η

(
1− tan 2η cot θ̄65

)
2v3

!∼ O
(

10−8GeV
)

,

(D.0.6)

which is easily attained for the relevant parameters allowing for
the correct DM relics. This finding in Eq. (D.0.6) signals absent
CP violation for zero mixing between the two non-SM neutral
scalars, i.e., η = 0.



E
VA C U U M S TA B I L I T Y

This appendix is dedicated to the derivation of the vacuum sta-
bility constraints from the vanilla IDM and the corresponding
extensions studied after. In general the vacuum stability con-
straints appear when we require the potential of a particular
model to be bounded from below. Checking the boundedness
of a particular potential can be a complicated task, specially
when we have many parameters to take into account. However,
the procedure is essentially the same in each case; one needs to
make sure the potential is always positive for any possible field
configurations. As an example, let us start with the potential
from the IDM given in Eq. (6.0.3) and rewritten in terms of the
neutral scalars h and H Note that one must

require the potential
to be bounded from
below in every field
direction.
Nonetheless, for
simplicity, in this
appendix we only
consider the h and
H directions.

V(h, H) =
µ2

1
2

h2 +
µ2

2
a

H2 +
λ1

4
h4 +

λ345

4
H2h2 +

λ2

4
H4.

(E.0.1)

Guaranteeing the potential being bounded from below, only
the terms with highest power in the respective fields h, H are
relevant such that we can neglect the terms proportional to µ2

1
and µ2

2 from now on. Following the discussion in [6] the poten-
tial in Eq. (E.0.1) can be recast as

V(χ) = a + bχ + cχ2, (E.0.2)

where χ = h4/H4. Now, finding conditions for the stability of
the potential requires finding conditions on a, b and c such that
V(χ) > 0 for every value of χ ∈ [0, ∞). These read

a > 0,
c > 0,

b + 2
√

ac > 0. (E.0.3)
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In the case of the potential given in Eq. (E.0.1) the conditions
in Eq. (E.0.3) translate into the known vacuum stability con-
straints for the IDM

λ1 > 0, λ2 > 0, λ345 > −2
√

λ1λ2. (E.0.4)
The requirement of
having V(χ) > 0

for the potential to
be bounded from

below may appear,
at first sight,

arbitrary.
Nonetheless, this is
easy to understand
by keeping in mind

that, when
considering large

values of the fields
(either in the

positive or the
negative direction),

we must ensure
that the potential
does not tend to
−∞ justifying,

therefore, the V > 0
condition.

We can derive this results in another way. For example, by
completing the square in Eq. (E.0.1) the potential can be written
as

V(h, H) ⊃
(√

λ1

2
h2 +

√
λ2

2
H2
)2

+

(
λ345

4
−
√

λ1λ2

2

)
h2H2.

(E.0.5)

Since the first term in Eq. (E.0.5) is non-negative but vanishes

for the particular field configuration h2 = −
√

λ2
λ1

H2, one can
immediately read off the stability constraints as

λ345

4
−
√

λ1λ2

2
> 0, (E.0.6)

in addition to the more trivial conditions

λ1

4
> 0,

λ2

4
> 0, (E.0.7)

which again reduces to the constraints given in Eq. (E.0.4). A
similar analysis can be done for other field directions.

Now, in the presence of the dim-6 operator given in Eq. (7.1.3)
it is convenient to consider the potential written as

V ⊃ λ1

4

(
h2 +

λ345

2λ1
H2
)2

+
λ2

4

(
1−

λ2
345

4λ1λ2

)
H4 +

λ7

8
H6.

(E.0.8)

At this point it is clear then that the second term in Eq. (E.0.8)
is not relevant for vacuum stability anymore since the H6 term
dominates the course of the potential for large field values.
Thus, the constraints for vacuum stability of the augmented
IDM potential simply read

λ1 > 0, λ7 > 0 . (E.0.9)
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