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Abstract

Laser-accelerated  proton  bunches  with  kinetic  energies  up  to  several  tens  of  MeV  and  at  repetition  rates  in  the  order  of  Hz  are
nowadays achievable  at  several  research  centres  housing  high-power  laser  system.  The  unique  features  of  such  ultra-short
bunches are  also  arousing  interest  in  the  field  of  radiological  and  biomedical  applications.  For  many  of  these  applications,
accurate positioning  of  the  biological  target  is  crucial,  raising  the  need  for  on-site  imaging.  One  convenient  option  is
proton radiography,  which  can  exploit  the  polyenergetic  spectrum  of  laser-accelerated  proton  bunches.  We  present  a  Monte
Carlo (MC)  feasibility  study  to  assess  the  applicability  and  potential  of laser-driven  proton  radiography  of  millimetre  to
centimetre sized  objects.  Our  radiography  setup  consists  of  a  thin  time-of-flight  spectrometer  operated  in  transmission
prior to  the  object  and  a  pixelated  silicon  detector  for  imaging.  Proton  bunches  with  kinetic  energies  up  to  20  MeV  and
up to  100  MeV  were  investigated.  The  water  equivalent  thickness  (WET)  of  the  traversed  material  is  calculated  from  the
energy deposition  inside  an  imaging  detector,  using  an  online  generated  calibration  curve  that  is  based  on  a  MC  generated
look-up table  and  the  reconstructed  proton  energy  distribution.  With  a dose  of  43  mGy  for  a  1 mm  thin  object  imaged  with
protons up  to  20  MeV,  the  reconstructed  WET  of  defined  regions-of-interest  was  within  1.5%  of  the  ground  truth  values.
The spatial  resolution,  which  strongly  depends  on  the  gap  between  object  and  imaging  detector,  was  2.5  lp  mm−1 for  a
realistic distance  of  5  mm.  Due  to  this  relatively  high  imaging  dose,  our  proposed  setup  for  laser-driven  proton  radiography
is currently  limited  to  objects  with  low  radio-sensitivity,  but  possibilities  for  further  dose  reduction  are  presented  and
discussed.
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1 Introduction

Laser-acceleration in a plasma produces proton bunches
that greatly differ from radio-frequency accelerated beams.
The volume irradiated by the highly intense laser pulse repre-
sents the ion source and has dimensions of micrometres only,
while the emerging bunch has large angular and energy spread.

at repetition rates in the order of Hz, laser-driven ion sources
might in the near future become attractive not only for irradi-
ation of cell lines [3,4], but also for small-animal irradiation.
Such experiments are ideally accompanied by radiographic
or even tomographic imaging prior to irradiation to ensure
proper small animal positioning or to even extract a volumet-
ric image of the stopping power relative to water for accurate
Meanwhile, kinetic energies of several tens of MeV can be
achieved with 100-TW to PW laser pulses [1,2]. With the
wider availability of such high-power laser systems operating
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treatment planning.
Conventional proton imaging for radiation oncology appli-

cations is generally based on single particle tracking [5].
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Figure 1. Schematic illustration of the proposed setup for laser-driv
and distances are not to scale.

However, for the extremely high fluxes inherent in laser-
ion acceleration, single particle tracking is far from being
experimentally achievable. Due to the intrinsic energy spread
though, it allows to naturally make use of a method that was
originally proposed by Zygmanski et al. [6]. This approach
is based on the passive energy modulation of a monoener-
getic proton beam from a conventional accelerator, such that a
monotonically decreasing depth-dose distribution is created.
Such distribution, resembling X-ray attenutation in matter,
requires a proton energy distribution where the particle num-
ber monotonically decreases with increasing kinetic energy
similar to the one obtained in laser-ion acceleration in the
target-normal-sheeth acceleration (TNSA) regime [7,8]. The
sometimes considered disadvantageous polychromaticity of
laser-accelerated proton bunches could hence prove beneficial
for imaging [1].

In experimental imaging studies based on energy modu-
lation of an initially monoenergetic beam from conventional
accelerators (e.g. Zygmanski et al. [6] and Ryu et al. [9]),
the water equivalent thickness (WET) of a traversed object
is obtained from an a priori created calibration curve relating
the detector signal to water thickness. This is not sufficient
for imaging with laser-accelerated proton bunches, where the
calibration curve is different for each particle bunch due to
typical shot-to-shot fluctuations in the kinetic energy distribu-
tion [10]. Accurate spectrometry of each individual particle
bunch is hence required to reduce uncertainties in quantitative

imaging and a particular calibration curve needs to be created
based on the measured energy spectrum of the specific bunch.
To account for the angular divergence of the particle bunch,
proton radiography and the two phantoms used for imaging. Sizes

the used spectrometer should ideally be position-sensitive and
operated in transmission prior the object to be imaged, without
significantly perturbating the actual proton field.

Different from a previous work relying on offline measure-
ment [11], we propose a setup for quantitative and online
proton transmission imaging using a laser-driven proton
source with proton energies up to 100 MeV. A position-
sensitive spectrometer based on the time-of-flight (TOF)
technique is included for an online determination of the energy
distribution of the individual bunches before impinging on the
object to be imaged. For imaging, a pixelated silicon detector
is used. As this imaging setup should be compatible with typi-
cal laser-driven proton sources, no additional active or passive
beam shaping devices are foreseen in this study. The method-
ology to determine the WET of an imaged object from the
signal of a thin pixelated detector downstream of the object is
presented. Feasibility of this setup and performance in terms
of WET and spatial resolution are evaluated by means of a
detailed Monte Carlo (MC) simulation, giving a framework
for a future experimental setup.

2 Materials and methods

2.1  Setup  overview

The proposed setup for radiography using a laser-driven

proton source is illustrated in Figure 1. The laser-accelerated
proton bunch propagates in vacuum before exiting the vacuum
chamber through a 50 �m thin Kapton window. The first sil-
icon detector is operated in time-of-flight configuration [12]
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Figure 2. Proton energy distribution at the source (dotted red) and at the spectrometer (thick blue), compared to the reconstructed energy
) 10
, 2.
distribution (orange) for the energy interval up to (a) 20 MeV and (b
in grey (right axis). In (a), cut-off energies for WETs of 0.5, 1.0, 1.5

upstream of the object to determine the kinetic energy dis-
tribution of the proton bunches as an online and shot-to-shot
spectrometer. With a sufficiently low thickness, an application
in transmission is possible without significantly perturbing the
initial proton bunch. After passing the first detector, the bunch
reaches the object to be imaged. From the initial polyenergetic
distribution, only protons with an energy sufficient to entirely
penetrate the object are detected by a second silicon detector
downstream of the object. This pixelated detector gives a spa-
tially resolved signal, proportional to the energy deposited by
the residual proton bunch. Based on this detector signal, the
total energy loss along straight lines connecting the source
and the detector can then approximately be calculated and
converted into a quantity of interest, the WET.

The described setup was implemented in the MC code
FLUKA [13,14]. In a first study, the Kapton window was
removed and the entire setup was placed in vacuum.

2.2  Simulation  settings

2.2.1  Proton  source

Two energy intervals were examined in this study, ranging
up to 20 MeV and up to 100 MeV, which corresponds to proton
ranges in water of a few millimetres and some centimetres,
respectively. To mimic the energy distribution of a laser-driven
source, kinetic energies of the protons are sampled from an
exponential distribution with a high-energy cut-off Ecutoff. The
probability density function is

N(Ekin) =
{

λ exp(−λEkin) 0 <  Ekin ≤  Ecutoff

0 else
(1)
with λ  = 0.25 MeV−1 and Ecutoff = 20 MeV for the low-energy
simulations and λ  = 0.05 MeV−1 and Ecutoff = 100 MeV for
higher energies. The respective energy distributions are shown
in Figure 2.
0 MeV. The relative difference between both distributions is shown
0 mm are indicated by dashed vertical lines, respectively.

The source size in laser-ion acceleration from thin foils
is typically in the order of a few �m [15,16] and was here
approximated by a point source. The divergence of the proton
bunches was sampled from a Gaussian distribution with a full
angle of θ  = 5◦ (FWHM), which is a rather modest divergence
angle for such proton sources [17,18]. Since a spatially homo-
geneous proton fluence would be beneficial for imaging, the
choice of this small divergence angle could approach a worst
case scenario. In this study, the energy distribution of the pro-
tons was assumed to be independent of the angle with respect
to the central beam axis.

2.2.2  Phantoms

Two phantoms were modelled for the simulation geometry
(see Figure 1) and used to assess the imaging performance.
The step  phantom  consists of a 20 ×  20 mm2 large and
300 �m thin PMMA slab with 6 steps. Each step, except for
the 5 mm wide first and last step, is 2 mm wide and 60 �m
high. For the high energy interval, the slab thickness was
20 mm and the number of steps was reduced to 3, each 5 mm
wide and 1 mm high.

The insert  phantom  is a 20 ×  20 mm2 large PMMA slab.
Its thickness is 1 mm and 20 mm for the low and high energy
simulations, respectively. It has four cylindrical inserts, each
with a diameter of 3 mm and spanning over the entire phan-
tom along the proton beam direction. The insert materials are
skeletal muscle, compact bone, adipose tissue and water.

2.2.3 Detectors

The TOF spectrometer is modelled by a 2 ×  2 cm2 large
and 20�m thin silicon cuboid, of which only the central area
of 1.6 ×  1.6 cm2 and a thickness of 10 �m are considered as

sensitive volume (SV) of the detector. We reasonably chose
the dimensions of this hypothetical detector based on exist-
ing detector prototypes used in previous experiments [19]. The
spectrometer was placed 1 m downstream of the proton source
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for the low energy and 3 m for the high energy simulations.
For each proton entering the SV, arrival time and lateral posi-
tion, as well as energy deposition inside the SV was scored
in list-mode. After runtime, the list-mode data were binned
according to position and arrival time at the detector. The spa-
tial bin width was set to 2 ×  2 mm2, corresponding to the pixel
size of the spectrometer. This relatively coarse pixel size was
chosen, because a finer pixelation implies an increased num-
ber of read-out channels and hence complexity of the system
in an experimental environment. The temporal bin width was
�t = 0.05 ns, corresponding to a realistic sampling time of the
read-out electronics in an experimental setup. The TOF sig-
nal in each pixel is finally mimicked by summing the energy
deposition of all protons reaching that pixel within each cor-
responding time bin. Note that in an experimental setup, the
measured TOF signal is a convolution of the here described
TOF signal with the response function of the detection system
[12], thus requiring deconvolution prior to spectrum recon-
struction. For simplicity, no convolution and deconvolution
were applied in this simulation study, i.e., the response of the
detector was assumed to be instantaneous. The influence of
pixel size and sampling time of the spectrometer on the quality
of the reconstructed WET images and hence the requirements
for a future setup is addressed of the results section.

As imaging detector, a simplified model of the CMOS-
based pixel detector system RadEye, which has already been
extensively used in our group for the detection of laser-
accelerated particles [20,21], was included in the simulation.
Energy deposition was scored in the 2 �m thin sensitive sili-
con layer of the detector according to a Cartesian grid with bin
sizes corresponding to the pixel size of the sensor (1024 ×  512
square pixels with a size of 48 × 48 ×  2 �m3). A 2 �m thin
SiO2 passivation layer on top of the silicon layer was also
included in the simulation geometry [22].

2.3  Reconstruction  methods

2.3.1  Reconstruction  of  the  proton  spectrum

The output of each pixel of the simulated spectrometer is
an array containing the signal, i.e., the total energy deposi-
tion inside that pixel, and the corresponding time array. With
the signal array �S(t) having n  entries, the time array can be
expressed either by the central time of each bin, �tmid of size
n, or by the n  + 1 bin edges, �tedge. Both time arrays were
then converted into the corresponding kinetic proton energies
according to

�Emid(�tmid) =

⎛
⎜⎜ 1√ −  1

⎞
⎟⎟ ·  mpc

2 (2)
⎝
1 −

(
z

c�tmid

)2 ⎠
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and analogous for �Eedge. The TOF distance, i.e. the distance
between proton source and spectrometer is denoted by z,
whereas c and mp are the speed of light and the proton rest
mass, respectively.

In order to obtain the number of protons within each energy
bin i, Np,i, the simulated spectrometer signal Si was divided
by the corresponding average energy deposition of protons
within the d = 10 �m thin silicon SV, 〈Edep,i(d)〉. This aver-
age energy deposition was calculated as a function of kinetic
proton energy by means of MC simulations.

In a final step, the resulting spectrum was corrected for
the actual energy loss inside the total thickness of the spec-
trometer (d  = 20 �m silicon). This was done by shifting all
energy bin edges Eedge,i (and the central energies of each bin,
�Emid) towards lower energies. The energy dependent shift,
calculated by

Eshift,i(Eedge,i) =  〈Edep(Eedge,i; d)〉
was also estimated relying on MC simulations. Bins with final
edge energies Eedge,i ≤ 0 were deleted.

Although the described procedure relies on the assumption
that the actual energy deposition of one proton is close to the
average energy deposition 〈Edep(Emid,i; d)〉, the performance
of the reconstruction has shown to be sufficient (Figure 2). Dif-
ferences between the reconstructed proton energy distribution
and the actual spectrum recorded behind the spectrometer are
typically below 1% and 2% for the low and the high energy
interval, respectively. Only for the very low and high energy
bins in both intervals, deviations tend to be larger. However, in
the energy range where the highest contribution to the signal
in the imaging detector is expected (5 MeV to 15 MeV for the
low-energy study), the agreement between reconstructed and
true spectrum is adequate. The encountered fluctuations are
due to statistical fluctuations in the energy deposition inside
the detector SV and their impact on the WET reconstruction
(see next section) is expected to be negligible.

2.3.2  Reconstruction  of  the  WET

Due to the decaying shape of the proton energy distribution,
the detectable signal in the imaging detector is monotonically
decreasing with increasing WET of the traversed object. Thus,
a smaller WET of the traversed object results in a larger energy
deposition in the sensitive volume of the imaging detector.

The particle bunch specific conversion curve relating the
signal in the imaging detector to the WET of the object is
relying on a look-up table that assigns the traversed WET to the
expected energy loss of one  proton of a specific energy inside
the SV of the imaging detector pixel. This average energy
loss, 〈Edep(SV, Ekin, WET)〉, was calculated only once, using
a large set of FLUKA MC simulations scoring the energy

deposition inside the imaging detector after a block of water.
The thickness of the water block, as well as the initial kinetic
energy was varied within this set of simulations and a cubic
spline fit to the resulting data was performed to generate a finer
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dete
and
Figure 3. Graphical representation of the look-up table for the WET 

inside SVs of the RadEye detector pixels to the proton energy Ekin

exemplary in the inset.

resolution of the look-up table. Figure 3 shows a graphical
representation of the look-up table for the lower energy range.

For a proton fluence that is not laterally homogeneous along
the entire detector surface, the conversion curve relating detec-
tor signal to WET is not only changing with each proton bunch
but may also differ for different pixels of the imaging detec-
tor. Therefore, such conversion curve was created analytically
prior to the WET reconstruction for each detector pixel. First,
the number of protons and the energy spectrum that would
be expected to reach each detector pixel in an open field con-
figuration, was calculated. This computation is based on the
previously already reconstructed spectrum, the geometrical
size of the pixels and the divergent beam, taking into account
the distances from source to spectrometer and from source to
imaging detector. Then, the look-up table was used to create
one conversion curve for each pixel of the imaging detector.
The WET of the respective pixel is then considered to be that
point of the conversion curve which is closest to the detector
signal. The look-up table data was generated from the energy-
deposition inside the imaging detector after having traversed
a block of water, with scattering and fluence reduction due to
nuclear effects inherently taken into account.

With a sensitive thickness of only 2 �m, statistical fluctua-
tions in the energy deposition within each 48 ×  48 �m2 small
pixel of the RadEye detector may be large, especially if the
total number of protons per image detector pixel is small. For
this reason, as well as for computational reasons, 2 × 2 adja-
cent pixels were combined to one macro-pixel  with a pixel
size of 96 ×  96 �m2. Moreover, a median filter was applied
to the energy deposition in the detector prior to WET recon-
struction in order to further minimize the effect of statistical
fluctuations.

2.4  Assessment  of  the  image  quality
2.4.1  Density/WET  resolution

Two quantities were used to assess the density resolution
of the obtained WET distributions. First, the mean  WET  of
rmination, relating the expected energy loss 〈Edep(SV ; Ekin ; WET)〉
 the WET. Profiles for three different water thicknesses are shown

defined regions-of-interest (ROIs) was calculated. Each ROI
includes only one certain material or one step thickness. Since
the interfaces between two materials or two steps are largely
affected by multiple Coulomb scattering (MCS), a margin
between the interfaces and the ROIs was introduced. Pixels
closer than 0.3 mm and 0.5 mm to these interfaces for the lower
and higher energy intervals, respectively, were hence excluded
from the ROIs.

On a pixel scale, the accuracy was quantified by calculating
the root-mean-square error,

RMSE =
√∑n

i (WETi
recon −  WETi

true)
2

n
(3)

which was done for the entire object (global  RMSE), as well as
taking into account only pixels from given ROIs. The normal-
ized RMSE, NRMSE, was obtained for the ROIs by dividing
the RMSE by the true WET.

2.4.2  Spatial  resolution

For assessing the spatial resolution of the reconstructed
WET images, a sigmoidal curve, described by

f (x) =  a1 + a2

1 +  exp
(
− x−a3

a4

) (4)

was fitted to the WET values arranged on a line perpendic-
ular to the interface between two adjacent steps of the step
phantom [23]. The fit parameter a1 is the starting value of
the sigmoidal curve, hence the WET of the thinner step. The
sum a1 + a2 is the ending value, i.e. the WET of the thicker
step. The remaining fit parameters a3 and a4 correspond to
the position and the width of the inflection. To minimize the

impact of fluctuations, the mean of the WET image along
the axis parallel to the step interfaces was calculated prior to
the fitting procedure. The spatial distance between the 25%-
and the 75%-value of the sigmoidal fit was then taken as the
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FWHM of a Gaussian line-spread function (LSF). A Gaussian
was chosen, since this function properly describes the LSF in
proton radiography [23]. The optical transfer function (OTF)
was then calculated by normalizing the discrete Fourier trans-
form of the LSF, and the modulation transfer function (MTF)
was finally obtained by taking the magnitude of the OTF. The
10% value of the MTF, MTF10%, is expressed in line-pairs per
mm (lp mm−1) and was used to characterize the spatial res-
olution. This calculation was done for all interfaces between
adjacent steps and the spatial resolution values given hereafter
refer to the mean and its standard deviation.

3 Results

3.1  Proton  radiographies  at  low  energies

With a divergence angle of θ = 5◦, only about 4.5% of the
primary protons created in the source reach the 2 ×  2 cm2 large
area of the 1 m distant spectrometer. Due to scattering and
stopping of low-energy protons inside the spectrometer, the
fluence decreases further such that only 3.3% of the protons
impinge on the phantom. As the imaging technique relies on
the stopping of low-energy protons inside the phantom, the
number of protons actually reaching the imaging detector is
further reduced, depending on the object material and thick-
ness. For a primary proton number of 109, only a few tens
up to around one hundred protons contribute to the signal in
a macro-pixel of the detector 5 mm downstream of the insert
phantom. This corresponds to a fluence in the detector plane
of 4.8 ×  105 - 1.2 ×  106 protons/cm2.

WET distributions with profiles of step and insert phantom
are shown in Figure 4a and b. Within all five ROIs of the
insert phantom, the average reconstructed WET differs by less
than 1.5% from the true WET and the NRMSE is below 3%.
The RMSE for a field-of-view (FOV) equal to the size of
the spectrometer, divided by the geometrical thickness of the
phantom, was found to be 3.5%.

Spatial resolution is mainly limited by MCS inside the
phantom, introducing a blurring of the image. Evidently, this
blurring increases with the thickness of the imaged object
and the gap between it and the detection system. The spatial
resolution was therefore examined as a function of distance
between object and detector with a fixed number of primary
particles of 109. In Figure 4c and d, WET distributions for
distances of 1 mm and 20 mm are shown together with the
laterally averaged WET values at the interface of the fourth
and fifth steps. All edges of the step phantom are very well
preserved at the smallest gap while at a distance of 20 mm the
image is notably more blurred. Yet, the 2 mm wide steps can
still be visually distinguished. Spatial resolution as a function
of distance is shown in Figure 4e. For a 5 mm gap between

phantom and detector, which seems a reasonable distance for
experimental imaging of such small samples, the spatial res-
olution is (2.5 ±  0.2) lp mm−1. In case of a ten times higher
proton fluence where combining 2 ×  2 pixels prior to the WET
hys 32 (2022) 109–119

determination would not be required due to better statistics,
an even better spatial resolution of (3.1 ±  0.3) lp mm−1 could
be achieved for the same distance.

The high absorption and energy losses inside the phantom
give rise to the previously reported excellent WET resolu-
tion. However, this comes at the price of rather high radiation
dose in the object to be imaged. The dose deposition in the
insert phantom for 109 primary protons was 43 mGy. A fur-
ther decrease in the primary particle number results in rapidly
increasing RMSE values and differences between the average
reconstructed WETs and true WETs, as shown in Figure 5a.

As a consequence of the exponentially decaying shape of
the proton energy distribution and the resulting depth-dose
distribution, the total imaging dose decreases with larger phan-
tom thickness, while the dose close to the front surface of the
object remains constant. Conversely, that implies that intro-
ducing additional material upstream of the phantom results
in a hardening of the incoming energy distribution and can
thus reduce the dose deposited in the object. When mov-
ing the imaging setup from vacuum to air, this is naturally
achieved by inserting a thin vacuum window and air. For the
same imaging conditions as previously described, this reduces
the imaging dose by more than 20%. Depth-dose curves for
the insert phantom are shown for the vacuum and the air-filled
setup in Figure 5b.

The additional tabulated energy losses inside the Kapton
foil and the short air gap between foil and spectrometer
introduce a further source of uncertainty to the spectrum
reconstruction. However, increased differences in the spec-
trum are most pronounced at proton energies below 5 MeV,
which for the phantom thickness used in this study do not
contribute to the signal in the imaging detector.

When taking into account the additional 1 cm air between
spectrometer and imaging detector, the difference between the
mean reconstructed WET and the true WET is still well below
1.5% for the five respective materials. Also RMSE values for
the ROIs (<3%), as well as for the entire object (3.4%), are
hardly affected by the additional Kapton foil and air. More-
over, no significant difference in the spatial resolution was
found between the setup in vacuum and in air.

3.2  Requirements  on  the  spectrometer  resolution

Inaccuracies in the reconstructed proton energy distribution
are among the major sources of uncertainty for the WET deter-
mination. The temporal resolution of the TOF spectrometer
directly affects the energy resolution of the resulting spec-
trum. Furthermore, if the proton field at the phantom location
is not homogeneous along the transversal dimensions, the spa-
tial variation of the spectrum has to be measured as well, i.e.,
pixelation of the TOF spectrometer may be necessary.
For divergence angles >8◦, the spatial proton distribution
within a 2 ×  2 cm2 large plane at the phantom location 1 m
downstream of the source can be considered rather uniform
with deviations from the mean fluence below 1%. For lower
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Figure 4. Reconstructed WET distribution of the (a) step and the (b) insert phantom for energies up to 20 MeV. The white horizontal lines
mark the locations of the 1D profile, shown red in the inserts where they are compared to the true WET (grey). The dashed white circles in
(b) indicate the borders of the ROIs, the solid circle marks the actual material interfaces. In (c) and (d), WET distribution of the step phantom

e sh
nse
for a distance of 1 mm and 20 mm between phantom and detector ar
with fits according to Eq. (4) (orange dashed line) are shown in the i
and detector.

beam divergence, smaller source-to-phantom distances and/or
a larger FOV, fluence variations along the FOV of several per-
cent may become important. Since these variations directly
affect the WET calculation, especially at the center and the
edges of the FOV, this would result in wrong WET values
unless the spectrum is determined spatially resolved. There-
fore, the influence of spectrometer pixel size and sampling
time on the resulting WET resolution was studied for the low-
energy case, in order to determine hardware requirements of
the TOF spectrometer for potential imaging applications.

The effect caused by a non-homogeneous proton field on the
reconstructed WET distribution was determined for a proton
beam with a divergence angle of 5◦, by gradually increas-

ing the pixel size of the spectrometer from 1 mm to 16 mm.
Practically no difference between a pixel size of 8 ×  8 mm2

and no pixelation ( =̂  16 × 16 mm2 pixel size) was found due
own. The respective mean WET values along the x-axis (triangles)
ts. (e) Spatial resolution as a function of distance between phantom

to the point symmetry of the simulated proton beam and the
symmetric spectrometer pixel arrangement.

For spectrometer pixel sizes ≤4 ×4 mm2, only minor dif-
ferences in the calculated WET values were found. For large
pixel sizes (≥8 ×8 mm2), an underestimation in the center
of −0.6% and an overestimation at the edges of the FOV
of +1.8% was found. The relative differences between the
mean reconstructed WET of the thinnest, the central and the
thickest steps and the corresponding true WET for different
spectrometer pixel sizes are summarized in Figure 6.

Increasing the temporal bin width, i.e., decreasing the
resolution of the retrieved energy distribution results in a sys-
tematic overestimation of the WET. However, an increase by a

factor of 4, corresponding to a sampling time of 0.2 ns, shows
only a moderate overestimation (+1.6%) for TOF distance,
low energy range and millimetre phantom thickness as used



116 M. Würl et al. / Z Med Phys 32 (2022) 109–119

Figure 5. (a) Image quality as a function of imaging dose for the insert phantom in vacuum and low proton energies. The RMSE of the
reconstructed WET of the total object (black) and the materials (colors) are plotted versus the number of primary particles (upper axis)
and the corresponding dose (lower axis). Dashed lines are to guide the eye. (b) Depth-dose distribution inside the insert phantom for the
low-energy proton radiography entirely in vacuum (orange) compared to the radiography setup in air (blue) for 109 primary protons.

Figure 6. Relative difference between mean reconstructed and true

Figure 7. WET distribution of the 2 cm thick insert phantom for 1010

primary protons. The white horizontal line indicates the position of
WET for three different steps as a function of spectrometer pixel
size.

in this study. Increasing the sampling time further to 0.5 ns
then leads to a WET overestimation of up to almost 3%. In
contrast, a reduction of the sampling time from the initial
value of 0.05 ns down to 0.01 ns did not reveal any benefit in
the reconstructed image.

3.3  Radiography  at  higher  proton  energies

Increasing the proton energy up to 100 MeV allows imaging
of objects with thickness in the order of centimetres, making
it hence suitable for small-animal radiography. Simulations of
the imaging setup in air were performed with 109 exponen-
tially distributed primary protons, resulting in a mean proton

number reaching the detector macro-pixels between 40 and
110. The corresponding imaging dose for one radiography
was 13.7 mGy.
the profile plotted red in the inset, where it is compared to the true
WET (grey).

The reconstructed WET distribution with a profile plot
through two of the inserts is shown in Figure 7. Although
the different inserts can clearly be distinguished, an increased
blurring of the image is evident, caused by the larger impact
of scattering within the phantom as compared to the thinner
phantoms previously investigated. The spatial resolution at
high energies, determined using a 2.0 to 2.3 cm thick step
phantom, was found to be (1.9 ±  0.6)lp mm−1 for a distance
between phantom and RadEye of 5 mm.

The global RMSE was 0.86 mm, corresponding to 4.2% of
the geometrical phantom thickness, while the NRMSE values

within the ROIs were found to be small (1.8–2.3%). Although
still sufficiently low, the largest NRMSE was found for the
bone insert. This can easily be explained by the increased
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scattering, lowering the reconstructed WET of the bone insert
close to the interface with water. Agreement between the mean
WET in the ROIs and the true WET for higher proton energies
was found to be better than 1.1%.

4 Discussion

4.1  Performance  and  possible  limitations  of  our
proposed setup

For a primary proton number of 109 in the studied config-
uration, the mean reconstructed WET within each ROI was
found in very promising agreement with ground truth WET
values. The reported relatively low RMSE values within each
ROI indicate a quite high precision, despite the relatively small
pixel size of roughly 0.1 mm and the therefore low number
of particles contributing to the signal in the detector pixels.
Images of such density resolution require a rather high dose
deposition of some tens of mGy inside the object to be imaged.
Especially the entrance dose at the front surface of the phan-
tom is prohibitively large (see Figure 5b), as in biomedical
applications low imaging doses are generally desired. In the
current setup, a further expansion from radiographic to tomo-
graphic imaging, where several projections are needed, might
therefore only be an option for objects that are insensitive to
radiation dose.

Nevertheless, dose reduction down to biologically accept-
able values while still maintaining a decent image quality
might be possible. The high dose is a result of the exponential-
like energy spectrum of the laser-driven ion source. For
example, in order to entirely penetrate a 0.5 mm thick water
phantom, proton energies �6 MeV are required. However,
more than two third of the protons from the input spectrum
as implemented in our study have a kinetic energy below
6 MeV and will therefore not contribute to the measured sig-
nal. Removing all protons with kinetic energies lower than
5 MeV before reaching the spectrometer would hence lead
to a dose reduction by almost 50%, while the image qual-
ity would not be affected at all. This beam hardening could be
achieved either actively by a magnetic chicane or passively by
additional absorbing material prior to the phantom, which in
turn might have an impact on the image quality due to scatter-
ing inside the absorber. When moving the imaging setup from
vacuum to air, the vacuum window and the additional air gap
act as additional absorber and imaging dose could be reduced
considerably. In our study, hardly any relevant degradation of
the image quality was encountered. Additional scattering in
the air gap between the phantom and imaging detector can
therefore be neglected for a distance between phantom and
detector of 5 mm, but could further increase with larger dis-
tances. On the other hand, imaging dose could considerably

be reduced.

In applications where reduced image quality is acceptable,
proton fluence and hence the dose can easily be reduced by a
factor of 10. The resulting NRMSE is still within 10%, thus
 32 (2022) 109–119 117

moderate density or thickness differences in the object can
still be detected and it can therefore serve as reliable tool for
e.g. sample alignment. The most reliable method to reduce the
fluence in an experiment at a laser-driven ion source would
be to shift the imaging device further away from the source.
Comparable doses as reported for proton imaging based on
time-resolved dose measurement in Jee et al. [24] could hence
be realistic for a similar quality of the radiographs, taken with
one single laser-accelerated proton bunch.

The spatial resolution of proton radiography is mainly lim-
ited by MCS inside the object, as also discussed in Zygmanski
et al. [6]. Distances between phantom and imaging detec-
tor should therefore be as small as reasonably achievable.
A good compromise between spatial resolution and experi-
mental applicability for the here presented imaging of thin
phantoms with macroscopic inhomogeneities might be a dis-
tance of 5 mm.

For phantom thicknesses of some centimetres, correspond-
ing to potential small-animal irradiations, proton energies up
to 100 MeV are required. Increased scattering inside the phan-
tom itself results in substantially larger image blurring, which
is most pronounced at the interfaces between high- and low-
WET material. Although the spatial resolution decreases for
the thicker phantom, sub-mm resolution was still obtained
with an air gap between phantom and detector of 5 mm. With
the introduction of larger margins defining the ROIs to take
into account the increased scattering (at the cost of smaller
ROIs), the correct WET could still be assigned to the respec-
tive insert materials. Potentially, the image quality in terms of
spatial resolution might be improved by complementing the
WET determination process with a deconvolution step. Based
on the primarily reconstructed WET distribution and the initial
proton spectrum, energy- and WET-dependent scatter compo-
nents of the detector signal can be estimated and deconvolved
from the measured signal. However, further investigations on
the potential of this method are beyond the scope of this study.

Due to the method used to create the look-up tables for WET
determination, large-angle scattering and fluence reduction
due to nuclear reactions are inherently taken into account in
the reconstruction, considering material with properties sim-
ilar to water. However, it has to be stressed that the look-up
table is based on the assumption that the proton fluence is
laterally homogeneous over an area that is large compared to
the pixel size. This will certainly not be true close to the inter-
faces between materials with very large WET differences, e.g.
between the phantom and air.

In laser-ion acceleration, X-rays, gammas, fast electrons
and heavier ions are typically co-emitted with the proton
bunch. No detailed investigations were performed within this
study to assess their impact on the final image quality. For the
same energy per nucleon, the energy loss rate is considerably

larger for ions heavier than protons. The number of heavy
ions having a sufficiently high energy to traverse the object
to be imaged can therefore assumed to be small. However,
their contribution to the imaging dose needs to be taken into
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account. Nevertheless, provided that different ions can be dis-
tinguished within the spectrometer, their additional signal in
the imaging detector could be accounted for by including their
energy deposition versus water thickness to the conversion
curves. In contrast, for X-rays and gammas, this correction
method would not be possible. However, the RadEye sen-
sor is rather insensitive to photons in that energy range due
to its low sensitive thickness. According to MC simulations,
the range in water of 10 MeV electrons is around 5 cm. Hence,
although detection efficieny for electrons in the detector is also
low [21], the signal contribution by electrons could become
more perturbing for quantitative imaging. An almost complete
removal of electrons from the mixed particle beam could be
achieved by including a dipole magnet with a very shallow
magnetic field (e.g. 50 mT) perpendicular to the beam direc-
tion, upstream of the imaging setup. Such magnetic field over
a dipole length of 10 cm, followed by a drift space of 10 cm
prior to the spectrometer would lead to a lateral displacement
of 10 MeV electrons of 21.6 mm, while the displacement of
protons in the other direction would be 2.3 mm and 1.2 mm
for 5 MeV and 20 MeV, respectively. Given the broad proton
field, a continuously decaying conversion curve for the WET
reconstruction is still maintained since the displacement dif-
ferences for protons in the energy range of interest is small. Of
course, the previously stated assumption of a laterally homo-
geneous proton energy distribution would then be corrupted
and a pixelated spectrometer would be required. Neverthe-
less, the necessity of such dipole magnets needs to be studied
based on measured absolute proton and electron distributions
in the laser-accelerated particle bunches. If required, a more
detailed simulation study based on these numbers could pro-
vide important information for a proper choice of the magnetic
field strengths, positions and distances.

4.2  Considerations  on  the  spectrometer

The divergence of the proton beam gives rise to a non-
uniform proton field at the phantom. At a distance of 1 m
and a full beam divergence angle θ  = 5◦, this results in a
fluence variation of up to 2.5% within a 2 ×  2 cm2 plane.
Although the assumption of a homogeneous fluence within
this area gives rise to an only modest additional error in the
reconstructed WET values (<3%), more accurate results are
obtained if the spectrometer itself is pixelated. The required
pixel size strongly depends on the beam divergence angle and
the geometry of the setup, namely the desired FOV and the
source-to-phantom distance. For divergence angles down to
θ ≈  5◦, a distance of source to imaging setup of 1 m and a
FOV of 16 ×  16 mm2, a pixel size of 4 ×  4 mm2 has shown
to be sufficient to keep the impact of the non-uniform pro-
ton field low. With a FOV as in our study, this would hence

result in 16 channels for which the TOF signal has to be
acquired and converted to an energy spectrum independently.
As a way to reduce the number of channels to be read out
and evaluated, the use of a strip detector as transmission TOF
hys 32 (2022) 109–119

spectrometer could prove beneficial, if the fluence distribution
is cylindrically symmetric.

For the propagation distances used in our study at energies
up to 20 MeV, a temporal resolution of the TOF spectrometer
of 0.2 ns appears to be sufficient. Neglecting effects of spatial
inhomogeneities in the proton field, this result would also be
applicable to a reduction of the drift space from 1 m down
to 0.25 m when keeping the temporal resolution at 0.05 ns.
Equivalently, increasing the drift space to 4 m loosens the
requirements in the data acquisition system in a way that
a sampling time of 0.2 ns would be sufficient for a preci-
sion and accuracy better than 3% in this energy interval. It
has to be stressed, though, that in this MC study the detec-
tor response was assumed to be instantaneous and the finite
detector response function was hence not taken into account.
Nevertheless, if the detector is well characterized and its
response is known, the response can be included in the spec-
tral reconstruction in a straight-forward manner as described
in Würl et al. [12]. It remains to be shown, however, to which
extent the additional uncertainty of this spectrum reconstruc-
tion has an impact on the reconstructed image quality.

Furthermore, the lateral energy distribution is assumed to
be constant in this study. According to experimental studies,
the higher energy components are situated closer to the central
beam axis [7]. The previously drawn conclusions on the spec-
trometer pixel size may therefore not be entirely reliable in
a real experimental setup and demands further investigation.
Also, if additional active beamline elements are included in an
experimental setup, the lateral energy and fluence distribution
at the imaging setup might have larger variations. It is there-
fore crucial to either have a reliable model of the proton bunch
at the location of the phantom, or to determine the spectrum
with a fine spectrometer pixel size.

5 Conclusion

A detailed MC simulation study was performed to assess
the feasibility of laser-driven proton radiography using a
CMOS-based pixel detector and a silicon TOF spectrom-
eter in transmission prior to the phantom. For an imaging
dose of some tens of mGy, reconstructed WET values are in
good agreement with ground truth WET values and at exper-
imentally reasonable distances between object and imaging
detector of around 5 mm, sub-mm spatial resolution was found
for both proton energy intervals examined in this study. More-
over, no significant difference was found for both the spatial
and the density resolution between the imaging setup in vac-
uum an in air.

The impact of the mixed radiation field on the reconstructed
WET images was not investigated in detail in this study. How-
ever, the influence of heavy ions, photons and electrons is

estimated to be rather small, given the thin sensitive detector
layer. Nevertheless, their presence can significantly contribute
to the imaging dose and hence needs to be estimated and taken
into account.
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The major drawback of using such a broad proton energy
distribution with exponentially decaying shape is the high
dose that is required to obtain the high spatial and den-
sity resolution mentioned before. This limits the presented
method to applications, where the dose to the object is not
of concern, especially when tomographic imaging is desired.
However, a slight dose reduction while practically maintain-
ing the same image quality can be obtained by tailoring the
incoming energy distribution of the bunch, e.g. by introduc-
ing foil-like absorbers for beam hardening which are thick
enough to fully stop the large number of low-energy protons,
yet thin enough to only moderately reduce the proton energy of
the higher energetic part of the incoming exponential energy
distribution.
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