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Abstract

We first describe the low energy dynamics of ten dimensional heterotic supergravity compactified

on the smooth, flat 3-manifold T3/Z2, without supersymmetry, and explain how it arises from

flat heterotic gauge fields. The semi-classical theory has both Coulomb and Higgs branches

of non-supersymmetric vacua. We then give an exact worldsheet description as asymmetric

orbifolds of T
3, where the orbifold generator involves a Nikulin non-symplectic involution θ of

the even self-dual lattice Γ(19,3). Along the way we briefly compare our findings with M-theory on

K3/θ. Our construction gives a novel CFT description of the semi-classical field theory moduli

space. In particular, the Wilson line parameters in the lattice I ⊂ Γ(19,3) of signature (19− s, 1)

which is invariant under θ, and in its orthogonal complement N , correspond respectively to

Coulomb and Higgs branch moduli. There is a rich pattern of transitions amongst Higgs and

Coulomb branches which we describe using the worldsheet theory.

http://arxiv.org/abs/2205.09764v1
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1 Introduction and summary

Non-supersymmetric vacua arising from compactifications of superstrings have only received

limited attention throughout the years. Although these solutions are typically unstable, their

study could still give new insights on properties of theories that include gravity at the quantum

level. With this goal in mind, in this work we will explore a class of compactifications of the

heterotic string on T3/Z2 in which supersymmetry is broken despite the internal manifold being

Ricci-flat. Aspects of non-supersymmetric heterotic compactifications have been considered

before by several authors, see for instance [1–23] and references therein. In the present paper

we are additionally motivated to extend our previous investigation [24] about type II string

compactifications on Ricci-flat manifolds without supersymmetry. The concrete problem that

we pose is to describe the heterotic compactification on T3/Z2 at the string worldsheet level.

We will explain how it can be solved using the formalism of asymmetric orbifolds [25, 26] and

as a byproduct will uncover interesting phenomena such as properties of their moduli spaces.

Before entering into asymmetric orbifolds we will discuss the supergravity limit of the 10-

dimensional heterotic string on T3/Z2. Understanding the resulting low-energy field theory will

be rather instructive. We will develop a physical interpretation of the moduli space and we

will eventually learn how to define the orbifold action on the gauge degrees of freedom. In the

field theory setup the latter corresponds to specifying a flat connection on the heterotic group

E8 ×E8 or Spin(32)/Z2, which amounts to finding a set of holonomies, gi for each of the three

translations along T3 and gθ for the orbifold generator, satisfying the defining relations of the

fundamental group. Instead of looking for general solutions we will consider two classes of flat

connections referred to as Higgs and Coulomb branch, according to the nature of their moduli.

At generic points in the Higgs branch the gauge group is completely broken whereas it is only

broken to the maximal torus in the Coulomb branch. At the origin of the Higgs branch the two

branches intersect and a transition can occur because moduli of either branch could be switched

on.

For the string worldsheet picture it will be crucial to discuss first the conformal field theory

realization of the holonomies, which we develop in some detail, especially in the case of gauge

group SU(2). Using this realisation we are able to describe the Higgs and Coulomb branch

vacua as well as transitions amongst them from the worldsheet viewpoint.

The duality between the heterotic string on T3 and M-theory on K3 [27, 28] suggests that

the resulting non-supersymmetric vacua can also be regarded as compactifications of M-theory

on Z2 orbifolds of K3 surfaces. In both frameworks a key factor is the even self-dual lattice

of signature (19,3), denoted Γ(19,3). In the heterotic compactification on T3, modular invariance

requires the internal left and right-moving momenta to lie on Γ(19,3) [29,30]. On the other hand,

the second cohomology group of K3, with the intersection form of K3, is isometric to Γ(19,3). The

quotient of K3 is by a non-symplectic involution, say θ, that inverts the holomorphic 2-form

but leaves a Kähler form invariant. Such involutions have been classified by Nikulin [31–33] in

terms of the sublattice of Γ(19,3), called I, which is left invariant by θ. This invariant lattice I has
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rank r, signature (r − 1, 1), satisfies I∗/I = Z
a
2, and turns out to be completely specified up to

isomorphisms by the three invariants (r, a, δ), where δ equals zero if all elements of the dual I∗

have integer norm, and equals one otherwise. All 75 possibilities for (r, a, δ) are shown in figure

1. The sublattice orthogonal to I in Γ(19,3), denoted N , which has rank s + 2 with s := 20 − r,

signature (s, 2), and satisfies N∗/N = Za
2, is also uniquely determined by the triple (r, a, δ).

In the heterotic T
3 orbifold the quotient is by an action that involves a reflection of s left-

moving and two right-moving directions, and is realized on the momentum lattice Γ(19,3) by

one of the Nikulin involutions θ specified by a given (r, a, δ). In general θ is accompanied by

a translation in the invariant lattice I, the so-called shift v, satisfying 4v ∈ I, so that the

orbifold generator, denoted g, is order four acting on both fermions and bosons. The doubling

of the order is an expected consequence of modular invariance and consistency of the Hilbert

space interpretation [26, 34, 35]. We will show that level matching in the g-twisted sector in

fact constrains the norm of v in terms of the number s of left-moving reflected directions. We

further find that in the definition of the orbifold generator it is essential to include an additional

phase that depends on the normal lattice N . More precisely, the phase in g2 turns out to be

e2πiP
2
N , with PN ∈ N∗, which can take values 1 or −1 depending on whether 2P 2

N is even or

odd. The necessity of this phase is suggested by the conformal field theory realization of SU(2)

flat connections on T3/Z2, where it happens that in the Higgs branch g2θ acts as +1 on the root

lattice and as −1 on the conjugacy class of the fundamental weights. In practice the phase can

be conveniently written as e2πiPI ·w, ∀PI ∈ I∗, where w ∈ I∗/I always exists and satisfies the

conditions required for level matching and consistent operator interpretation in the g2-twisted

sector.

One of the main results of our work is to have revealed and characterized flows in the moduli

space of the heterotic orbifold theory. Indeed, the continuous Wilson line parameters in the N

lattice of signature (s, 2) and the I lattice of signature (19 − s, 1) correspond respectively to

Higgs and Coulomb branch moduli. By deforming N we can go to a point with enhanced SU(2)

and then switch moduli along I, implying a transition s → (s− 1). This is the building block

of transitions between models and is referred to as the s-transition. Multiple applications of the

s-transition then connect models with different (r, a, δ). In fact, we will show that all models in

figure 1 may be connected in this way. This result motivates the interesting question of whether

there exists a unique grand moduli space containing each asymmetric model (r, a, δ)?

To answer the above question we need to recall that the heterotic asymmetric orbifolds are

determined by the triple (r, a, δ) together with the shift vector v and that for each triple there can

be several v’s which satisfy the level matching condition. We will argue that for some models all

allowed shift vectors can be connected to one another by automorphisms of the invariant lattice,

or differ by an element of the dual invariant lattice. However, this is not always the case. This

implies that orbifold models with such inequivalent shift vectors do not sit in the same moduli

space, which in turn seems to contradict the existence of a unique grand moduli space. On the

other hand, we will see in particular examples that a given model with seemingly inequivalent

shift vectors can be connected after an s-transition to another model with only one v. Since
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we do not yet have a full understanding of the structure of the moduli space of the asymmetric

orbifold models the existence of a unique grand moduli space remains as a conjecture at this

point.

To our knowledge the construction of heterotic orbifolds including Nikulin non-symplectic

involutions has not appeared in the literature. One could have certainly thought that asymmetric

orbifolding was required and expected that conceptual as well as technical challenges would be

surmounted. But the occurrence of transitions between models with different invariant lattices,

i.e. corresponding to different triples (r, a, δ), was perhaps less predictable. These transitions

manifest naturally in the heterotic string because the moduli of the theory are massless states

which can acquire vacuum expectation values (vevs) in a controlled way. In M-theory there

are instead branes wrapping the cycles of the K3 surface and the corresponding states are non-

perturbative. As such, assigning vevs to them and following their paths is a more complicated

problem open to investigation.

The paper is organised as follows. In section 2 we will review the basic features of Nikulin

non-symplectic involutions of Γ(19,3). In section 3 we will study various aspects of the supergrav-

ity limit of the heterotic string theory on a Ricci-flat 3-manifold T3/Z2. In section 4 we will

analyse the worldsheet conformal field theory realisation of the SU(2) flat connections in the

Higgs and Coulomb branches discussed in the supergravity limit. In section 5 we will construct

the asymmetric orbifolds describing the quotient of the heterotic string by the non-symplectic

involutions. After defining the orbifold action involving the shift vector v, we will compute the

partition function, check consistency of the operator interpretation, and obtain the modular

invariance condition on v. We will then determine solutions of this condition and address the

question of whether orbifold models with different shift vectors sit in the same moduli space. We

will also survey generic properties of the spectrum of the heterotic orbifolds, such as existence

of tachyonic and massless states, illustrating the salient points in various examples. In section 6

we will discuss transitions between models with different (r, a, δ). Some final remarks and a list

of open questions are collected in section 7. In Appendix A we provide explicit realisations of

the involution θ, and the corresponding invariant lattice, for all the 75 Nikulin triples (r, a, δ).

2 Nikulin non-symplectic involutions of Γ(19,3)

The even self-dual lattice Γ(19,3) plays a central role in our discussion. In M-theory compactifi-

cation on K3, it is isometric to the second cohomology group of K3, with the intersection form

of K3. In the heterotic compactification on T3, modular invariance forces the internal left and

right-moving momenta to live on Γ(19,3) [29, 30]. We are interested in a Z2 involution of Γ(19,3),

denoted θ, that reflects s left movers and two right movers. Equivalently, θ leaves invariant

(19 − s) left movers and one right mover. On the K3 side this means that θ leaves invariant

a Kähler 2-form while it acts by (−1) on the holomorphic 2-form. Such non-symplectic invo-

lutions were classified by Nikulin [31], see also [32] and [33]. They turn out to be completely

characterized by a triple (r, a, δ), where r = 20 − s. There are 75 allowed triples depicted in
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Figure 1. Below we briefly sketch the significance of this classification in terms of the lattices

that enter in the construction of asymmetric orbifolds [25].

0 2 4 6 8 10 12 14 16 18 20

r := 20− s

0
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a

δ = 1
δ = 0

Figure 1: Points (r, a, δ) determining all 75 invariant lattices of signature (r − 1, 1) which are
embedded primitively in the K3 lattice Γ(19,3).

The Z2 involution θ leaves invariant a lattice, denoted I, of rank r and signature (r−1, 1). The

normal lattice in Γ(19,3), denoted N , has rank (2+s) and signature (s, 2). Both I and N are even

sub-lattices of Γ(19,3), their duals are denoted I∗ and N∗ respectively. As explained in [25], any

vector P ∈ Γ(19,3) can be written as (PN , PI) with PN ∈ N∗ and PI ∈ I∗. Moreover, I∗/I = N∗/N

so that there is a definite one to one pairing of conjugacy classes in the cosets. The rotation θ

acts on lattice vectors as θ(PN , PI) = (−PN , PI). Therefore (1 + θ)(PN , PI) = (0, 2PI) ∈ Γ(19,3).

Since PI is an arbitrary element of I∗, this implies that 2I∗ ⊂ I. Similarly 2N∗ ⊂ N . Thus,

necessarily

I∗/I = N∗/N = (Z2)
a , (2.1)

for some integer a ≥ 0. Notice also that from 2I∗ ⊂ I it follows that for all PI ∈ I∗, 2P 2
I is

integer. The invariant δ indicates whether P 2
I itself is integer or not. Concretely,

δI = δ =

{
0 if P 2

I ∈ Z ∀PI ∈ I∗ ,

1 otherwise .
(2.2)

Notice also that for all PN ∈ N∗, 2P 2
N is integer and δN = δI = δ. This means that for each

point in Figure 1 there is a lattice N with the same a and δ.

According to Theorem 3.6.2 in [31], the invariants (r, a, δ) determine the lattice I uniquely

up to isomorphisms, i.e. up to boosts in SO(r − 1, 1). At special points in moduli space, I

will be given by orthogonal direct sums of root lattices of A1, D2j , E7, E8, and the lattice U ,
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which stands for the unique even self-dual lattice of signature (1, 1). Other lattices that will

appear are U(2), A1(−1) and E8(2), where L(n) denotes the lattice obtained by multiplying

the Gram matrix of L by n. For example, for the point (10, 10, 0), I ≃ U(2) + E8(2) and

N ≃ U + U(2) + E8(2). These results can be obtained by starting at a particular point in

the moduli space of Γ(19,3) in which it is given by U + U + U + E8 + E8 = ⊕iΛi and taking

θ(Λ1,Λ2,Λ3,Λ4,Λ5) = (−Λ1,Λ3,Λ2,Λ5,Λ4).

In subsection 6.2 and appendix A we will discuss possible involutions θ for all points (r, a, δ),

and will identify the corresponding lattices I and N . In table 1 we collect invariant and normal

lattice representatives for all (r, a, δ). We stress that the given lattices are unique up to boosts.

This means that there can be equivalences such as I ≃ U(2) + A7
1 ≃ A1(−1) + A8

1 ≃ A1(−1) +

E8(2), for the point (9, 9, 1). In subsection 5.3 we will describe the moduli of I in more detail

and will indicate how such equivalences can be proven.

For future purposes we also define N∗
e and N∗

o to be the subsets of N∗ with 2P 2
N even and

odd respectively, namely

N∗
e =

{
PN ∈ N∗||2P 2

N ∈ 2Z
}
, N∗

o =
{
PN ∈ N∗||2P 2

N ∈ 2Z+ 1
}
. (2.3)

The subsets I∗e and I∗o are defined analogously. It is easy to show that I∗e is a sublattice of I∗

and it is also clear that I ⊂ I∗e , and similarly replacing I by N . If we shift PI ∈ I∗ by an

arbitrary vector P ′ ∈ I, then (PI +P ′)2 = P 2
I mod 2, therefore the classes I∗/I split into (I∗/I)e

and (I∗/I)o. The same holds also for N∗/N classes. Since Γ(19,3) is even, the (I∗/I)e classes are

paired one to one with (N∗/N)e classes and (I∗/I)o are paired one to one with (N∗/N)o classes,

as (PN , PI)
2 = P 2

N + P 2
I should be even. It also follows that if P1 ∈ I∗e and P2, P3 ∈ I∗o , then

P1 + P2 ∈ I∗o whereas P2 + P3 ∈ I∗e . Thus, if P ∈ I∗o then I∗o = P + I∗e .

To conclude this brief review we collect some additional results. The parameters (r, a, δ) are

also related to the K3 locus left fixed by the involution θ [31]. For (r, a, δ) 6= (10, 10, 0), (10, 8, 0),

the fixed locus is a disjoint union of a curve of genus 1
2
(22− r− a), and 1

2
(r− a) rational curves,

i.e. CP
1’s. For (r, a, δ) = (10, 8, 0), the fixed locus is the union of two elliptic curves. For

(r, a, δ) = (10, 10, 0), there are no fixed points. In the latter case the quotient of the K3 by the

involution is an Enriques surface. Thus, in all cases except that of the Enriques surface, the

quotient Y has real codimension two orbifold singularities along the fixed point set. However, all

of the Y may be considered smooth as complex surfaces. The corresponding compact 4-manifolds

are simply connected, apart from the case of the Enriques surface.

An important physical question is whether Y is a spin manifold or not. The answer is

relevant for the existence of fermions in M-theory or type IIA compactifications on Y . We now

show that only in a handful of cases, Y is spin. Rokhlin’s theorem states that smooth compact

spin 4-manifolds have signature divisible by 16 (see Theorem 1.2.6 in [36]). Besides, in many

quotients the singularities of Y can be resolved to give a smooth manifold [37, 38]. Since the

signature of the quotient is (r−2), i.e. equal to that of the invariant lattice, only the cases r = 2

and r = 18 are not excluded by the above argument. For instance, for (r, a, δ) = (10, 10, 0) and
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(r, a, δ) = (1, 1, 1), the quotients are respectively Enriques and CP
2, which are not spin. For

r = 2 it has been found [37, 39] that the cases with δ = 0 are spin, concretely for a = 2,

Y = CP
1 ×CP

1, whereas for a = 0, Y = F4, where Fn is a Hirzebruch ruled surface. For n even

Hirzebruch surfaces are spin and in fact are topologically equivalent to CP
1 × CP

1. For n odd

they are not spin and as topological 4-manifolds are equivalent to CP
2 blown up at a point. For

(r, a, δ) = (2, 2, 1) the quotient is instead Y = F1. For r = 18, the manifolds can also not be

spin since a compact, simply connected, spin topological 4-manifold must be the connected sum

of some number of K3’s and S2 × S2’s, all of which have the wrong Betti numbers.

In the physics literature Nikulin non-symplectic involutions first appeared in [39,40] where the

so-called Voisin-Borcea [41,42] Calabi-Yau threefolds were considered. These are special Calabi-

Yau manifolds constructed as orbifolds of the form (K3×T2)/Z2, where the Z2 changes the sign

of the T2 complex coordinate and acts on K3 by one of the Nikulin involutions characterized by

(r, a, δ).

In [43] Nikulin has also classified Abelian symplectic automorphisms of Γ(19,3) which in the

K3 picture leave the holomorphic 2-form invariant, thus maintaining supersymmetry. The order

2 case, i.e. the symplectic involution, corresponds to exchange of the two E8 factors. Symplec-

tic automorphisms can be used to build 7-dimensional supersymmetric asymmetric heterotic

orbifolds, as well as their M-theory and type IIA duals, characterized by having reduced rank

of the gauge group [44–46]. Compactifying on an additional circle gives 6-dimensional theo-

ries [44,47–49] such as the CHL model first obtained in the fermionic formulation [50] and later

as an asymmetric orbifold [51]. Lower dimensions have been studied likewise [44, 51].

3 Field Theory

We would like to consider vacuum solutions of ten dimensional heterotic or Type I supergravity

theory which are compactifications to seven dimensional Minkowski space. The simplest such

smooth solutions are spacetimes of the form M9,1 = M3 × R6,1 with a product metric

g(M9,1) =

(
g(M3) 0

0 η

)
, (3.1)

where η is the Minkowski metric in seven dimensions and g(M3) is a Ricci flat metric on M3. In

such solutions, both the NS-NS 3-form field strength H and the non-Abelian gauge field strength

F are zero.

Ricci flatness in dimension three is equivalent to local flatness i.e. the Riemann tensor is zero,

henceM3 is locally isometric to Euclidean space. Since we are interested only in compactM3 this

implies that M3 = T3/Γ for a freely acting finite group Γ. If we assume that M3 is orientable,

then there are only six possibilities for Γ: 1,Z2,Z3,Z4,Z6,Z2 × Z2 [52, 53]. The elements of

these groups act on T3 as a finite order rotation in a plane combined with a translation along

the orthogonal circle.
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In order to fully specify the heterotic supergravity background, one has to specify additional

data. First, one must specify a spin structure since the theory has fermions. Second, although

the gauge field strength is zero, since M3 is non-simply connected there can be non-trivial flat

gauge connections. In total there are 28 spin structures on these six compact manifolds and

only one of these is supersymmetric: the 3-torus with the totally periodic spin structure. The

remaining 27 are non-supersymmetric backgrounds of the heterotic string theory. We will focus

on the T3/Z2 compactifications here. Note that all 27 of these backgrounds have been shown to

have generalised Witten bubble-of-nothing instabilities [54, 55].

We will now discuss the flat gauge connections and their relation to the low energy effective

field theory in seven dimensions. As we will see, even though the theory is not supersymmetric,

the low energy dynamics bears similarities to N = 2 theories in four dimensions. Later on in

the paper we will give a complete worldsheet description of these semi-classical vacua.

3.1 Flat Connections on T3/Z2

In standard Euclidean coordinates (x1, x2, x3) we can describe the generators of the fundamental

group of T3/Z2 as the three commuting translations of T3, g1, g2, g3 and the generator gθ which

is order two on T
3. We take the translations to act as

gi : xi −→ xi + 1 (3.2)

and the fourth generator acts as

gθ : (x1, x2, x3) −→ (−x1,−x2, x3 +
1
2
) . (3.3)

The fundamental group can be described abstractly as having four generators subject to the

relations

gigj = gjgi, ∀i, j = 1, 2, 3,

gθg1g
−1
θ = g−1

1 ,

gθg2g
−1
θ = g−1

2 ,

gθg3g
−1
θ = g3,

g2θ = g3 ,

(3.4)

A flat connection on the heterotic E8×E8 or Spin(32)/Z2 gauge bundle is specified by a set

of four Wilson lines, one for each generator, obeying these relations. In other words we look for

homomorphisms from π1(M
3) to the gauge group. As we will see, there are different classes of

solutions.

One possible strategy to find solutions consists of first finding a flat connection on T3 which

would give candidate group elements for g1, g2, and g3 satisfying the first of the above relations

(and is a problem which is completely solved [56–60]) and then trying to find a gθ representative
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in the gauge group which satisfies the remaining relations. From now on, by abuse of notation,

we will denote the gauge group representatives by gi, gθ. We will discuss two main classes of flat

connections which we refer to as Higgs and Coulomb branch solutions following their descriptions

in the low energy effective theory.

3.1.1 Higgs branch solutions

Let us first consider the flat connection to be restricted to an SU(2) subgroup of the gauge

group. Then, if we take g1 and g2 diagonal, it is straightforward to see that the flat connections

take the form

g1 =

(
λ1 0

0 λ̄1

)
, g2 =

(
λ2 0

0 λ̄2

)
, gθ =

(
0 λθ

−λ̄θ 0

)
, g3 =

(
−1 0

0 −1

)
, (3.5)

where the λ’s are all unitary numbers. Note also that gθ in these solutions obeys g4θ = 1 so one

can use the gauge symmetry to fix λθ = 1. If we view T3/Z2 as (T2 × S1)/Z2, one can regard

this type of solution as a generic flat connection on T
2 which descends to the quotient. Clearly

such solutions generalise to higher rank subgroups since we have, up to a discrete factor, that

SU(2)16 ⊂ E8 × E8 (or Spin(32)/Z2). Hence we can embed the above solution into any of the

sixteen SU(2) factors.

These solutions have a moduli space which is the moduli space of flat SU(2)-connections on

T2. Hence the low energy field theory will contain two light scalars, which will naturally form

a complex scalar field. Notice that at the origin of the moduli space, when λ1,2 = 1, there is

an SO(2) subgroup of SU(2) which commutes with the flat connection; these are the SU(2)

matrices with real entries. Therefore the 7d theory has an enhanced SO(2) gauge symmetry

at that point, broken for generic values of the λi. Our proposal for the low energy effective

theory is an SO(2) gauge theory coupled to a complex field in the fundamental representation

of SO(2). The potential for this theory arises from the reduction of SU(2) Yang-Mills on the

3-manifold. The generic vacuum expectation values for these charged scalars which minimise

the potential break SO(2) completely, leaving behind two massless scalars without a potential.

These are identified with the λi.

If we now take block diagonal sums of these solutions we can obtain flat connections for e.g.

SU(2N) by considering an SU(2)N subgroup. Now g1 and g2 each have N moduli subject to

one overall constraint since the determinant is one, so the low energy theory contains at least

(N − 1) complex scalars. At the origin an enhanced gauge symmetry appears. In this case gθ
is the block diagonal sum of N copies of our two-by-two example. In other words, gθ is the

standard Sp(N,C)-invariant symplectic form. By definition this group is formed by 2N × 2N

matrices satisfying

M · gθ ·MT = gθ (3.6)

and M is complex.

In our problem, we must determine the subgroup of SU(2N) matrices which commute with
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gθ. This determines the unbroken gauge symmetry at the origin of the Higgs branch. This is

the condition:

M · gθ ·M † = gθ (3.7)

where M ⊂ SU(2N). Clearly by restricting to real SU(2N) matrices we obtain a subgroup of

the symplectic group. The set of real SU(2N) matrices is isomorphic to SO(2N), but clearly

not all of them preserve gθ. However, a well known fact about real symplectic transformations

is that the intersection of the symplectic group with SO(2N) is U(N). Hence, at the origin

of the Higgs branch at least an enhanced U(N) gauge symmetry appears. However, the actual

symmetry group at the origin turns out to be Gmax = (SU(N) × SU(N) × U(1))/ZN . To see

this, one can diagonalise gθ at the origin of the Higgs branch. This gives the diagonal sum of N

copies of iσ3. The commutant of this form of gθ is Gmax. Therefore, in this branch the low energy

effective theory would be a Gmax gauge theory coupled to complex scalars transforming in some

representation, r of Gmax. The higher dimensional origin of the theory restricts r as these fields

originate for the adjoint representation of the gauge group, in this case SU(2N). Since, the

adjoint of SU(2N) decomposes under Gmax as the adjoint plus (N, N̄) plus complex conjugate,

the matter in the low energy theory must be bifundamentals under Gmax. In fact there is one

complex bifundamental and one complex anti-bifundamental. The symmetry breaking pattern

which occurs can be understood as follows. One can give a vev to one of the bifundamentals

which breaks Gmax to SU(N), the diagonal of the two SU(N) groups. This leaves adjoint fields

plus one singlet in the spectrum arising from the other bifundamental. Giving a vev to these

breaks SU(N) to its maximal torus U(1)N−1. The singlet plus the diagonal components of the

SU(N) adjoint fields remain massless, giving 2N moduli, which we can identify with the 2N

moduli of our flat connection.

Of course, we are ultimately interested in the case of E8×E8 and Spin(32)/Z2. In these cases

there are other embeddings of the SU(2) solutions that we can use. For instance, if we consider

the the fact that E8 contains a rank eight subgroup isomorphic to Spin(4)4/Z2 = (SU(2)8)/Z2

we obtain a solution with eight copies of the SU(2) Higgs solution and has eight complex

moduli. In this case, it may be shown that the unbroken gauge symmetry at the origin of the

moduli space is Spin(16)/Z2 and contains a massless complex scalar in the 128-dimensional

spinor representation. A generic vev for this field breaks Spin(16)/Z2 completely but leaves

eight complex scalars massless and these can be identified with the eight complex moduli. An

analogous model can also be obtained in the Spin(32)/Z2 theory.

3.1.2 Coulomb branch solutions

Another family of solutions, which is identity connected, are the following:

g1 =

(
1 0

0 1

)
, g2 =

(
1 0

0 1

)
, gθ =

(
λθ 0

0 λ̄θ

)
, g3 =

(
λ2
θ 0

0 λ̄2
θ

)
(3.8)
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These simply reflect the fact that b1(T
3/Z2) = 1 corresponding to the x3 direction and are simply

Wilson lines along that circle in T3 which are Z2-invariant. Clearly, if one takes gθ to be any

element of the maximal torus of the full gauge group, these solutions break the gauge symmetry

down to the maximal torus generically. In this case the low energy theory in seven dimensions

will have an E8 × E8 gauge symmetry with a real adjoint scalar field. Diagonalising the field

minimises the potential and hence we have a sixteen dimensional moduli space of vacua with

E8 × E8 unbroken at the origin. We refer to these solutions as Coulomb branch vacua since

the gauge group is the maximal torus at generic points. Notice that, at the origin of the Higgs

branch solution above, the solution is gauge equivalent to a particular Coulomb branch solution.

Hence these two types of branches of moduli space intersect there.

3.1.3 Mixed Higgs-Coulomb solutions

Clearly one can combine the Higgs and Coulomb branch solutions. In the SU(2)16 ⊂ E8 × E8

one can pick nV Coulomb SU(2)’s and nH = 16− nV Higgs SU(2)’s to obtain vacua whose low

energy effective theory contains both types of moduli and gauge fields.

There are additional massless fields which arise from the metric, Kalb-Ramond B-field and

dilaton. One can understand these by examining the Z2 action on the theory on T
3, regarded

as T2 × S1. In the theory on T3, one has 22 U(1) gauge fields generically, however only 19 of

these have associated scalar moduli. In fact for each of these 19 gauge fields there are three

associated moduli, generating the familiar Grassmanian Gr(19, 3) moduli space locally. Of the

22 gauge fields, four are always odd under the Z2, and two of these four have associated moduli.

The maximal rank of the gauge group is thus 18 from this point of view. This corresponds to

a situation in which the Wilson lines are all of the Coulomb type and the sixteen U(1)’s are

the maximal torus of E8 × E8 plus two Kaluza-Klein gauge fields from the metric and B-field

respectively. In these vacua the moduli space is locally Gr(2, 2) × Gr(17, 1) corresponding to

the moduli of T2 (all of which are invariant) and the radius plus 16 Wilson line moduli along

the S1 direction.

We can now consider switching on Higgs solutions for some of the directions in the gauge

group. This then gives vacua with local moduli space Gr(2 + nH , 2) × Gr(17 − nH , 1), or

equivalently Gr(18− nV , 2)×Gr(nV + 1, 1).

Note that there is a universal U(1) gauge field (one of the three without associated moduli)

that is also present. Thus, including this universal “graviphoton”, the gauge group at a generic

point in the moduli space has rank nV + 2. The maximal rank is achieved when nV = 16 as

explained above.

3.1.4 Other Branches

The above vacua are by no means all since we have not classified flat connections on T3/Z2.

In the closely related problem of flat connections on T3 a complete solution has been obtained

and the independent components of moduli space are in one to one correspondence with flat
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connections distinguished by the Chern-Simons invariant [45,61]. We can utilise some of these to

describe other vacua. For instance for gauge group SO(7) there is a flat connection on the 3-torus

generated by diagonal order two elements of SO(7): a = (−−++−−+), b = (++−−−−+)

and c = (− +− +− +−). These three elements cannot belong to the same maximal torus of

SO(7) so cannot arise in the identity connected component of moduli space. Taking g1 = a,

g2 = b, g3 = 1, and gθ = c, we obtain a flat connection of T
3/Z2. This example can naturally be

embedded into the heterotic field theories.

3.1.5 Quantum Moduli Space

Since all of the moduli fields discussed so far are Wilson line moduli, they all enjoy shift sym-

metries, remnants of the underlying gauge symmetry. Hence there can be no polynomial terms

in the effective potential on the moduli space. Usually such axion-like-fields in four and lower

dimensions can have non-perturbative effective potentials generated by instantons. In the seven

dimensional theory we are discussing here, however, the gauge dynamics is infrared free, so it

might be the case that there are no such non-perturbative corrections and that the effective

potential vanishes identically in the quantum theory.

3.2 Duality with M-theory on K3/Z2

At the classical level one can view the heterotic string vacua discussed above as arising from

M-theory on Nikulin orbifolds of the form K3/Z2 and briefly described in the previous section.

The K3 surface comes equipped with a Ricci flat metric which is equivalent to a hyperKahler

triple of harmonic 2-forms, ωi which combine into a holomorphic 2-form ω2,0 = ω1 + iω2 and

Kahler form ω = ω3. Any given Nikulin involution acts as Z2 : (ω, ω
2,0) → (ω,−ω2,0). Since it

preserves the Kähler form, it preserves the Ricci flat metric on that given K3 surface. Hence we

obtain a Ricci flat metric on K3/Z2 which breaks supersymmetry. This is therefore a classical

solution of M-theory. The moduli space of fixed volume Ricci flat metrics on K3 is obtained by

taking the periods of the three self-dual forms ωi and evaluating them against the 19 orthogonal

2-cyles in the K3 lattice. One can think of these 19 directions as the anti self-dual (ASD)

harmonic 2-forms in H2(K3,R) and the periods as the integrals over K3 of the wedge product

of the ωi with these ASD forms. The eigenvalues of the Nikulin involution on the ASD forms

will have (r − 1) plus and s = (20− r) minus signs. The even directions give moduli by taking

periods with ω giving an (r − 1)-dimensional moduli space. This is the Kähler moduli space of

K3/Z2. The odd directions give moduli by taking periods with ω2,0 (which is also odd under

the involution). These are the complex structure moduli of K3/Z2.

The original moduli space of K3, which is locally the Grassmanian Gr(19, 3), decomposes

into Gr(r − 1, 1)×Gr(20 − r, 2). Each of the r even two forms also gives rise to a U(1) gauge

field in seven dimensions from the harmonic expansion of the C-field in M-theory. Hence, we can

identify the Kähler moduli space Gr(r− 1, 1) with the Coulomb branch moduli space discussed

in the heterotic discussion above. Similarly, we can identify the complex structure moduli space
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with the Higgs branch, since generically there is no gauge symmetry arising at generic points

there because the would be U(1)’s from the C-field are odd under the involution.

3.2.1 Non-supersymmetric BPS States

When K3/Z2 develops ADE singularities, the U(1)r gauge symmetry enhances to corresponding

non-Abelian groups. Note that: although the background is non-supersymmetric, M2-branes

wrapping the exceptional divisors of the ADE-singularity are exactly massless, because the

exceptional divisors are calibrated submanifolds, with volume calibrated by the Kahler form ω,

hence there is a BPS bound on the masses of such states. This shows that BPS states in the

supersymmetric theory on K3 which are Z2-invariant are non-supersymmetric BPS states in the

theory on K3/Z2. This will presumably also be true on the heterotic string side.

4 CFT of SU(2) holonomies

In this section we want to analyze the worldsheet realization of the flat connections on T 3/Z2

considered in section 3, focusing on gauge group SU(2). We are mostly interested in the holon-

omy gθ corresponding to the Z2 generator. Understanding gθ will lead us to the proper definition

of the orbifold action in the heterotic string context. For convenience we now use the gauge

freedom to choose λθ = i in eq. (3.5) so that gθ = ei
π
2
σ1 = iσ1. To simplify typing we will write

g = gθ in most places. We will discuss two possible formulations.

Formulation 1

The weight vectors |w〉 will be eigenfunctions in a given representation of the Cartan generator

chosen to be σ1/
√
2. Therefore, g|w〉 = ei

π
2

√
2w|w〉, where the factor

√
2 appears because we use

roots of norm 2 and fundamental weights of norm 1/2. Thus, the action of g can be defined as

a shift vector in the weight space.

Formulation 2

The Cartan generator is chosen to be σ3/
√
2. Let us denote by L and LR the weight and

root lattice of SU(2) respectively. L/LR has two elements (0, f) where f is a weight of the

fundamental rep (i.e. spin 1
2
) of SU(2) then L consists of LR and vectors of type LR + f ≡ LF .

Since g = iσ1, it acts as |f〉 → i| − f〉 and | − f〉 → i|f〉. On the adjoint representation g

acts as (σ1, σ2, σ3) → (σ1,−σ2,−σ3). It follows that g2 which is the non-trivial element of the

center of SU(2), acts as the identity on the adjoint representation and all integer spin weights

(i.e. in the root lattice LR) and as −1 on the fundamental representation and indeed on all

the weights in LF . Thus, in formulation 2 the action of g includes a reflection of the weights

together with a phase. Since all other representations can be obtained by tensoring spin 1
2

representations we can deduce the action of g in all the representations. We note that the phase

does not depend only on the weight. For example consider the product of two spin 1/2 states

(|+ 1
2
〉| − 1

2
〉 ± | − 1

2
〉|+ 1

2
〉). For both relative signs the total weight is zero but for + sign it is

in a spin 1 representation while for − sign it is in the singlet representation. The action of g on
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this state gives ∓(| + 1
2
〉| − 1

2
〉 ± | − 1

2
〉| + 1

2
〉). Thus, this phase cannot be expressed as a shift

vector on the weight space.

In the following we will look into the CFT realization of the two formulations.

4.1 Holonomies and Kac-Moody currents

Let us consider the SU(2) Kac-Moody algebra

[Ja
n , J

b
m] = iǫabcJ

c
m+n +

1

2
kmδabδm,−n (4.1)

where k is the level. Setting n = m = 0 above gives an SU(2) subalgebra with the identification

Ja
0 → σa/2. The states are built by starting from a highest weight vector which is annihilated

by all the positive frequency modes Ja
n , n > 0, and is labelled by the highest weight with respect

to the SU(2) subalgebra. In turn this highest weight is specified by the eigenvalue with respect

to the Cartan generator, say J3
0 , together with the condition that it is annihilated by the raising

operator J1
0 + iJ2

0 . All the other states are obtained by applying creation operators involving

negative frequency modes Ja
−n, n > 0, and the lowering operator J1

0 − iJ2
0 .

We want to study the adjoint action of g = e
iπ
2
σ1 ≡ eiπJ

1
0 on the Kac-Moody currents and on

all the states. To begin notice that

[J1
0 , J

b
m] = iǫ1bcJ

c
m, (4.2)

as the central term drops out. Let us now see how g acts on the highest weight states and

determine the adjoint action of g on the oscillator modes of the currents. The J1
n are clearly

invariant under the adjoint action of g. For b 6= 1,

eiθJ
1
0J b

ne
−iθJ1

0 = cos θJ b
n − sin θǫ1bcJ

c
n, (4.3)

where we used (4.2). Since g is obtained by setting θ = π, it follows that for all n ∈ Z,

AdgJ
1
n = J1

n and for b 6= 1, AdgJ
b
n = −J b

n. We still need to know how g acts on the highest

weight states. In general this can be worked out for arbitrary level k, but we will consider level

k = 1, in which case there are only two highest weight states: the ground state |0〉 which is singlet

of SU(2) and a spin 1/2 representation | ± 1
2
〉 where ±1

2
denote the eigenvalues with respect to

J3
0 . On the ground state g acts as the identity and we already saw above that g| ± 1

2
〉 = i| ∓ 1

2
〉.

4.2 Free Field Realization

We are interested in k = 1 which can be realized in terms of a free scalar CFT. Denoting

this scalar by Y , we can write one of the currents as ∂Y (we take SU(2) to be left-moving

so Y depends on z). For the remaining currents we consider two choices according to the two

formulations described before.
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In formulation 1 we take J1(z) = ∂Y (z). The other two currents are J2(z)±iJ3(z) = e±i
√
2Y ,

with the correlator 〈Y (z)Y (w)〉 = − log(z−w) so that all the currents have dimension 1. Since

g leaves J1 invariant, Y is not reflected and can at most be shifted by g. Since J2 and J3 pick

up a minus sign under g we can determine this shift to be Y → Y + 2π/(2
√
2). This also gives

the correct action of g on the highest weight states, now taken to be eigenstates of J1
0 , which

we denoted before by |w〉. Indeed these states correspond to e
± i√

2
Y
and hence the above shift

gives the phase e±
iπ
2 = ±i. It is easy to see that this can be extended to all the states of the

theory and agrees with the action of g on all the states in the representations of the Kac-Moody

algebra. Thus, in this formulation the orbifold is very simple, it is just generated by an order 4

shift.

In formulation 2 we bosonize J3(z) = ∂Y ′(z) (we use a different variable Y ′, related to the

above Y in a non-local way). Then J±(z) = J1(z) ± iJ2(z) = e±i
√
2Y ′

. Since J3 picks up a

sign under g, we conclude that all the non-zero modes of Y ′ must be reflected. Furthermore,

J+ and J− are exchanged under g, which means that also the zero mode of Y ′ gets a minus

sign. We then conclude that g : Y ′ → −Y ′. Let us now look at the highest weight states of

the Kac-Moody algebra. On the spin 0 state, of course g is the identity. On the spin 1/2 states

|± 1
2
〉, we already know that g : |± 1

2
〉 → i|∓ 1

2
〉 (recall that now these states are the eigenvectors

of J3
0 , unlike in the formulation 1 where they are eigenvectors of J1

0 ).

In formulation 2 the correspondence of states in the SU(2) Kac-Moody algebra (i.e. states

that are obtained by applying creation operators of Ja oscillators on the highest weight state)

with the states that are naturally defined in the Y ′ CFT (namely states obtained by applying Y ′

creation operators on a vacuum carrying momentum i.e. weight) is quite involved. To see this,

consider J+
−n|12〉 =

∮
dzz−nJ+(z)|1

2
〉 =

∮
dzz−nei

√
2Y ′(z)e

i√
2
Y ′(0)

=
∮
dzz1−ne

i√
2
(2Y ′(z)+Y ′(0))

. In

the exponential, Y ′(z) can be expanded near z = 0 as Y ′(z) = Y ′(0)+z∂Y ′(0)+ 1
2
z2∂2Y ′(0)+ ...

to obtain a sum of terms
∑

mC(nj)(
∏m

j=1 ∂
njY ′(0))e

i 3√
2
Y ′(0)

with various complicated coefficients

C(nj) such that
∑m

j=1 nj = n− 2. Note that the weight 3√
2
of this state is just the sum of the

weight of J+ and that of |1
2
〉. Now, ∂njY ′(0) is proportional to the oscillator mode Y ′

−nj
. Thus, a

single J+ creation operator would correspond to a polynomial of Y ′ oscillators. We know how g

acts on the oscillators of the Kac-Moody currents. The question is whether we obtain the same

result by reflecting Y ′ when the oscillators of Kac-Moody currents are expressed as polynomials

of Y ′ oscillators. The answer is yes. This is because J1 ∝
(
ei

√
2Y ′(z) + e−i

√
2Y ′(z)

)
, implying that

the expansion of J1 oscillators will involve only polynomials having even powers of Y ′ oscillators

and therefore reflecting Y ′ leaves J1 oscillators invariant as expected. Similarly, the oscillator

expansion of J2 ∝
(
ei

√
2Y ′(z) − e−i

√
2Y ′(z)

)
will involve only polynomials with odd powers of Y ′

oscillators and therefore reflecting Y ′ will give a minus sign to J2 oscillators as required.

We also remark that the precise phases associated to the action of g on various weight states

is basis dependent. For example, we could change the basis {| + 1
2
〉, | − 1

2
〉} to a new basis

{| + 1
2
〉′, | − 1

2
〉′} = {a| + 1

2
〉, b| − 1

2
〉}. Then g on {| + 1

2
〉′, | − 1

2
〉′} gives {ia

b
| − 1

2
〉′, i b

a
| + 1

2
〉′}.

However, the statement that is invariant under the change of basis is that g2 acts as the identity

on integer spin states and as minus the identity on half-integer spin states. Indeed, the action
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of g on {ia
b
| − 1

2
〉′, i b

a
|+ 1

2
〉′} gives back −{|+ 1

2
〉′, | − 1

2
〉′}.

The upshot is that the action of g in formulation 2 is a reflection of Y ′ together with a phase

which is order 4 on the Kac-Moody representation built on the spin 1/2 highest weight state,

while it is order 2 on the Kac-Moody representation built on the spin 0 highest weight state.

4.3 Characters

Formulations 1 and 2 must be equivalent since they are just two different ways of expressing the

SU(2) Kac-Moody currents in terms of a free scalar. Let us explicitly check that the characters

agree. In the (1, 1) sector the characters in both formulations are

Zǫ
(1,1) =

1∏∞
n=1(1− qn)

∑

m∈Z

q(m+ǫ)2 , (4.4)

where ǫ = 0 and ǫ = 1/2 correspond respectively to the character of the representation based

on the trivial and spin 1/2 highest weight states. In these two cases the lattice sum is the same

as summing over LR and LF = LR + f respectively. In the (1, g2) sector, in both formulations

we have

Zǫ
(1,g2) = (−1)2ǫZǫ

(1,1), (4.5)

since g2 acts as +1 on LR and as (-1) on LR + f.

In the (1, g) sector, in formulation 1 we get

Zǫ
(1,g) =

1∏∞
n=1(1− qn)

∑

m∈Z

q(m+ǫ)2e−2πi(m+ǫ)/2 (4.6)

Note that this vanishes for ǫ = 1/2 as under m → −m − 1 the lattice sum picks up an overall

minus sign. For ǫ = 0 this can be rewritten as

Z0
(1,g) =

1∏∞
n=1(1 + qn)

. (4.7)

On the other hand, in formulation 2 we first note that for ǫ = 1/2 the invariant lattice is null

because none of the lattice vectors is invariant under g due to the reflection of Y ′. Distinguishing

the character with a prime, that means Z
′1/2
(1,g) = 0, precisely as in the first formulation. For ǫ = 0

the invariant lattice is just one point, namely m = 0 and moreover all the oscillator modes of

Y ′ pick up a minus sign due to the action of g. Hence Z ′0
(1,g) agrees exactly with Z0

(1,g) in (4.6).

Since by modular transformations we can get other sectors, we conclude that the characters in

the two formulations are the same.
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4.4 Moduli Deformation

Even though the two formulations are the same at the SU(2) point, formulation 1 is more

convenient to describe the Coulomb branch whereas formulation 2 is more convenient for the

Higgs branch. By convenient we mean that the effect of moduli deformations can be realized as

Lorentz boosts of appropriate lattices.

The key to understand the difference is to look at massless states, which depend on the

action of g. Recall that g acts simultaneously on the right-moving T2×S1 (part of the fermionic

string) as rotation on T2. Let us call (X1, X2) the coordinates of T2 and X3 that of S1. Then

g : (X1, X2, X3) → (−X1,−X2, X3) modulo shifts.

The g-invariant massless states in the first formulation will include e±i
√
2Y ∂̄X̄1, e

±i
√
2Y ∂̄X̄2

and ∂Y ∂̄X̄3. We cannot give expectation values to all of these massless states simultaneously. If

we deform by giving a vev to ∂Y ∂̄X̄3 then e±i
√
2Y ∂̄X̄1 and e±i

√
2Y ∂̄X̄2 will become massive. This

means that the latter are frozen to a zero vev. This defines the branch of moduli deformation

dubbed Coulomb branch. Indeed, in the Coulomb branch holonomies given in eq. (3.8), the

moduli are encoded in g3, while g1 and g2 are fixed. On the other hand, if we give a vev to

say (ei
√
2Y + e−i

√
2Y )∂̄X̄1 then the only invariant state among the above which remains massless

is (ei
√
2Y + e−i

√
2Y )∂̄X̄2, the others become massive. Thus, in this branch, called Higgs branch,

there are two moduli. These two moduli are continuous Wilson lines A1 and A2 encoded in the

Higgs branch holonomies g1 = eiA1σ3 and g2 = eiA2σ3 given in eq. (3.5).

If we want to study the Coulomb branch clearly the first formulation is very convenient since

giving vev to ∂Y ∂̄X̄3 is equivalent to boosting the lattice along (1; 1) directions in the (Y ;X3)

plane. On the other hand, studying the Higgs branch will be very difficult because it involves

exponential operators.

In the second formulation, it is exactly the opposite. The Coulomb branch modulus is

(ei
√
2Y ′

+ e−i
√
2Y ′

)∂̄X̄3, while the Higgs branch moduli are ∂Y ′∂̄X̄1 and ∂Y ′∂̄X̄2. Therefore

turning on the Higgs moduli corresponds to boosting along the (1; 2) directions (Y ′;X1, X2).

In the Higgs branch we can go to the origin of moduli space A1 = A2 = 0, which corresponds

to the SU(2) point. At this point g1 and g2 become the identity and we can turn on deformations

along g3, i.e. g3 = eiA3σ1 so that g = gθ = ei
A3
2
σ1 . Now we are in the Coulomb branch but in a

basis where gθ is not diagonal. We can diagonalize so that σ1 → σ3 to get back eq. (3.8). In the

CFT this diagonalization corresponds to rebosonization, i.e. using Y instead of Y ′ to describe

the Coulomb branch. In terms of the s transitions discussed in great detail in section 6, this

rebosonization corresponds to s → (s− 1).

Starting from the Coulomb branch, with diagonal gθ = ei
A3
2
σ3 and g3 = eiA3σ3 , we may

also go to the special point A3 = π. The resulting gθ gives a minus sign to J± and ±i to

the fundamental, i.e. it corresponds to a shift by half the fundamental weight. Now we can

change the basis so that σ3 → σ1, such that gθ and g3 are as in eq. (3.5) (with λθ = i). We

can further turn on A1 and A2 to obtain g1 = eiA1σ3 and g2 = eiA2σ3 . This change of basis is

again accomplished by rebosonization. Finally, now there is a transition s → (s + 1) but, as
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remarked above, for this transition to work there must be a shift in the SU(2) equal to half the

fundamental weight.

4.5 Combining with the rest of the String CFT

In the full heterotic string theory, SU(2) characters will be coupled with the rest of the CFT

consisting of the right-moving superstring and the left-moving bosonic string with central charge

25. The generator of the orbifold group g will also simultaneously act on the rest of the CFT. In

particular, on the right-moving fermionic string compactified on T2 × S1 it will act as reflection

on T2 and possibly a shift on S1. Similarly on the left-moving c = 25 CFT which is compactified

on T
18, g acts as a reflection on s compact directions, and some suitable shift v1. The lattice of

the left-right momenta will be defined by some (18, 3) lattice which will couple with the SU(2)

weight lattice in a particular way so that the combined lattice is even-self dual.

Thus the full even self dual lattice Γ(19,3) lattice can be expressed as the union of Γ0
(18,3) ×LR

and Γ1
(18,3) × LF where LR is the SU(2) root lattice and LF = LR + f is set of the half integer

spin weights of SU(2). As an example, we could think of Γ0
(18,3) as the as even self dual lattice

Γ(3,3) times E8 × E7 root lattice. Γ1
(18,3) is then given by Γ0

(18,3) + w56 where w56 is a weight of

the 56 dimensional representation of E7 (where E7 roots are normalized so that their length

squares are 2). Let us denote by Ẑǫ
(1,1) the partition function of the rest of the CFT with Γ0

(18,3)

for ǫ = 0 and the partition function of the rest of the CFT with Γ1
(18,3) for ǫ = 1. Then the

full partition function in the (1, 1) sector is Z(1,1) =
∑1

ǫ=0 Ẑ
ǫ
(1,1)Z

ǫ
(1,1) where Zǫ

(1,1) is defined in

eq. (4.4). Similarly Z(1,gn) =
∑1

ǫ=0 Ẑ
ǫ
(1,gn)Z

ǫ
(1,gn) with Zǫ

(1,g) defined in eq. (4.6). The rest of

the sectors can be obtained by modular transformations so that Z(gm,gn) =
∑1

ǫ=0 Ẑ
ǫ
(gm,gn)Z

ǫ
(gm,gn)

which would give a modular invariant theory if the level matching condition is satisfied.

In the first formulation, where g is realized as a shift v equal to half of the fundamental weight

in the SU(2) part, the resulting theory will have a moduli space given by the deformation of

the lattices (s, 2) and (19− s, 1). On the other hand, in the second formulation, since g acts as

reflection in the SU(2) part, the moduli space will be given by the deformations of the lattices

(s+1, 2) and (18− s, 1). Thus, starting from a consistent orbifold model for a given s, by going

to a point with SU(2) enhancement, we can move to a different branch of the moduli space with

s shifted by 1.

In section 5, we will describe the general construction for all s, without referring to SU(2)

enhanced points, but the method is inspired by the discussion above.

5 Partition function and spectrum of asymmetric Nikulin

orbifolds

The starting point is the 10-dimensional supersymmetric heterotic string. In our conventions

the left-moving sector is the bosonic string while the right-moving sector is the superstring. For
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the right-moving worldsheet fermions we will use the description in terms of SO(8) bosons and

take the GSO projection to select weights in the vector class (V ) and the spinor class (Sp).

The next step is to compactify on T3 and mod out by an action that involves a rotation by

π of s left-moving and two right-moving directions. Since the action on left and right movers

is different, we will apply the formalism of asymmetric orbifolds [25, 26]. To this end we need

to specify the action on the left and right-moving momenta living on the even self-dual lattice

Γ(19,3) of the T3 compactification. This is precisely the involution θ, characterized by the triples

(r, a, δ) in Figure 1, as explained in section 2.

We will begin by specifying the orbifold generator in subsection 5.1. We will then write down

the partition function and determine the conditions for modular invariance in subsection 5.2.

We will also verify the validity of the operator interpretation. In subsection 5.3 we will solve the

level matching condition and derive the constraints it puts on the moduli space of the invariant

lattices. Finally, in subsection 5.4 we will discuss generic features of the spectrum of tachyonic

and massless states and will also present some examples.

5.1 Orbifold generator

In order to construct the heterotic asymmetric orbifolds based on Nikulin involutions we first

need to define how the orbifold generator acts on the worldsheet. The action on Γ(19,3) includes

the involution θ and in general also a lattice shift. In fact, we will find that a shift is required

by modular invariance.

To be more precise let us denote the orbifold generator by g. The action on the worldsheet

fermions is

g : |p〉 → e−2πip·vf |p〉 , (5.1)

where p is an SO(8) weight and vf = (1
2
, 0, 0, 0). Notice that g2 acts by (−1) on space-time

fermions that have p ∈ Sp. In other words, g2 acts as (−1)FS , where FS is space-time fermion

number. The generator g also reflects s left and two right-moving bosonic oscillators.

The action of g on the Γ(19,3) lattice momenta is most conveniently given in terms of the pro-

jections (PN , PI) along normal and invariant directions that transform as θ(PN , PI) = (−PN , PI).

We then define

g : |PN , PI〉 → f(PN)e
2πiPI .v| − PN , PI〉 . (5.2)

Here v is a constant shift that can be taken along the invariant directions without loss of

generality. Moreover, we impose 4v ∈ I to also have g4 acting as the identity on Γ(19,3). The

additional Z4 phase f(PN) is such that f(0) = 1 and further satisfies

f(PN)f(−PN) =

{
1 if PN ∈ N∗

e

−1 if PN ∈ N∗
o

, (5.3)
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where N∗
e and N∗

o were defined in (2.3). In fact we can shorten the above equation as

f(PN)f(−PN) = e2πiP
2
N = e2πiP

2
I , (5.4)

where we used the fact that P 2
N + P 2

I = P 2 is even.

The definition of the phase f is inspired by the SU(2) discussion in section 4. f itself is basis

dependent since the g action takes one state to another and therefore it depends on the relative

normalizations of the two states. But g2 takes a state to itself and in the g2 action the phase

that appears is the combination f(PN)f(−PN). The prescription is therefore basis independent

and it basically says that, setting v = 0, if PN ∈ N∗
e then g2 = 1 and if PN ∈ N∗

o then g2 = −1.

This is analogous to the SU(2) discussion where g2 = 1 on the SU(2) root lattice (whose length

squares are all integers - actually even integers, and therefore they are part of N∗
e in our present

notation) while g2 = −1 on the conjugacy class of the fundamental representation (whose length

squares are all 1/2 mod integers and are therefore part of N∗
o ). In the case of SU(2), g is a

Z4 element in the global SU(2) subgroup generated by zero modes of the Kac-Moody currents

Ja
0 and therefore it is an exact symmetry of the theory. In particular it means that g is also

a symmetry of the OPE. This can be generalized to other level one Kac-Moody algebras, e.g.

SO(4) which can be written as SU(2)×SU(2) and has representations Sc = (R,R), V = (F, F ),

Sp = (F,R) and Sp′ = (R,F ), where R and F are the adjoint and fundamental representations

of SU(2). If in both SU(2) factors we define the action of g in identical way then g2 acting on

Sc and V gives +1, while acting on Sp and Sp′ gives (−1). Indeed this is consistent with our

prescription above since Sc and V weights have integer length square and are therefore in N∗
e ,

while Sp and Sp′ weights have half-integer length square and belong in N∗
o . This is also true for

any SO(8n+ 4). On the other hand, for SO(8n) all the four classes have integer length square

and therefore g2 acts as the identity on the entire weight lattice.

The important point is that when there is an underlying Kac-Moody algebra, the phase f can

be realized as an action by a symmetry generated by the zero modes of the Kac-Moody current,

so it is an exact symmetry of the CFT. In particular this means that OPE’s will also respect this

symmetry. In the present case, we are discussing an arbitrary Γ(19,3) and the corresponding N∗,

which need not have any non-abelian Kac-Moody algebra (another way to say this is that by

boosting the lattices we may have broken all the non-abelian symmetries). In this case it is not

obvious that the above definition of g involving f is an exact symmetry of the CFT and would

respect the OPE’s. However, we can still argue that we could have started from the non-abelian

points, do the orbifolding there, including f , and then we could deform those points by boosting

via marginal operators that are g-invariant and therefore would not break the g-symmetry.

Having defined the action of g we now turn to writing down the partition function for the

asymmetric orbifold.
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5.2 Partition function

Since the orbifold generator g has order 4, the full partition function Z takes the form

Z =
1

4

3∑

m=0

3∑

n=0

∫

F

d2τ

τ 22
Zm,n , (5.5)

where F is the SL(2,Z) fundamental domain. The sum in m is over twisted sectors while the

sum in n enforces the projection over the g action. In operator language,
∫

d2τ
τ22

Zm,n corresponds

to TrHm
gnqL0 q̄L̄0, where Hm is the gm twisted Hilbert space. The untwisted sector contributions

Z0,n can be calculated by inserting in the trace the known action of gn on the Hilbert space

H0. The remaining Zm,n can be derived by applying the transformations S : τ → − 1
τ
and

T : τ → τ + 1. In the end we have to check that the operator interpretation is valid.

For m = n = 0 we just have the toroidal partition function

Z0,0 =
1

τ
5
2
2 η

24η̄12

(
∑

p∈V
−
∑

p∈Sp

)
q̄

1
2
p2
∑

P∈Γ
q

1
2
P 2
L q̄

1
2
P 2
R , (5.6)

where we defined Γ = Γ(19,3) to simplify expressions. The left and right components of P ∈ Γ

are denoted PL and PR respectively. Our convention for the Lorentzian metric is P 2 = P 2
L−P 2

R.

For definitions of Dedekind and Jacobi functions used below we refer to [24, appendix A.1].

Let us now consider the sector (1, g). Inserting g in the trace will only allow states in the

invariant lattice I, i.e. it annihilates all states with PN 6= 0. Since f(PN) = 1 for PN = 0, the

phase f will not affect the (1, g) sector, nor any of the sectors that are in the same modular

orbit as (1, g). The partition function for the (1, g2n+1) sector is then

Z0,2n+1 =
1

τ
5
2
2 η

24η̄12

(
2η3

ϑ2

)s/2(
2η̄3

ϑ̄2

)

×
(
∑

p∈V
−
∑

p∈Sp

)
q̄

1
2
p2e−2πip·(2n+1)vf

∑

P∈I
q

1
2
P 2
L q̄

1
2
P 2
Re2πiP ·(2n+1)v

(5.7)

where n = 0, 1. Note that Z0,4+k = Z0,k and Z0,1 = Z0,3.

In the (1, g2) sector there is an important effect due to the phase f . We now have

Z0,2 =
1

τ
5
2
2 η

24η̄12

(
∑

p∈V

−
∑

p∈Sp

)
q̄

1
2
p2e−2πip·2vf

∑

P∈Γ

e2πiP ·2ve2πiP
2
I q

1
2
P 2
L q̄

1
2
P 2
R , (5.8)

where the extra term e2πiP
2
I is f(PN)f(−PN) using (5.4). The sectors (g2, 1) and (g2, g2), that

are in the same modular orbit as (1, g2), will also feel the effect of the phase f .

The partition functions Z1,n for g-twisted sectors are obtained from Z0,1 applying first S and
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then T transformations. In this way we find

Z1,n =
1

τ
5
2
2 η

24η̄12

1√
[I∗/I]

(
2η3

ϑ(n)

)s/2(
2η̄3

ϑ̄(n)

)
eπin(

s−2
8

−1)

×
(
∑

p∈V
−
∑

p∈Sp

)
q̄

1
2
(p+vf )

2

e−πin(p+vf )
2
∑

P∈I∗
eπin(P+v)2q

1
2
(P+v)2

L q̄
1
2
(P+v)2

R ,

(5.9)

where ϑ(n) stands for ϑ4 for even n and ϑ3 for odd n. The phase in the first line arises from

the T transformation of oscillator modes, i.e. from η and η̄. The phases in the second line

come instead from the SO(8) and I lattice modes. This clearly has a well defined operator

interpretation for the action of gn on the g-twisted Hilbert space provided that for n = 4 the

overall phase is one. Imposing the constraint

e2πi(
s−2
4

−2(p+vf )
2+2(P+v)2) = 1 (5.10)

gives the level matching condition

2v2 +
s

4
∈ Z (5.11)

after using that p2, 4p.vf , 4v
2
f , 4P.v and 2P 2 are all integers, the last two facts following from

4v ∈ I, P ∈ I∗ and 2I∗ ⊂ I.

To evaluate Z2,0 we can start from Z0,2 given in eq.(5.8) and do an S transformation but

the presence of the phase e2πiP
2
I in Z0,2 complicates Poisson resummation. This difficulty can be

overcome by rewriting this phase in a way which simplifies Poisson resummation and makes the

g2-twisted spectrum more transparent. To this end, first observe that this phase basically gives

(+1) for PI ∈ I∗e and (−1) for PI ∈ I∗o . If I
∗
o is null, which occurs when δ = 0, then this phase is

always 1 and Poisson resummation can be easily done. The complication arises when I∗o is not

null. In this case, we can ask if there exists a vector w along the invariant directions such that

w · PI is an integer for all PI ∈ I∗e and is a half integer for all PI ∈ I∗o . If such a w exists then

we can write

e2πiP
2
I = e2πiPI ·w ∀ PI ∈ I∗ (5.12)

and Poisson resummation becomes easy because the phase is linear in PI .

We now address the questions whether w satisfying condition (5.12) exists, and how it could

be determined. Similar to v we choose w purely along I directions. The condition w · PI ∈ Z

for all PI ∈ I∗e implies that w ∈ (I∗e )
∗. Now I∗e ⊂ I∗, therefore (I∗e )

∗ ⊃ I. Since we are assuming

that I∗o is not null, these latter relations mean proper subsets, i.e. (I∗e )
∗ 6= I. We can take w to

be a non-trivial element in (I∗e )
∗/I, i.e. w ∈ (I∗e )

∗ but w /∈ I. If PI ∈ I∗o then PI · w cannot be

integer, because if it was then w dotted with any vector of I∗o would be integer since any vector

of I∗o can be expressed as PI plus an element of I∗e (as follows from the discussion at the end of

section 2). That would mean that w dotted with any vector of I∗ is an integer but that would

imply that w ∈ I, a contradiction. We also know that 2PI ∈ I which implies that 2PI ∈ I∗e and
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therefore 2PI ·w is an integer. This proves that w ·PI is a half integer for all PI ∈ I∗o . Note also

that I∗e ⊃ I, therefore (I∗e )
∗ ⊂ I∗. This means that w is a nontrivial element of I∗/I.

Let us consider some examples to illustrate the above discussion. Suppose that I = U+D4n+2

and neglect U because it is self-dual. Then, in terms of SO(8n + 4) classes, I∗e is formed by

scalar Sc and vector V classes, while I∗o includes the spinor classes Sp and Sp′. In this case

(I∗e )
∗ = I∗e and w is in the V conjugacy class. If I = U + A1, then I∗e = I and w is an element

of the fundamental class of SU(2).

The great advantage of introducing w is that Z0,2 in eq.(5.8) can be rewritten as

Z0,2 =
1

τ
5
2
2 η

24η̄12

(
∑

p∈V
−
∑

p∈Sp

)
q̄

1
2
p2e−2πip·2vf

∑

P∈Γ
e2πiP ·(2v+w)q

1
2
P 2
L q̄

1
2
P 2
R . (5.13)

The S transformation can then be easily performed to obtain

Z2,0 =
1

τ
5
2
2 η

24η̄12

(
∑

p∈V

−
∑

p∈Sp

)
q̄

1
2
(p+2vf )

2
∑

P∈Γ

q
1
2
(P+2v+w)2L q̄

1
2
(P+2v+w)2R . (5.14)

Applying T transformations then yields

Z2,2n =
1

τ
5
2
2 η

24η̄12

(
∑

p∈V

−
∑

p∈Sp

)
q̄

1
2
(p+2vf )

2

e−2πin(p·2vf )

×
∑

P∈Γ

q
1
2
(P+2v+w)2L q̄

1
2
(P+2v+w)2Re2πinP ·(2v+w)eπin(1+(2v+w)2)

(5.15)

after some rearrangements.

The level matching condition in the g2-sector is Z2,0 = Z2,4. From (5.15) this implies that

(2v + w)2 must be an integer. Now, we already found from the level matching condition (5.11)

in the g sector that 2v2 = − s
4
modZ, and we also know that 4v · w ∈ Z as 4v ∈ I and w ∈ I∗.

Hence, the condition (2v + w)2 ∈ Z amounts to

w2 +
s− 2

2
∈ Z (5.16)

It is instructive to look at some examples to verify that the w’s determined according to our

previous analysis do satisfy this condition. Consider first I = U + E7, with s = 11. Then,

omitting the self-dual U for simplicity, I∗ is the weight lattice of E7 composed of the adjoint

class (i.e. the root lattice itself) plus the class of the fundamental 56, dubbed F . Hence,

I∗e = E7, I
∗
o = F , and w can be chosen to be a weight of the 56 with w2 = 3

2
so that (5.16)

holds. For an example with s even, take I = U + D6. In this case we already argued that w

is in the V class of SO(12), therefore w2 ∈ Z and (5.16) is again fulfilled. In fact, notice that

(w2 + s−2
2
) is actually an even integer in both examples. We will show shortly that w satisfies
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this latter condition by construction.

We still need to show that the operator interpretation is valid, namely we must prove that

the actions of g deduced from Z2,1 and Z2,2 are mutually consistent. In fact, our first problem is

whether Z2,1 can be understood as Tr g in the g2 twisted Hilbert space that can be deduced from

Z2,0. In order to obtain Z2,1 we start from Z1,2 in eq. (5.9) and perform an S transformation to

obtain

Z2,−1 =
1

τ
5
2
2 η

24η̄12

(
2η3

ϑ2

)s/2(
2η̄3

ϑ̄2

)
e2πi(

s−4
8

+2v2
f
−v2−v.w)

×
(
∑

p∈V

−
∑

p∈Sp

)
q̄

1
2
(p+2vf )

2

e2πip·vf
∑

P∈I

e−2πiP ·vq
1
2
(P+2v+w)2

L q̄
1
2
(P+2v+w)2

R .

(5.17)

To arrive at this result, in Z1,2 we used that e2πiP
2
= e2πiP.w for all P ∈ I∗, in order to do directly

the Poisson resummation.

By comparing the above Z2,−1 with Z2,0 in eq. (5.14), we see that Z2,−1 can be obtained

inserting g−1 in the trace over the g2-twisted Hilbert space, where g acts as a rotation along N

directions. The reason is that only PN = 0 will contribute in the trace and as a result the lattice

states that will survive are precisely |P + 2v + w〉, where P ∈ I. Thus, we pass the basic test

that in Z2,m the gm are all playing on the same ground, i.e. they all act on the spectrum that

appears in Z2,0. Now we come to the more detailed question of matching the phases. From the

phases in Z2,2 and Z2,−1, cf. eqs. (5.15) and (5.17), we deduce the action of g2 and g−1 on the

momenta to be

g2|p+ 2vf , P + 2v + w〉 = e2πi(
1+w2

2
+2v.w+2v2)e−4πi(p+2vf ).vf e2πiP.(2v+w)|p+ 2vf , P + 2v + w〉,

g−1|p+ 2vf , P + 2v + w〉 = e2πi(
s−4
8

−v2−v.w)e2πi(p+2vf ).vf e−2πiP.v|p+ 2vf , P + 2v + w〉. (5.18)

Consistency then requires that the phase in the first line times the square of the phase in the

second line must be one. Using v2f = −1
4
, and the fact that P · w ∈ Z for all P ∈ I as w ∈ I∗,

leads to the condition

w2 +
s− 2

2
∈ 2Z (5.19)

Notice that this is a stronger constraint than the level matching condition in the g2-twisted

sector, i.e. eq. (5.19) implies eq. (5.16) but not vice versa.

Interestingly enough, condition (5.19) always holds. It can be shown from the identity

C =
∑

P∈I∗/I

eiπP
2

=
√

|I∗/I|e−iπ
(s−2)

4 (5.20)

which follows from Milgram’s Theorem proven e.g. in Appendix 4 of [62]. Since w ∈ I∗, the
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sum C can as well be written as

C =
∑

P∈I∗/I

eπi(P−w)2 = eiπw
2
∑

P∈I∗/I

e−iπP 2

= C̄eiπw
2

(5.21)

where in the second equality we used that e−2πiP ·w = e−2πiP 2
for all P ∈ I∗. Substituting (5.20)

then gives

e−iπ
(s−2)

2 = eiπw
2

. (5.22)

This proves that w satisfies eq. (5.19) by construction. Indeed, we have previously explained,

and provided examples, how we can always find w ∈ I∗/I such that w2 = (1− s
2
)mod 2.

Summarizing, in this section we have shown that imposing level matching in the g-twisted

sector is sufficient to ensure a modular invariant theory endowed with a consistent operator

interpretation.

5.3 Solving the level matching condition and connecting different

shifts by boosting

In order to analyze the spectrum of tachyonic and massless states for a given triple (r, a, δ) we

need to specify the lattice I and choose a shift v satisfying the level matching condition (5.11).

Actually, for two lattices of small rank there is no solution of this condition. These correspond to

the triples (1, 1, 1) and (2, 2, 1). In the case (2, 2, 1), the generic invariant lattice can be obtained

applying a boost in SO(1, 1) to a vector of A1 +A1(−1), namely to (
√
2ℓ1;

√
2ℓ2), ℓ1, ℓ2 ∈ Z. A

generic shift v, with 4v ∈ I, then has v2 = 1
8
(ℓ21 − ℓ22) and (5.11) cannot be fulfilled for s = 18.

The same occurs for the triple (1, 1, 1) having I = A1(−1), v =
√
2ℓ/4, v2 = −ℓ2/8, and s = 19.

For other triples there are always solutions. In the following we will classify the v’s that solve

the level matching condition.

Before proceeeding let us clarify the problem. In general we begin by fixing I. Boosting

I, i.e. applying a transformation in SO(r − 1, 1), will change I continuosly. But I could be

invariant for some discrete boosts which are therefore part of the T -duality group T (I) that

leaves I invariant. An element E ∈ T (I) maps I to I, i.e. for all P ∈ I, E(P ) ∈ I. Consider

now a shift v, with 4v ∈ I, and satisfying level matching. A discrete boost could change v, but

not its squared norm. Thus, E(v) also satisfies level matching and defines the same theory as

v. Note however that E(v) and v do not give the same spectrum. If a state |P 〉 is invariant

under v, i.e. e2πiv·P = 1, then |E(P )〉 is invariant under E(v) because E(v) · E(P ) = v · P . But

in general E(P ) is not invariant under v since v · E(P ) needs not be integer. Moreover, |P 〉 and
|E(P )〉 could have different mass because E involves Lorentz boosting. Nonetheless, the point is

that v and E(v) define the same moduli space. This is in the same sense as the statement that

for given (r, a, δ) there is a unique I. Clearly, for specific (r, a, δ) we can construct two different

invariant lattices, say I1 and I2, which lead to different spectra, but the uniqueness statement

means that by boosting I1 we can go to I2.
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The actual T-duality group is a subgroup of T (I) that leaves the spectrum invariant. From

the partition function we see that two shifts differing by a sign or by an element of I∗ give the

same spectrum. This gives the equivalence relation

v ∼ v′ = ±vmod I∗. (5.23)

Hence, the actual T-duality group, denoted T (I, v), maps I to I and at the same time takes v

to ±vmod I∗. The question is then which of the allowed shifts can be obtained by elements of

T (I)/T (I, v).

We will first tackle this question when the invariant lattice has the form I ≃ U +K, where

K is an even lattice with signature (r − 2, 0) and K∗/K = Za
2. Such I’s occur for r ≥ a + 2,

with the exception of I ≃ U(2)+D4 for the triple (6, 4, 0) [32]. Afterwards we will treat lattices

comprising U(2) that also appear when r = a.

5.3.1 I ≃ U +K

The lattice I of signature (r − 1, 1) has (r − 1) moduli, which can be taken to be a radius

R plus a (r − 2)-dimensional Wilson line A, in analogy with the Γ(17,1) lattice for heterotic

compactification on a circle. Moreover, we can write the lattice vectors in a similar way, i.e.

P ∈ I has components (ρ, pL; pR) given by

ρ = γ + 2jA,

pL =
1

R

(
k

2
+ (R2 −A2)j − γ ·A

)
,

pR =
1

R

(
k

2
− (R2 + A2)j − γ ·A

)
,

(5.24)

where j, k ∈ Z, and γ ∈ K. It is easy to check that P 2 = 2jk + γ2.

The automorphisms of I include circle T-duality, i.e. exchange of winding and quantized

momentum j ↔ k while γ → γ. Another element Eβ of T (I) is the translation of the Wilson

line A → A+ 1
2
β, where β ∈ K. Its action on the quantum numbers (j, k, γ) is

Eβ : (j, k, γ) → (j′, k′, γ′) = (j, k + γ · β − 1

2
β2j, γ − jβ). (5.25)

Transformations (j, k, γ) → (j, k,WK(γ)), where WK belongs to the Weyl group of K, are also

in T (I). An extended discussion of the automorphism group of I is beyond the scope of this

paper. This problem has been addressed in [32, 38] and below we will refer to some known

results.

For simplicity we will work at a point in moduli space with A = 0. This means that I is

a direct sum, i.e. I = U +K. Following the convention we set in eq. (5.24), the shift v with
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components (V, vL; vR) can be written as

v =
1

4

(
α,

n

2R
+mR;

n

2R
−mR

)
, (5.26)

where α ∈ K and n,m are integers mod 4, i.e. they can be chosen as −1, 0, 1, 2. We will write

v = 1
4
(m,n, α) in shorthand. The level matching condition (5.11) reads

mn+
α2

2
= −s mod 4. (5.27)

We want to classify the solutions. To this purpose we notice that the choices

(m,n) = (0, 0), (1, 0), (1, 1), (1,−1), (0, 2), (1, 2), (2, 2) (5.28)

are exhaustive. To obtain this minimal list we used that (m,n) is equivalent to (−m,−n)

because I is a direct sum of U and K and v is equivalent to −v. Furthermore by R → 1/(2R)

we can exchange n and m. Often we will also resort to acting on v with the automorphism Eβ,
for some suitably chosen β. According to (5.25) v transforms as

v =
1

4
(m,n, α) → v′ =

1

4
(m′, n′, α′) =

1

4
(m,n + α.β − 1

2
β2m,α−mβ) (5.29)

under Eβ. In general, clearly v′ is not in the same equivalence class as v. For example if m is

odd, and β is a root (i.e. β2 = 2) then 1
4
β is obviously not in K∗. It is convenient to distinguish

two cases depending on the values of (m,n) as discussed below. We will assume that v is order

4 and not order 2, i.e. 2v /∈ U +K, nor order 1.

Case 1

Suppose both n and m are not simultaneously even, i.e. at least one of them is odd. This

means that the part of v which is in U is already of order 4. As explained above in this case we

can always take m = 1, if necessary exchanging n and m. Then the level matching condition

(5.27) says that n = −1
2
α2 − smod4. Now, under the action of Eβ, with β = α − α′, the shift

v = 1
4
(1, n, α) goes over to v′ = 1

4
(1, n′, α′) with n′ = −1

2
α′2 − smod4. Thus, all the v’s of

the form 1
4
(1, n, α) for arbitrary α ∈ K and n satisfying level matching are in the same moduli

space.

Case 2

Suppose both m and n are even. Now the part of v in U is of order 1 or 2. This can happen

only when s+ α2

2
= 0 mod 4. By exchanging m and n if necessary we can always set (m,n) to

be equal to (0, 0) or (0, 2) or (2, 2). Since we are assuming that v is of order 4, we have that
1
2
α /∈ K. Let us again consider the transformation induced by Eβ, cf. eq. (5.29). Now there are

two possibilities:
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a) There exists a β ∈ K such that α · β is odd (this is not always the case, for example if K is

a direct sum of several A1’s such β does not exist). Since n and m
2
β2 are even and α · β is odd,

the new n′ is odd and therefore equal to ±1 mod 4. This means that we have moved to Case 1.

b) There is no β ∈ K such that α · β is odd. Although we cannot get to Case 1 at once, we can

still move among (m,n) = (0, 0), (0, 2), (2, 2). For example, suppose m = 0 and α · β = 2mod 4,

then 1
4
(0, n, α) → 1

4
(0, n + 2, α). If m = 2 and K admits a β such that α · β − β2 = 2mod 4

then we can get 1
4
(2, n, α) → 1

4
(2, n + 2, α− 2β). However this has to be studied case by case,

also allowing for generic products of T-duality and Wilson line translations. We have verified

that when β ∈ K with α · β ∈ 2Z+ 1 does not exist, even such generic transformations cannot

connect solutions 1
4
(m,n, α) in which both m and n are even, to solutions in which one of them

is odd. We expect this result to be valid when considering more general automorphisms. In any

event, the fact that we cannot go to Case 1 means that there exist shifts which are not in the

same moduli space.

Let us illustrate the above discussion with some examples.

1. I = U + A1, s = 17.

The generic shift is v = 1
4
(m,n,

√
2ℓ). It suffices to consider ℓ = 0, 1, 2, and the values of (m,n)

in the list (5.28). The level matching condition (5.27) is (nm + ℓ2) = −1mod 4. The solutions

are

v1 =
1

4
(1, 2,

√
2), v2 =

1

4
(1,−1, 0), v3 =

1

4
(1,−1, 2

√
2). (5.30)

All belong to Case 1. Thus, they are in the same moduli space. Moreover, v3 and v2 are

equivalent because they differ by a vector in I∗.

2. I = U + A3
1, s = 15.

With v = 1
4
(m,n,

√
2ℓ1,

√
2ℓ2,

√
2ℓ3), the level matching condition is (nm+ℓ21+ℓ22+ℓ23) = 1mod 4.

If n and m are both even, a solution is to take one of the ℓi = 1 and the remaining zero, say

α = (
√
2, 0, 0). Clearly we are in case 2b because there is no β ∈ A3

1 such that β · α is odd. The

statement is that by turning on discrete Wilson lines it is not possible to connect shifts with

at least one of n or m odd, e.g. v1 = 1
4
(1, 1, 0, 0, 0), to shifts with both n and m even such as

v2 =
1
4
(2, 2,

√
2, 0, 0).

The full automorphism group of I = U + A3
1 is generated by Weyl reflections about a

fundamental set of 2- and 4-roots found in [38]. In particular, T-duality is one such reflection

while Wilson line translations are products of even numbers of them. Looking at the fundamental

reflections in this example reveals that indeed it is not possible to connect a shift in which one

of m and n is odd, to another in which both are even.

3. I = U + E8, s = 10.

When α2 6= 4mod 8, level matching requires that at least one of n or m be odd. Therefore,

case 1 applies and the corresponding shifts are all connected to each other by turning on suitable

28



discrete Wilson lines that do not change I. In this situation we can take m = 1 and start from

v1 =
1

4
(1, 2, 0). (5.31)

Turning on A = −α/2, i.e. applying Eβ with β = −α, we can then obtain all shifts 1
4
(1, n, α),

n = 0,±1, 2, satisfying level matching. Notice that this also includes shifts 1
4
(1, 0, α2) with

α2 = 4mod 8.

The question is whether we can also connect shifts with both n and m even and α2 = 4mod 8

to v1 = 1
4
(1, 2, 0). From the analysis of case 2a we know that it is sufficient to find a β ∈ E8

such that α · β is odd. It is enough to consider α2 = 4 and α2 = 12, since larger values can

be reduced by substracting a vector in E8. For α2 = 4, we can take α = (07, 2), in shorthand

notation for the E8 vector (0, 0, 0, 0, 0, 0, 0, 2). This choice is unique up to transformations in

the Weyl group of E8. We can then pick β = ((1
2
)8), which satisfies α · β = 1 and hence can go

to 1
4
(1, 2, 0) as explained in case 2a. Similarly, for α2 = 12 we can take α = (04, (−1)3, 3). There

are several β’s fulfilling that α · β is odd. For instance, β = (1, 03, 1, 03) or ((1
2
)3, (−1

2
)2, (1

2
)3).

In conclusion, all the shifts for I = U +E8 are connected. It can be shown in detail that any

v complying with level matching can be transformed into the shift in eq. (5.31) by combining

elements of T (I).

4. I = U + E7, s = 11.

In this case it can be shown that all shifts can be connected to v1 = 1
4
(1, 1, 0). We skip the

details of the analysis, which is analogous to the preceeding one for I = U + E8.

5. I = U +D6, s = 12.

Level matching implies that at least one of n or m must be odd when α2 6= 0mod 8. The

corresponding shifts are then covered by case 1. They can all be connected to

v1 =
1

4
(1,−1, (12, 04)). (5.32)

Here we used that α = (12, 04),with α2 = 2, is unique modulo the Weyl group of SO(12). This

v1 is also connected to 1
4
(1, 0, α2) with α2 = 0mod 8.

We next study shifts with both (m,n) even, and α2 = 0mod 8. Requiring 1
2
α /∈ D6 to avoid

order 2, we can always find β such that α · β is odd. This is case 2a. For instance, from v1 in

eq. (5.32) we can reach 1
4
(m,n, (2, 14, 0)), with (m,n) = (0, 0), (2, 0), (2, 2), via transformations

in T (I). The upshot is that all shifts of order 4 are connected to v1.

Shifts for other lattices of the form I = U +K can be analyzed following the same procedure

as above. We will shortly discuss the resulting spectrum in some selected examples.

29



5.3.2 I ≃ U(2) +K

The moduli can again be taken to be a radius R and a (r − 2)-dimensional Wilson line A. The

components (ρ, pL; pR) of P ∈ I are now

ρ = γ + 4jA,

pL =

√
2

R

(
k

2
+ (R2 − 2A2)j − γ · A

)
,

pR =

√
2

R

(
k

2
− (R2 + 2A2)j − γ · A

)
,

(5.33)

with j, k ∈ Z, and γ ∈ K. The squared norm reads P 2 = 4jk + γ2.

It is useful to observe [44] that U(2) can be thought of as a sublattice of U by rescaling

the radius. Indeed, upon R → R′/
√
2 we see that U(2) is the sublattice of U defined by the

condition that quantized momenta are even numbers while the windings are arbitrary integers.

Of course one can also exchange winding and momenta.

Knowing P ∈ I in terms of moduli also allows to find equivalent forms of the lattice. For

an interesting example mentioned before, consider K = A7
1. Taking A = 0 and generic R yields

the direct sum I = U(2) + A7
1. Further special moduli points are

A = 1
2
√
2
(1, 1, 1, 1, 1, 1, 1), R = 1

2
, I = A1(−1) + A8

1,

A = 1
4
√
2
(1, 1, 1, 1, 1, 1, 1), R = 1

4
, I = A1(−1) + E8(2).

(5.34)

Therefore, U(2) + A7
1 ≃ A1(−1) + A8

1 ≃ A1(−1) + E8(2).

Other known isomorphisms involving U(2) are

U(2) + E8 ≃ U +D8; U(2) +D8 ≃ U +D4 +D4; U(2) +D4 +D4 ≃ U +D∗
8(2), (5.35)

where D∗
8 is the SO(16) weight lattice. These relations follow from uniqueness of even Lorentzian

lattices with prescribed discriminant form, as explained e.g. in [44]. By the same reasoning,

U(2) +D16 ≃ U +D8 +D8.

For future purposes we now give the explicit map from U +D8 to U(2) +E8. Starting with

eq. (5.24) we do a sequence of transformations on U +D8: similar to eq. (5.25) first turn on a

Wilson line A2 = β2/2, then exchange the resulting winding/momentum and then again turn

on another Wilson line A1 = β1/2. Choosing β1 = (2, 07) and β2 = (1
2

8
) we then obtain that

(j, k, γ) → (j′, k′, γ′) = (k − j − 1
2

∑
iγi,−2j′ − 2γ1, γ + j(1

2

8
) + j′(2, 07)). (5.36)

Since γ ∈ D8, γ1 is integer and
∑

iγi is even. Thus, j
′ is an arbitrary integer whereas k′ is even

and (j′, k′) just gives a generic vector of U(2). Moreover, it can be checked that γ′ spans the full

E8. We conclude that eq. (5.36) sends U +D8 into U(2) + E8. The above map is analogous to
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the map relating the E8 × E8 and the Spin(32)/Z2 heterotic theories in 9 dimensions [63–65].

When I ≃ U(2) + K, the automorphism group T (I) again includes exchange of winding

and quantized momentum, i.e. (j, k, γ) → (k, j, γ). of the Wilson line, but now we have to

distinguish whether the scalar product of two vectors in K is always even, as in K = E8(2), or

just an integer, as in K = D4 or a product of A1’s. In both cases the translation A → A + 1
4
β

induces the transformation

E (2)
β : (j, k, γ) →→ (j′, k′, γ′) = (j, k +

1

2
γ · β − 1

4
β2j, γ − jβ). (5.37)

For K = E8(2), its is enough to take β ∈ K. However, for other K’s, additional constraints are

needed to guarantee that k′ is an integer. First, setting j = 0 requires that γ · β be an even

integer which implies that β = 2β̃, with β̃ ∈ K∗. Recall that by hypothesis 2K∗ ⊂ K. Turning

on j, the extra term 1
4
β2j is integer provided 2β̃2 is even, which just amounts to β̃ ∈ K∗

e .

To examine the possible shifts v we set the Wilson line A to zero and consider

v =
1

4

(
α,

√
2
( n

2R
+mR

)
;
√
2
( n

2R
−mR

))
, (5.38)

where n,m are integers mod 4 and α ∈ K. As before we will use the shorthand notation

v = 1
4
(m,n, α). The level-matching condition (5.11) just translates into eq. (5.27), but with mn

replaced by 2mn. To classify the solutions we can again choose (m,n) to take values in the

list (5.28) and allow for exchanges of m and n. We also apply transformations E (2)
β , for some

judicious β. Below we discuss two examples.

1. I = U(2) + A1, s = 17.

In general, v = 1
4
(m,n,

√
2ℓ). The level-matching condition is solved by

v1 =
1

4
(1, 1,

√
2). (5.39)

Other solutions, e.g. with (m,n) = (1,−1) and/or ℓ = 3, differ from v1 by a vector in I∗.

2. I = U(2) + E8, s = 10.

Consider first α2 = 0mod 8. Level-matching leads tomn = ±1 and the two choices, with α fixed,

give shifts differing by an element of I∗. Other possibilities can be related by the transformation

E (2)
β , taking care that β ∈ 2E8, since in this example K∗ = K∗

e = K = E8. Concretely, choosing

m = n = 1, applying E (2)
β with β = −α and 2α ∈ E8, we then find that all 1

4
(1, 1, α) can be

obtained from

v1 =
1

4
(1, 1, (08)). (5.40)

However, there exist E8 elements with α2 = 8 but 2α /∈ E8 which cannot be obtained in the
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same fashion. In particular,

v2 =
1

4
(1, 1, (5

2
, 1
2

7
)) (5.41)

cannot be connected to v1. Level-matching is also satisfied with α2 = 4mod 8 and mn = 0mod 2

but one can check that the solutions can be connected to either v1 or v2. In summary, all shifts

verifying level-matching are obtained from v1 and v2.

It is also interesting to determine the possible shifts for the point (r, a, δ) = (10, 2, 0), but

starting with I ′ = U +D8, which is also a valid choice. In this case the shifts have the form in

eq. (5.26) and must fulfill the level-matching condition (5.27). The analysis has similarities with

that in the example I = U +E8 discussed before. In particular, all shifts 1
4
(1, n, α), n = 0,±1, 2,

which solve level-matching, can be connected to

v′1 =
1

4
(1, 2, (08)). (5.42)

However, now it is not true that shifts with both n and m even and α2 = 4mod 8 can also be

connected to v′1. The reason is that it is not guaranteed that there exists a β ∈ D8 such that α ·β
is odd. For example, for α = (2, 07) or α = (23, 05) there is no such β, while for α = (14, 04) there

are many. We find that the solutions that cannot be connected to v′1 can instead be obtained

from

v′2 =
1

4
(0, 0, (2, 07)). (5.43)

These results can be neatly matched with the previous ones for I = U(2)+E8. Indeed, applying

the map in eq. (5.36) it can be verified that the images of the shift vectors v′1 and v′2 in U +D8

precisely correspond to the shifts v2 and v1 in U(2) + E8.

5.4 Spectrum

We will now use the partition function to extract some generic features of the spectrum, focusing

on tachyonic and massless states. The discussion will be illustrated with some representative

examples.

For a given sector gm (with m = 0, 1, 2, 3), the masses for left and right movers can be

read off from the exponents of q and q̄, respectively, upon expanding the terms Zm,n in the

partition function constructed in subsection 5.2. The left components PL of the Γ = Γ(19,3)
lattice of momenta, as well as the oscillator numbers encoded in ϑ and η functions, contribute

to q exponents that give m2
L. Similarly, m2

R is determined by the q̄ exponents arising from right

PR momenta in Γ, right oscillators in ϑ̄ and η̄ functions, and the weights in vector V and spinor

classes Sp of SO(8). Besides, the level-matching condition m2
L = m2

R must be satisfied.

In each sector we further have to take into account how the involution acting on Γ restricts

the lattice momenta. As explained before, in the subsectors (1, g) and (1, g3), as well as (g2, g)

and (g2, g3), only momenta in the invariant lattice I are selected. In (g, gn) and (g3, gn), it

must be instead P ∈ I∗. In the remaining sectors general momenta P = (PN , PI) ∈ Γ are
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allowed. The projection onto orbifold invariant states is completed by summing over n (with

n = 0, 1, 2, 3) and keeping track of the P dependent phases. Since these phases depend on the

shift vector v, non equivalent shifts, in the sense of (5.23), will lead to different spectra.

We will first survey the untwisted and twisted sectors separately, focusing on generic fea-

tures. Two noteworthy results are that massless gauge vectors arise only in the untwisted sector

whereas tachyons emerge only in twisted sectors. Afterwards we will work out the spectrum of

tachyonic and massless states in examples with specific invariant lattice for s = 10, 15, 17, 4M ,

(M = 0, . . . , 4), which are representative values of s modulo 4. In each model we will contrast

inequivalent shifts satisfying the level-matching condition 2v2 + s
4
∈ Z. We will also provide the

specific w ∈ I∗/I satisfying

w2 = 1,
1

2
, 0,

3

2
, for s = 0, 1, 2, 3mod4, (5.44)

in agreement with (5.16).

5.4.1 Untwisted sector

The expressions for the masses and projections in the untwisted sector (m = 0) can be read

from the terms (5.6),(5.7) and (5.8) in the partition function. We find

m2
L =

1

2
P 2
L +NL − 1, m2

R =
1

2
p2 +

1

2
P 2
R +NR − 1

2
, (5.45)

where NL and NR are oscillator numbers. Since p2 ≥ 1 , for p ∈ V, Sp, it follows that there

are no untwisted tachyons. Notice also that massless states must have p2 = 1 with p ∈ V, Sp,

NR = 0, and PR = 0.

To implement the projection on invariant states we also need the phases and lattice momenta

in each (1, gn) subsector. From the partition function we find

(1, 1) : 1 P ∈ Γ,

(1, g) : e−2iπp·vfe2iπP ·v P ∈ I,

(1, g2) : e−2iπp·2vf e2iπP ·(2v+w) P ∈ Γ, (5.46)

(1, g3) : e2iπp·vfe−2iπP ·v P ∈ I,

where we used that p ·3vf = −p ·vf and P ·3v = −P ·v. For oscillators in the reflected directions

there is also an extra −1 in the the (1, g) and (1, g3) sectors, which can be seen for instance in

the q expansion of (η/ϑ2)
s
2 . Given the momenta and oscillator numbers of states satisfying level

matching we then consider the sum over n to see if they are allowed by the orbifold projection.

Below we discuss the case of massless states.

Let us first look at massless bosonic states. For right movers, we can have po = (±1, 0, 0, 0)

with e2iπpo·vf = −1, or pv = (0,±1, 0, 0) with e2iπpv·vf = 1, where underlining means to take all
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permutations. For left movers, for generic moduli, the only solution of m2
L = 0 is PL = 0 and

NL = 1. Among the 24 left oscillators in the light-cone, the 5 along space-time directions are

invariant under the orbifold action and will survive when combined with the right-moving pv to

give rise to the 7-dimensional graviton, dilaton, and Kalb-Ramond field, plus a “graviphoton”

leading to a U(1)R gauge group factor. There are also (19 − s) oscillators along the internal

invariant directions that survive when combined with pv to produce gauge vectors of U(1)19−s,

together with (19− s) scalars. Finally, there are additional scalars from the remaining s oscil-

lators along the reflected directions, which give invariant states when combined with po.

As explained above, for generic moduli the gauge group is U(1)19−s, excepting the U(1)R from

the graviphoton. For special moduli there can be additional massless vectors of an enhanced

gauge group. To elaborate on this we consider an invariant lattice of the form I ≃ U+K, where

K is an even lattice with signature (18− s, 0) and K∗/K = Za
2. For such I the momenta P ∈ I

are given in (5.24). We go to the special point in moduli space where the Wilson line is zero,

i.e. A = 0. At this point P ∈ I takes the form P = (γ, pL; pR), with γ ∈ K and

pL =

(
k

2R
+ jR

)
, pR =

(
k

2R
− jR

)
. (5.47)

In our conventions the self-dual radius is R = 1√
2
. In the following we will work at generic R,

unless it is otherwise stated.

In general, additional massless states must satisfy P 2
L = P 2

NL+P 2
IL = 2. To be more specific,

we assume first PN = 0. Hence, PI ∈ I and

P 2
L = γ2 +

(
k

2R
+ jR

)2
. (5.48)

For m2
R = 0 we are picking p = (0,±1, 0, 0), and it must be pR = 0 which implies k = j = 0 for

generic radius. At the self-dual radius, both pR = 0 and P 2
L = 2 are achieved with j = k = ±1

and the extra states enhance one of (19− s) U(1)’s to SU(2)U , associated to the U component

of the invariant lattice. Similarly, states with γ2 = 2 will enhance the remaining U(1)’s to some

group GK of rank (18− s), associated to the lattice K. Recall that in general K is a direct sum

of A1, SO(4N), E7 and E8 root lattices

To analyze the possibilities for GK in more detail we need to specify the shift v because

for P 6= 0 the invariant states are determined by the v-dependent phases given in (5.46). For

instance, all these phases are just 1 when v has no components along K directions, namely when

v = 1
4
(m,n, 0). The reason is that P · v = 0 for j = k = 0. Moreover, P · w ∈ Z since w ∈ I∗

and P ∈ I. Hence, all γ with γ2 = 2, i.e. all the roots of K, are allowed and GK is the group

whose Lie algebra is K, which we will also call K abusing notation. The conclusion is that

GK = U(1) ⊗ K when the invariant lattice is the direct sum I = U + K and v = 1
4
(m,n, 0).

On the contrary, when the shift vector v has a component along K, i.e. v = 1
4
(m,n, α), not

all roots of K give states invariant under the orbifold projection and the group will be broken.
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Concretely, in this case P · v = 1
4
γ · α which implies e8iπP ·v = 1 because γ · α ∈ Z since both α

and γ belong to the lattice K. Thus, depending on α there could be roots γ with P · v ∈ Z that

survive the orbiflod projection, whereas those roots with P · v /∈ Z are projected out.

Extra charged gauge vectors can also arise from momenta with components along reflected

directions, namely from P ∈ Γ but P /∈ I, which enter only in (1, 1) and (1, g2) sectors. For

instance, if PI = 0 then PN ∈ N and for special moduli in N there can be vectors with

P 2
NL = 2. These states are allowed by the orbifold projection, but due to the 1/4 factor in the

orbifold partition function, they will appear with a 1/2 multiplicity. Indeed, this is the correct

multiplicity because only states that are invariant under g remain in the spectrum. In other

words, since PN → −PN under g, the invariant combinations are |PN〉 + | − PN〉 and vertex

operators are of the form
1

2

(
eiP ·Y + e−iP ·Y ) (5.49)

with Y the coordinates along the normal lattice directions. Moreover, these invariant combi-

nations must include both charged and Cartan generators since all oscillators along the left

directions in N are projected out when combined with right-moving pv = (0,±1, 0, 0). More

generally, for special moduli of the I and N lattices, the gauge group could be enhanced when

both PN and PI are different from zero. Such situations are considered in the examples presented

later. For generic moduli, space-time vectors arising from PN 6= 0 will be massive.

We now turn to massless fermions. In this case p ∈ Sp and e2iπp·vf = ±i. For states with

P = 0 and NL = 1, from the phases in (5.46) we see that they are projected out, no matter if

the oscillators are along non-reflected directions or not. This means in particular that there are

no massless gravitini, consistent with absence of supersymmetry. For special moduli there could

be massless fermions if there are solutions of PR = 0, P 2
L = 2, and e2iπP ·(2v+w) = −1. In fact,

there always exist P ∈ Γ such that e2iπP ·(2v+w) = −1, as follows because otherwise (4v2 − w2)

would be even in contradiction with eqs. (5.11) and (5.19). Hence, there are two independent

combinations of states |PI , PN〉 and |PI ,−PN 〉 that are eigenstates of g with eigenvalues ±i

and therefore will couple to right-moving spinor weights to give space-time fermions. They are

generically massive but at special points in the moduli space can also be massless. We will

shortly consider some examples. Notice that these fermions are necessarily charged since they

have momenta along Γ.

5.4.2 Twisted sectors

Since the g- and g3-twisted sectors are analogous we will focus on the former. The generic

expressions for the masses are

m2
L =

1

2
(P + v)2L +NL − 1 +

s

16
,

m2
R =

1

2
(p+ vf)

2 +
1

2
(P + v)2R +NR − 1

2
+

1

8
,

(5.50)
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where P ∈ I∗ and NR, NL are oscillator numbers that can be half-integers. It is easy to see that

space-time vectors, which have p = (0,±1, 0, 0), will be massive. On the other hand, tachyons

could arise when NR = 0 and p = (−1, 0, 0, 0), so that (p + vf )
2 = 1

4
. However, level-matching

prevents tachyons when s ≥ 16. For s < 16 tachyons could still be avoided depending on the

shift v and the particular moduli. For instance, when I = U + K and v is given by (5.26),

tachyons would only be present for bounded values of the radius R. In the g-sector it can be

shown that all states with m2
L = m2

R are allowed by the orbifold projection, in other words, the

phases that appear in Z1,n are all equal to 1 once level-matching is imposed.

In the g2-sector the masses deduced from (5.15) are

m2
L =

1

2
(P + 2v + w)2L +NL − 1,

m2
R =

1

2
(p+ 2vf)

2 +
1

2
(P + 2v + w)2R +NR − 1

2
,

(5.51)

where now the oscillator numbers take only integer values. Notice that (p+ 2vf) belongs either

in the scalar class Sc or in the conjugate spinor class Sp′ of SO(8), since p ∈ V, Sp and 2vf ∈ V .

It is then evident that there will not be gauge vectors in this sector and that there are potential

tachyons coming from the Sc of SO(8).

We now analyze the possibilities for tachyons in the g2-sector in more detail. Taking the

ground state of the right movers to have (p + 2vf) = 0, and setting all the oscillator modes to

zero, leads to the level-matching constraint

m2
L −m2

R =
1

2
(P + 2v + w)2 − 1

2
= 0. (5.52)

A way to avoid tachyons would be to choose the shift v such that (2v + w) ∈ I, because then

(P +2v+w)2 would be even and level-matching could not be fulfilled. However, it can be shown

that (2v + w) cannot lie in I if the level-matching condition (5.10) holds. On the contrary, if

for some P ∈ Γ, (P +2v+w)2 = 1, we get a level-matched state with mass square proportional

to 1
2
(−1 + (P + 2v + w)2R). By, if necessary, moduli deformations corresponding to (s, 2) and

(19 − s, 1) boosts1 we can always go to a region in the moduli space where (P + 2v + w)2R < 1

resulting in a tachyonic state if it is also g-invariant. Let us then look at the action of g on this

state. Under g2, clearly the state is invariant since it is level-matched and the (g2, g2) sector is

obtained by T -transforming the (g2, 1) sector. This of course means that, after diagonalizing g,

the eigenvalues of g on this level-matched state can only be ±1. There are two cases:

1) PN = 0 and therefore PI ∈ I. In this case we can obtain the g−1-action from Z2,−1. Equiva-

lently, from (5.18) we read off the phase

e−2iπΦ = e−2iπ(v2+v·w− s−4
8

+P ·v), (5.53)

1In fact exactly at (P + 2v + w)2L = 1, the would be tachyon becomes massless and one might ask what
happens if one starts giving vev to it.
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taking into account that we are looking at a state with p + 2vf = 0. This phase (which is

necessarily ±1) will determine whether this state is g-invariant.

2) PN 6= 0. Now g|PN , PI + 2v + w〉 → | − PN , PI + 2v + w〉 up to some coefficients. Since the

trace of g over these two states is zero, and since the eigenvalues of g, as seen above, can only

be ±1, we conclude that one combination of these two states will have g eigenvalue +1 and the

other −1. Thus, there will be necessarily a g-invariant tachyonic state.

5.4.3 s = 17 example

There are two Nikulin points with s = 17. Here we consider (r, a, δ) = (3, 1, 1) and take the

invariant lattice to be the direct sum

I = U + A1. (5.54)

Depending on the starting choice of moduli for the self-dual lattice Γ = Γ(19,3) there are different

ways to obtain this invariant lattice by performing an adequate involution. For instance we can

start at

Γ ≃ Γ0 = U + E8 + Γ(10,2), (5.55)

where Γ(10,2) is even self-dual. The involution then acts on Γ(10,2) by reflecting all its left and

right directions, and on E8 by leaving an A1 sublattice invariant2. The lattice normal to I is

then given by

N = Γ(10,2) + E7. (5.56)

Another possibility is to start from

Γ ≃ Γ′
0 = U + Usd + Γ(17,1), (5.57)

where Γ(17,1) is even self-dual and Usd is the U lattice at the self-dual point, i.e. the lattice

vectors are those in (5.47) with R = 1√
2
. The involution now acts as a reflection of all left and

right directions in Γ(17,1), plus (pL, pR) → (pL,−pR) for the momenta in Usd. Notice that pR = 0

implies pL =
√
2k, which are the momenta in the A1 component of the invariant lattice. The

normal lattice is instead N = A1(−1) + Γ(17,1).

As discussed previously, a generic shift vector on I can be written as v = 1
4
(m,n,

√
2ℓ1) and

leads to the three representative solutions v1, v2, v3 presented in (5.30). Since v2 and v3 differ by

a weight in the A∗
1 lattice they will lead to the same spectrum. Therefore we will just concentrate

in v1 and v2 corresponding to (m,n, ℓ1) = (1, 2, 1), (1,−1, 0), respectively. We also choose the

vector w, introduced in (5.12), to be w = (
√
2
2
, 0; 0), namely, a fundamental weight in A∗

1/A1,

with w2 = 1
2
, as stated in (5.44).

We will now examine the spectrum in the untwisted and twisted sectors.

Gauge group and charged massless scalars

2The action on E8 vectors is |P1, . . . , P6, P7, P8〉 → | − P1, . . . ,−P6,−P8,−P7〉.
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Since the momenta in the A1 root lattice are γ =
√
2ℓ, with ℓ ∈ Z, we see from (5.48) that

P 2
L = 2 can occur for ℓ = ±1, and j = k = 0 (for generic R). These solutions would lead

to gauge vectors when combined with pv = (0,±1, 0, 0) and to massless scalars when combined

with po = (±1, 0, 0, 0). As occurs in general when the shift is purely along U , for v2 all the states

are allowed and there is a gauge factor U(1) × SU(2). On the other hand, for the shift v1 the

states are projected out because in the sectors (1, g) and (1, g3) the phases in (5.46) include eiπℓ.

Thus, for v1 the gauge factor is U(1)×U(1), where the first U(1) originates in the U lattice and

the second one in A1. Notice that due to the phase e2iπpo·vf = −1, charged scalars are projected

out for v2 whereas two massless scalars with opposite U(1) charge appear for the v1 shift.

Let us now search for gauge enhancements due to momenta with components along the N

lattice, which enter in (1, 1) and (1, g2) sectors where the lattice sum is over the full Γ. In the

case where we start from (5.55), and N = Γ(10,2)+E7, the right movers with pv can give massless

charged vectors when combined with P 2
L = 2 coming only from E7 roots. As explained before,

the states appear with multiplicity 1/2, meaning that the combinations invariant under g are

|PN〉 + | − PN〉. Besides, these invariant combinations must include both charged and Cartan

generators. Thus, out of the original 126 roots in E7 just 63 combinations are kept and an extra

SU(8) gauge factor emerges, for both shifts v1 and v2.

The counting of massless scalars proceeds in a similar manner. Now there are 63 states

coming from the anti-symmetric combinations of E7 roots that pick up a minus sign under g,

just like the 7 oscillators along the left reflected directions associated to E7. Under the SU(8)

gauge group the states transform in the 70-dimensional representation (rank-four antisymmetric

tensor). These states can then couple to the right-moving sector oscillators along T2 in a

g-invariant way. Thus, altogether there are two (one for each torus direction) massless scalars

in the 70 representation of SU(8).

It remains to examine the possibility of having both PI and PN not zero, thus PN ∈ N∗ and

PI ∈ I∗. With the lattices in (5.54) and (5.56), we can take the components of P = (PN , PI)

to be fundamental weights of E7 and A1 respectively, namely P = (w56,w2), with w2
56 =

3
2
and

w2
2 =

1
2
. Clearly P 2 = 2 and P · (2v+w) = 1

2
(ℓ1+1). Hence, combining with pv gives states that

are projected out for v2 whereas for v1 they will appear with multiplicity 1/2, meaning again

that we must form invariant combinations under the orbifold action. The upshot is that for v1
there are 56 extra states. Recall now that for v1, we had already found a factor U(1) from A1

with PN = 0, and a factor SU(8) from E7 with PI = 0. The extra 56 states, which transform

under U(1) and SU(8), indeed complete the adjoint of SO(16). Altogether the gauge group

for v1 is U(1) ⊗ SO(16), with the U(1) from the lattice U . Besides, for v1 there are massless

scalars that accommodate into two 128 spinor representations of SO(16). For v2 the full group

is U(1)⊗ SU(2)⊗ SU(8) and there are two massless scalars in the 70 representation of SU(8).

It is interesting to compare with the results obtained had we started with the decomposition

in (5.57), leading to N = A1(−1) + Γ(17,1). In this case there would be no enhancement from

PN 6= 0 as long as the moduli in the self-dual Γ(17,1) are generic. To see what can happen at a

special point, we take Γ(17,1) = Γ(9,1) + E8, where Γ(9,1) is even self-dual. At this point there will
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emerge an additional SO(16) from invariant combinations |PN〉 + | − PN〉, with PN one of the

240 roots of E8.

Massless fermions

As mentioned before, there exist massless fermions in the untwisted sector if e2iπP ·(2v+w) = −1

and P 2 = 2 (with PR = 0). In the example at hand we already know that P = (w56,w2) has

P 2 = 2 and P · (2v + w) = 1
2
(ℓ1 + 1). Thus, when ℓ1 = 0, i.e. for the shift v2, there are

massless fermions. Forming invariant combinations we see that they transform as (2, 28) under

the SU(2)⊗ SU(8) group found for the shift v2.

Tachyons

For s = 17 all states in the g-sector are massive. We then concentrate in the g2-sector, where

tachyonic states can appear if the level-matching condition (5.52) is fulfilled, and the states

happen to be invariant under the orbifold action. There are two possible cases, depending on

whether PN = 0 or not.

We first examine the situation when PN = 0 and therefore PI = (
√
2ℓ, pL; pR) ∈ I, with pL

and pR given in (5.47). It is easy to check that the values

(ℓ, j, k) = (−1, 0, 0), (−1,−1,−2) for v1,

(ℓ, j, k) = (0,−1, 0), (0, 0, 1) for v2, (5.58)

solve the constraint (5.52) and could lead to tachyons depending on the radius R. For instance,

replacing the values for the v1 shift in (5.51) we find that tachyons could appear for radius such

that (
√
2 − 1) < R < (

√
2 + 1). However, in all cases, the phase (5.53) in (g2, g) and (g2, g3)

turns out to be e−2iπΦ = −1. Hence, when adding the contributions from (g2, 1) and (g2, g2),

which have phase +1, possible tachyons with P ∈ I will be projected out.

We now turn to the case with PN 6= 0, in which tachyons will appear at specific moduli

points as argued before. For a concrete example, when N = E7 +Γ(10,2), we choose moduli such

that

Γ(10,2) = Γ(9,1) + Usd, (5.59)

where Γ(9,1) is even self-dual and Usd is the U lattice at the self-dual radius. We then take PN

to be purely along Usd, concretely PN = (07, 09, 1√
2
; 0, 1√

2
). We also choose PI = (

√
2ℓ, pL; pR),

where pL and pR are given in (5.47). Since P 2
N = 0, the same values of (ℓ, j, k) in (5.58) again

satisfy the level-matching condition (5.52). For the v1 shift we then find

m2
R = m2

L =
1

2

( 1

2R
+

1

2
R
)2

− 3

4
, (5.60)

which is negative for (
√
3− 1) <

√
2R < (

√
3 + 1). Similarly, for the shift v2

m2
R = m2

L =
1

2

( 1

4R
+

1

2
R
)2

− 1

2
, (5.61)
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which is negative in the range (2 −
√
2) < 2R < (2 +

√
2). Thus, for R in the above regions,

tachyons will appear from g-invariant combinations.

5.4.4 s = 4M examples

Let us first describe the invariant and normal lattices of the examples. They are obtained by

starting at a point in moduli space where

Γ ≃ Γ0 = U + Γ̂(18,2), Γ̂(18,2) = (D18;D2)[(Sp18;Sp2), (V8;V2)]. (5.62)

As explained in Appendix A, [(Sp18;Sp2), (V8;V2)] are glue vectors such that the even self-dual

Γ̂(18,2) consists of the correlated classes

(Sp18;Sp2) + (Sc18;Sc2) + (V18;V2) + (Sp′18;Sp
′
2). (5.63)

Now we define the Z2 involution on Γ to act only on Γ̂(18,2) by reflecting the 2 right-movers along

D2 as well as s directions along D18. The structure of the resulting invariant and normal lattices

can be understood from the decomposition under D18−s +Ds of the D18 classes, namely from

Sp18 = (Sp18−s, Sps) + (Sp′18−s, Sp
′
s),

Sc18 = (Sc18−s, Scs) + (V18−s, Vs),

V18 = (V18−s, Scs) + (Sc18−s, Vs),

Sp′18 = (Sp′18−s, Sps) + (Sp18−s, Sp
′
s).

(5.64)

In the invariant lattice we have to set the components along Ds and D2 to zero, which is

an element of the respective scalar classes. Thus, besides the inert U , I just descends from

(Sc18;Sc2) and only contains the scalar class, i.e. the root lattice, of D18−s. On the other

hand, in the normal lattice the components along D18−s must be set to zero. From eqs. (5.63)

and (5.64) we then read that N is (Ds;D2) with correlated classes (Scs;Sc2) and (Vs;V2),

or equivalently, with glue vectors [(Vs;V2)]. Summarizing, the resulting invariant and normal

lattices are

I = U +D18−s, N = (Ds;D2)[(Vs;V2)], (5.65)

where s = 4M , M = 0, 1, 2, 3, 4. The corresponding Nikulin point is (r, a, δ) = (20− 4M, 2, 1).

For s = 4M the level-matching condition (5.11) requires 2v2 ∈ Z and there are several

choices for the shift v, as discussed in section 5.3.1. We will limit ourselves to the simple choice

(m,n, α) = (0, 1, 0) so that

v =
1

4

(
0,

1

2R
;
1

2R

)
. (5.66)

For w ∈ I∗/I we select w = (

18−s︷ ︸︸ ︷
1, 0, . . . , 0, 0; 0), belonging to the vector class V18−s. Notice that

w2 = 1, in agreement with (5.44).
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Gauge group

In these examples the invariant lattice is of the form I = U +K, with K = D18−s. Since the

shift v has no components along K, the gauge group from P ∈ I is then U(1) ⊗ SO(36− 2s),

as follows from the general analysis in section 5.4.1.

To deduce the gauge factors arising from momenta with PN 6= 0, we need to find the

possibilities with P 2
L = P 2

IL + P 2
NL = 2, and PR = 0, which can be done by looking at the

classes in eq. (5.64). When PI = 0, it must be that PN ∈ N belongs either to (Scs;Sc2)

or to (Vs;V2), as explained before. Since PR = 0, necessarily PNL ∈ Scs and the solutions of

P 2
NL = 2 are the 2s(s− 1) non-trivial roots of Ds. Forming g-invariant combinations then gives

s(s − 1) states, which correspond to the adjoint of SO(s) ⊗ SO(s). When both PI and PN

are not zero, but again PR = 0, besides the scalar classes already considered, we are left with

PIL ∈ V18−s and PNL ∈ Vs. Together they give (36 − 2s)× (2s) additional solutions of P 2
L = 2,

and therefore s(36− 2s) g-invariant states, which can be thought to transform as vectors under

SO(s)⊗SO(36−2s). In fact, the total number of states, with both PN = 0 and PN 6= 0, turns out

to be
[
1
2
s(s− 1) + 1

2
(36− s)(35− s)

]
, which is precisely the dimension of SO(s)× SO(36− s).

The number of invariant vector states, and their transformation properties, indicate that the

full gauge group is U(1) ⊗ SO(36 − 4M) ⊗ SO(4M), adding the U(1) from the U lattice. As

mentioned in the general discussion, when moving along moduli space to generic moduli points

we expect that the normal lattice contributions become massive and the gauge group left will

be U(1)⊗ SO(36− 8M).

Massless fermions

Massless fermions are absent in these examples. The candidates with PIL ∈ V18−s and

PNL ∈ Vs are projected out because they have e2iπP ·(2v+w) = 1.

Tachyons

In the g-twisted sector there are generically tachyons, arising for instance from states with

NL = NR = 0 and p = (−1, 0, 0, 0), as seen from the masses given in (5.50). Further setting

P = (P18−s,
k
2R

+ jR; k
2R

− jR), with P18−s along the (18 − s) invariant directions, and taking

P18−s = 0, yields

m2
L = 1

2

((
k + 1

4

)
1
2R

+ jR
)2 − 4−M

4
, (5.67)

which can be negative for specific values of R when M < 4. Thus, tachyons will be present pro-

vided there is level-matchingm2
L = m2

R. Indeed, this condition has integer solutions j = 3−M
4k+1

∈ Z,

for each value of M , e.g. k = 0, j = 3−M .

Let us now inspect the g2-twisted sector. For P = (PN , PI) we take PN = (Ps;P2R) and

PI = (P18−s,
k
2R

+ jR; k
2R

− jR), where Ps and P2R are respectively along the s left and the two

right reflected directions, and P18−s was defined before. Recall that in the (g2, 1) and (g2, g2)

sectors P ∈ Γ, while P ∈ I in (g2, g) and (g2, g3). The level-matching condition (5.52) leads to

(k + 1
2
)j + 1

2
(P18−s + w)2 − 1

2
= −1

2
P 2
s + 1

2
P 2
2R, (5.68)
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which can be satisfied taking Ps = P2R = 0, P18−s = 0 or P18−s = (−1,±1, 0 . . . , 0), and j = 0.

This data implies m2
L = 1

2

(
(k + 1

2
) 1
2R

)2− 1
2
, therefore tachyons could appear for R > 1

4
. The

projection phase (5.53), present in (g2, g) and (g2, g3) sectors, turns out to be e−2iπΦ = −(−1)M ,

for j = 0. Hence, tachyons with P ∈ I are invariant for M even but will be projected out for

M odd.

Again, it is easy to see that tachyons appear when momenta have non vanishing components

along the normal lattice. For instance, since classes are correlated we can choose momenta

P18−s ∈ V18−s and Ps ∈ Vs. Now we can take (P18−s+w) = 0 but P 2
s = 1 and the level-matching

condition is still verified with j = 0 and P2R = 0. Thus, the same values as above for negative

masses are obtained. Since PN 6= 0, there will be necessarily g-invariant tachyonic states.

5.4.5 s = 10 example

In this example the invariant lattice is chosen to be

I = U + E8, (5.69)

corresponding to (r, a, δ) = (10, 0, 0). It can be reached starting from a moduli point where Γ

takes the form in eq. (5.55). The involution now acts by reflecting the 2 right-movers as well as

the s = 10 left directions along Γ(10,2). Thus, N = Γ(10,2). As shown in section 5.3.1, item 3, all

shifts of order 4 are connected to v given in (5.31), with (m,n, α) = (1, 2, 0). Besides, we can

set w = 0, according to eq. (5.44) since s = 2mod 4.

Gauge group

From the general analysis in section 5.4.1, we conclude that for P ∈ I, since the shift v has

no components along the K lattice, the gauge group is simply the one associated to the root

lattice of K, namely U(1)⊗E8. For generic moduli in N this will be the full group, but there are

extra factors for special moduli. For instance, since Γ(10,2) is even self-dual, there exist moduli

such that N = Usd + Usd + E8, where an additional U(1)2 ⊗ SO(16) will appear from normal

directions. The U(1) factors originate in the g-invariant combinations of charged vectors in Usd,

whereas the SO(16) comes from symmetrized charged E8 roots.

Tachyons

In the g-twisted sector tachyons arise for particular values of R. For instance, from eq. (5.50)

we find that states with P = 0, p = (−1, 0, 0, 0), and NL = NR = 0, are tachyonic when

(5− 2
√
6) < R2 < (5 + 2

√
6).

In the g2-twisted sector it is easy to see that tachyons appear when PN 6= 0. Otherwise,

for PN = 0 and PI = (γ, k
2R

+ jR; k
2R

− jR), γ ∈ E8, the level-matching condition (5.52)

has solutions with γ = 0 and (k, j) = (0, 0), (−2,−1). The resulting mass is negative for

(3 − 2
√
2) < R2 < (3 + 2

√
2). Tachyons will be present in this range of R, because the

projection phase (5.53) can be checked to be 1.
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5.4.6 s = 15 example

The invariant lattice is taken to be I = U + A3
1, corresponding to (r, a, δ) = (5, 3, 1). The shift

w can be chosen as a fundamental weight in each A1 component, thus w2 = 3
2
, in agreement

with eq. (5.44) for s = 3mod 4. From the general analysis we know that for a shift vector with

no components along K = A3
1, the resulting gauge group associated to I is U(1) × SU(2)3. A

possible such shift is v1 =
1
4
(1, 1, 0, 0, 0). As discussed in section 5.3.1, item 2, this v1 cannot be

connected by boosts to other allowed shifts such as v2 =
1
4
(2, 2,

√
2, 0, 0). We will not go into a

detailed analysis of the spectrum, which proceeds as in the previous examples.

6 Moving in the moduli space of orbifold theories

A remarkable feature of the Nikulin orbifolds that we have constructed is the existence of a web

of transitions between models with different (r, a, δ). The fundamental link is a decrease of s by

1, or equivalently an increase of r by 1, and it is realised through shuffling an A1 component in

the normal lattice N to the invariant lattice I. The question we would like to pose is: are all

the points in figure 1 connected in this way? Namely, starting from one point in the figure, can

one make a sequence of transitions to reach any other point?

The answer to this question turns out to be positive. We will first prove in subsection 6.1

that the partition functions of two models with s differing by one — through moving an A1

lattice from N to I — indeed agree. This follows our conformal field theory analysis of the

SU(2) flat connections in section 4. We will see that upon turning on particular moduli one

reaches one point or another. This corresponds to a motion between the Higgs and Coulomb

branches of the moduli space of the theory and will be analysed in detail.

In subsection 6.2 we will perform a systematic analysis of transitions between models. We

start from Γ(19,3) ≃ U3 +E2
8 and apply the Z2 involution such that one or both E8 factors are in

the normal lattice. We then shuffle the A1 components in the E8 lattice(s) from N to I. This

changes the value of s by −1 and so is referred to as an s-transition. The action of the orbifold

also applies to the U3 part and will play an important role in our analysis. However, the U3

components come for the ride and are not affected by the shuffling of the A1 factors. We will

end this subsection by working out explicit examples of transitions.

It turns out that all but four points in figure 1 can be constructed using the method in

subsection 6.2. The remaining four points correspond to the triples (10, 8, 0), (10, 10, 0), (14, 6, 0)

and (18, 4, 0). The triples (10, 8, 0) and (10, 10, 0) have E8(2) components in their normal and

invariant lattices. The E8(2) lattice is obtained by exchanging the two E8 factors. The triples

(14, 6, 0) and (18, 4, 0) have U(2)2 components in their normal lattice which is obtained by

starting from Γ(19,3) ≃ U2 + Γ(9,1) + E8 and defining the proper action of the Z2 involution on

the even self-dual lattice Γ(9,1). In subsection 6.3 we construct these four models and show how

they are reached by making s-transitions from other points.

We therefore conclude that all the 75 models are connected. This seems to suggest that these
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theories sit in a big moduli space where each triple (r, a, δ) and its associated moduli space form

a subspace of it. Furthermore, these subspaces are connected through s-transitions between

the models. There is however a caveat here: as discussed in subsection 5.3, there are particular

models for which not all the shift vectors can be connected through automorphisms of the lattice

— see case 2, part (b), in subsection 5.3.1. This therefore raises the question whether the big

moduli space is unique.

Let us consider the model with I = U + A3
1 which was studied in subsection 5.3.1. We

showed that there are two families of shift vectors in this theory which cannot be connected

through turning on a Wilson line. Furthermore, we showed that for this theory the two families

of shift vectors cannot be connected by any automorphism of the lattice which may in general

contain applying T-dualities and turning on any number of Wilson lines. At this point one

might conclude that the I = U+A3
1 model sits in two disconnected big moduli spaces associated

with the two families of the shift vectors. There is however yet another interesting aspect of

the I = U +A3
1 model: using the methods we develop in this section, we can make a transition

from this model to the theory with I = U + E7 and map the two disconnected families of

the shift vectors in I = U + A3
1 to the shift vectors in the I = U + E7 theory. In the latter

theory, however, all shift vectors are connected! (See item 4. in subsection 5.3.1). Therefore,

the disconnected families of shift vectors of I = U + A3
1 are connected through making the

s-transition to I = U + E7. This means that the existence of a unique big moduli space is still

conceivable: while in a particular subspace of it there may be regions which are disconnected

in that subspace, these regions are individually connected to another subspace within which

all theories are connected. Thus in this way the two families of the shift vectors are indeed

connected in the big moduli space.

This reasoning however applies only to one model. In order to draw a definite conclusion on

the existence of a unique big moduli space one needs to analyse all theories with disconnected

families of shift vectors. We plan to study this further in future work.

Table 1 summarises the invariant and normal lattices that we will construct in this section

for all the triples in figure 1. We stress that the lattices in this table are found at a particular

point in moduli space.

6.1 Changing s

To clarify the main idea let us first consider the (1, g) sector. In the partition function Z0,1,

given in eq. (5.7), we can identify separate contributions from non-compact bosons, fermions, the

lattice I and the lattice N . In the N contribution, denoted ZN(1, g), the lattice sum is absent

and only oscillator terms enter because the s left-moving and the two right-moving normal

directions are reflected. More precisely,

ZN(1, g) =

(
2η

ϑ2

)s
2
(
2η̄

ϑ̄2

)
=

(
2η

ϑ2

)s−1
2
(
2η̄

ϑ̄2

)
1

η

∑

P∈A1

q
1
2
P 2

e2πiP ·v1 , (6.1)
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# s (r, a, δ) I N

1 19 (1, 1, 1) A1(−1) U2 +A1 + E2
8

2

18

(2, 0, 0) U U2 + E2
8

3 (2, 2, 0) U(2) U(2) + U + E2
8

4 (2, 2, 1) A1(−1) +A1 A1(−1) +A1 + U + E2
8

5
17

(3, 1, 1) U +A1 U2 + E7 + E8

6 (3, 3, 1) U(2) +A1 U(2) + U + E7 + E8

7
16

(4, 2, 1) U +D2 U2 +D6 + E8

8 (4, 4, 1) U(2) +D2 U(2) + U +D6 + E8

9
15

(5, 3, 1) U +D2 +A1 U2 +D4 +A1 + E8

10 (5, 5, 1) U(2) +D2 +A1 U(2) + U +D4 +A1 + E8

11

14

(6, 2, 0) U +D4 U2 +D4 + E8

12 (6, 4, 0) U(2) +D4 U(2) + U +D4 + E8

13 (6, 4, 1) U +D2
2 U2 +D2

2 + E8

14 (6, 6, 1) U(2) +D2
2 U(2) + U +D2

2 + E8

15

13

(7, 3, 1) U +D4 +A1 U2 +D2 +A1 + E8

16 (7, 5, 1) U +D2
2 +A1 U2 +D2

2 + E7

17 (7, 7, 1) U(2) +D2
2 +A1 U(2) + U +D2

2 + E7

18

12

(8, 2, 1) U +D6 U2 +D2 + E8

19 (8, 4, 1) U +D2 +D4 U2 +D6 +D4

20 (8, 6, 1) U +D3
2 U2 +D6 +D2

2

21 (8, 8, 1) U(2) +D3
2 U(2) + U +D6 +D2

2

22

11

(9, 1, 1) U + E7 U2 +A1 + E8

23 (9, 3, 1) U +D6 +A1 U2 +D2 + E7

24 (9, 5, 1) U +D2 +D4 +A1 U2 +D6 +D2 +A1

25 (9, 7, 1) U +D3
2 +A1 U2 +D2

2 +D4 +A1

26 (9, 9, 1) U(2) +D3
2 +A1 U(2) + U +D2

2 +D4 +A1

27

10

(10, 0, 0) U + E8 U2 + E8

28 (10, 2, 0) U(2) + E8 U(2) + U + E8

29 (10, 2, 1) U + E7 +A1 U2 +A1 + E7

30 (10, 4, 0) U +D2
4 U2 +D2

4

31 (10, 4, 1) U +D2 +D6 U2 +D6 +D2

32 (10, 6, 0) U(2) +D2
4 U(2) + U +D2

4

33 (10, 6, 1) U +D2
2 +D4 U2 +D2

2 +D4

34 (10, 8, 0) U + E8(2) U2 + E8(2)

35 (10, 8, 1) U +D4
2 U2 +D4

2

36 (10, 10, 0) U(2) + E8(2) U(2) + U + E8(2)

37 (10, 10, 1) U(2) +D4
2 U(2) + U +D4

2

38

9

(11,1,1) U + E8 +A1 U2 + E7

39 (11,3,1) U +D2 + E7 U2 +D6 +A1

40 (11,5,1) U +D6 +D2 +A1 U2 +D2 +D4 +A1

41 (11,7,1) U +D2
2 +D4 +A1 U2 +D3

2 +A1

42 (11,9,1) U(2) +D2
2 +D4 +A1 U(2) + U +D3

2 +A1

43 (11,11,1) U(2) +A1 +D4
2 U(2) +A1(−1) +D4

2
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8

(12,2,1) U + E8 +D2 U2 +D6

45 (12,4,1) U(2) +D2 + E8 U(2) + U +D6

46 (12,6,1) U +D2
2 +D6 U2 +D3

2

47 (12,8,1) U(2) +D2
2 +D6 U(2) + U +D3

2

48 (12,10,1) U +A2
1 +D4

2 A2
1(−1) +D4

2

49

7

(13,3,1) U +D4 + E7 U2 +D4 +A1

50 (13,5,1) U +D2
2 + E7 U2 +D2

2 +A1

51 (13,7,1) U(2) +D6 +D4 +A1 U(2) + U +D2
2 +A1

52 (13,9,1) U +A2
1 +D2

2 +D4 +A1 A2
1(−1) +D3

2 +A1

53

6

(14,2,0) U +D4 + E8 U2 +D4

54 (14,4,0) U(2) +D4 + E8 U(2) + U +D4

55 (14,4,1) U +D2
6 U2 +D2

2

56 (14,6,0) U(2) +D8 +D4 U(2)2 +D4

57 (14,6,1) U(2) +D2
6 U(2) + U +D2

2

58 (14,8,1) U +A2
1 +D2

2 +D6 A2
1(−1) +D3

2

59

5

(15,3,1) U +D6 + E7 U2 +D2 +A1

60 (15,5,1) U(2) +D6 + E7 U(2) + U +D2 +A1

61 (15,7,1) U +A2
1 +D6 +D4 +A1 A2

1(−1) +D2
2 +A1

62

4

(16,2,1) U +D6 + E8 U2 +D2

63 (16,4,1) U(2) +D6 + E8 U(2) + U +D2

64 (16,6,1) U +A2
1 +D2

6 A2
1(−1) +D2

2

65

3

(17,1,1) U + E7 + E8 U2 +A1

66 (17,3,1) U(2) + E7 + E8 U(2) + U +A1

67 (17,5,1) U +A2
1 +D6 + E7 A2

1(−1) +D2 +A1

68

2

(18,0,0) U + E2
8 U2

69 (18,2,0) U(2) + E2
8 U(2) + U

70 (18,2,1) U +A1 + E7 + E8 U +A1(−1) +A1

71 (18,4,0) U(2) +D8 + E8 U(2)2

72 (18,4,1) U +A2
1 +D6 + E8 A2

1(−1) +D2

73
1

(19,1,1) U +A1 + E2
8 U +A1(−1)

74 (19,3,1) U +A2
1 + E7 + E8 A2

1(−1) +A1

75 0 (20,2,1) U +A2
1 + E2

8 A1(−1)2

Table 1: Summary of invariant and normal lattices corresponding to each point in Figure 1.

where v1 has components (v1L; v1R) = ( 1
2
√
2
; 0) and 2v21 =

1
4
. In the second equality we used the

identities (
2η

ϑ2

)1
2

=
1

q
1
24

∏
n

(1 + qn)
=

1

η

∑

n

qn
2

eiπn =
1

η

∑

P∈A1

q
1
2
P 2

e2πiP ·v1 . (6.2)

We also used the fact that P ∈ A1 means P =
√
2n. The main take from the second form of

ZN(1, g) in eq. (6.1) is that a decrease of s by 1 is accompanied by the emergence of a lattice
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sum over A1. In turn this lattice sum can be absorbed in the contribution of the invariant lattice

thereby increasing r by 1. The analysis further shows that if the mother theory characterized by

s has shift v, then the daughter theory with (s− 1) will have shift (v+ v1). A consistency check

is that 2(v+v1)
2+ s−1

4
= 2v2+ s

4
, implying that if the mother theory satisfies the level-matching

condition (5.11) so does its daughter.

So far we have argued that the partition functions of the mother and daughter theories do

match in the (1, g) sector. To match the full partition functions of the two theories, it will be

enough to consider the (1, g) and (1, g2) sectors since all other sectors are obtained by modular

transformations of these two sectors. Matching in the (1, g2) sector, however, is more involved

because we need to specify how an explicit A1 arises in the original lattice N . We will shortly

elaborate on this using particular examples in which we will also provide an interpretation of

the underlying physics.

As explained in section 5.3, the smallest value of r for which a shift v satisfying level matching

exists is r = 2, with two possibilities for a. We will first show how models with r ≥ (a + 2)

and δ = 1 can be obtained starting from (2, 0, 0). The models with r = a and/or δ = 0 will be

discussed later.

Let us now examine the transitions starting from (2, 0, 0). At this point we have I = U ,

whereas N is a generic even self-dual lattice3 Γ(18,2). We take N = Γ(10,2) +E8, but other choices

such as N = U +Γ(17,1) can also be made. The next step is to find an A1 inside N in order to go

from r = 2 to r = 3. The natural candidate in this example is an A1 inside E8. To proceed we

then decompose E8 in terms of E7 + A1. Vectors in the E8 lattice split as (R7, R1) + (F7, F1).

Here R7 and R1 denote the root lattices themselves, renamed for clarity, whereas F7 and F1

refer to weights in the conjugacy classes of 56 of E7 and 2 of A1 respectively.

In the r = 2 theory the partition function in the (1, g) sector can be written as

Z0,1 = Ẑ0,1

(
2η

ϑ2

)1
2

, (6.3)

where Ẑ0,1 represents the partition function of all the remaining CFT, i.e. non-compact bosons,

fermions, lattice I = U , and the remaining pieces Γ(10,2) and E7 in N . The I part includes the

dependence on the shift v, which is assumed to fulfill level matching 2v2+ s
4
∈ Z for s = 18. The

detailed form of Ẑ0,1, which can be read from (5.7), is not needed because it does not change in

our method to go from r = 2 to r = 3. The remaining term (2η/ϑ2)
1
2 is precisely the partition

function of the oscillator along A1, which being part of N , does not come with a lattice sum.

We now use the identity (6.2) to obtain

Z0,1 = Ẑ0,1 × 1

η

∑

P∈A1

q̄
1
2
P 2

e2πiP ·v1 . (6.4)

3We denote even self-dual lattices of signature (8j + d, d) by Γ(8j+d,d).
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Here v1 has right component zero and left component equal to half the fundamental weight of

A1, i.e. as before (v1L, v1R) = ( 1
2
√
2
, 0) and 2v21 = 1

4
. Equation (6.4) is exactly the partition

function for the (3, 1, 1) model where I = U +A1 and N = Γ(10,2) +E7. The new shift is v + v1.

As proven in general before (see below eq. (6.2)), since v satisfies level matching for s = 18 so

does v + v1 for s = 17.

We now look at the (1, g2) sector for (2, 0, 0). In this sector we must take into account the

decomposition of E8 ⊂ N in terms of E7 + A1 because the partition function Z0,2 effectively

involves a sum over N . We then write

Z0,2 = ẐR7
0,2 ×

1

η

∑

P∈R1

q
1
2
P 2

+ ẐF7
0,2 ×

1

η

∑

P∈F1

q
1
2
P 2

. (6.5)

Here ẐR7
0,2 is the partition function of all other degrees of freedom in the CFT, including the piece

from E7 in the class R7 that is correlated with the A1 class R1. Analogously, ẐF7
0,2 contains the

part from E7 in the class F7 correlated with the A1 class F1. Explicit expressions for ẐR7
0,2 and

ẐF7
0,2 are not necessary as they remain unchanged in the transition from r = 2 to r = 3. Note

also that for the (2, 0, 0) model w is trivial since I∗o is null for I = U — see above eq. (5.12).

In the (3, 1, 1) model with I = U +A1 and N = Γ(10,2) +E7, Z0,2 also includes sums over the

two classes in the weight lattice of A1, which are correlated with the two classes in the weight

lattice of E7. In fact, in (3, 1, 1) we have

Z0,2 = ẐR7
0,2 ×

1

η

∑

P∈R1

q
1
2
P 2

e2πiP ·(2v1+w1) + ẐF7
0,2 ×

1

η

∑

P∈F1

q
1
2
P 2

e2πiP ·(2v1+w1) (6.6)

where v1 was introduced before and w1 is defined as e2iπP
2
= e2iπP ·w1 for all P in the weight

lattice of A1. It follows that w1 is the fundamental weight of A1 and that 2v1 + w1 is a root

of A1. Therefore, e2πiP ·(2v1+w1) = 1 for all P in the weight lattice of A1. We thus conclude

that equations (6.5) and (6.6) are the same. This proves that in the (1, g2) sector the partition

functions of the (2, 0, 0) and (3, 1, 1) models are exactly equal.

After showing that the (2, 0, 0) model gives the same partition function as the (3, 1, 1) model

let us discuss the physical interpretation. In the (3, 1, 1) model, with I = U + A1, the A1 can

be realized by a left-moving boson denoted Y . The Kac-Moody currents are J3 = ∂Y and

J± = e±i
√
2Y . In this case g acts as Y → Y +2πv1, where the shift v1 has components v1L = 1

2
√
2

and v1R = 0. Thus, J3 → J3 and J± → −J± under g. The exactly marginal operators of the

theory are J3∂̄X̄3 and J±∂̄X̄1,2, where ∂̄X̄i are the right-moving bosons with i = 3 being the

direction in I and i = 1, 2 being the two right-moving directions in N that are reflected by g.

The theory also has U(1) massless gauge fields J3∂̄X̄
µ where µ refers to noncompact space-time

directions.4

There are two possible deformations that can be made at this point — see subsection 4.4 for

4In the −1 ghost picture the operators correspond to U(1) massless gauge fields J3ψ̄
µ as well as massless

scalars J3ψ̄
3 and J±ψ̄

1,2, where ψ̄ are right-moving fermions.
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related discussion. One possibility is to give a vev to J3∂̄X̄3. This deformation is along what

we call the Coulomb branch because it leaves the U(1) gauge symmetry unbroken. However,

this vev will make J±∂̄X̄1,2 massive. This is all part of the (3, 1, 1) moduli space. The second

possibility is to give a vev to e.g. (J++J−)∂̄X̄1. This will break the U(1) gauge symmetry and in

particular J3∂̄X̄3 will become massive. We say that this deformation is along the Higgs branch.

In order to solve the Higgs branch at arbitrary points it is convenient to use rebosonisation to

write (J+ + J−) = J ′
3; = ∂Y ′. On Y ′, g acts as reflection and we get to the moduli space of the

(2, 0, 0) model, where the A1 is part of the N lattice.

Note that in all the above discussion the details of the rest of the CFT did not play a role.

All we needed in the (2, 0, 0) model, was the appearance of an A1 point in the Higgs branch (the

moduli space of (18, 2) boosts in the N direction) so that there is a massless U(1) gauge field

and the corresponding scalar. Once that happens, we can give vev to the latter scalar. Some

of the Higgs branch fields become massive now and we end up with the moduli space of the

(3, 1, 1) model.

The procedure to go from (2, 0, 0) to (3, 1, 1) can be repeated to reach models with larger

value of r. For example, (4, 2, 1) can be obtained from (3, 1, 1), where I = U + A1 and

N = Γ(10,2) + E7, by decomposing E7 in terms of D6 +A′
1, where the prime is put to distinguish

from the A1 in the previous step. The two E7 classes decompose as R7 = (Sc6, R
′
1) + (Sp6, F

′
1)

and F7 = (V6, F
′
1) + (Sp′6, R

′
1). In the (1, g) sector we now split Ẑ0,1 in eq. (6.4) into an A′

1 piece

and the rest of the CFT and write

Ẑ0,1 = Ẑ ′
0,1

(
2η

ϑ2

)1
2

. (6.7)

This can be recast in the form of the (4, 2, 1) model as

Ẑ0,1 = Ẑ ′
0,1 ×

1

η

∑

P∈R′
1

q
1
2
P 2

e2πiP ·v2 (6.8)

where v2 is half the fundamental weight of A′
1. The total shift becomes v+v1+v2, which satisfies

the level matching condition for r = 4. Substituting back in eq. (6.4) yields

Z0,1 = Ẑ ′
0,1 ×

1

η2

∑

P∈D2

q
1
2
P 2

e2πiP ·(v1+v2) (6.9)

where we have used the fact that the root lattice of D2 is the scalar class Sc2 of SO(4), which

is the same as (R1, R
′
1). This is exactly the Z0,1 for the (4, 2, 1) model in which I = U +D2 and

N = Γ(10,2) +D6.
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In the (1, g2) sector, the ẐR7
0,2 and ẐF7

0,2 in eq. (6.6) become

ẐR7
0,2 = Ẑ ′Sc6

0,2 × 1

η

∑

P∈R′
1

q
1
2
P 2

e2πiP ·(2v2+w2) + Ẑ ′Sp6
0,2 × 1

η

∑

P∈F ′
1

q
1
2
P 2

e2πiP ·(2v2+w2)

ẐF7
0,2 = Ẑ ′Sp

′
6

0,2 × 1

η

∑

P∈R′
1

q
1
2
P 2

e2πiP ·(2v2+w2) + Ẑ ′V6

0,2 ×
1

η

∑

P∈F ′
1

q
1
2
P 2

e2πiP ·(2v2+w2)

(6.10)

Here w2 is the fundamental weight in A′
1. Substituting this in eq. (6.6) then gives

Z0,2 =
1

η2

[
Ẑ ′Sc6

0,2

∑

P∈Sc2

q
1
2
P 2

e2πiP ·(2(v1+v2)+(w1+w2)) + Ẑ ′Sp6
0,2

∑

P∈Sp2

q
1
2
P 2

e2πiP ·(2(v1+v2)+(w1+w2))

+ Ẑ ′V6

0,2

∑

P∈V2

q
1
2
P 2

e2πiP ·(2(v1+v2)+(w1+w2)) + Ẑ ′Sp
′
6

0,2

∑

P∈Sp′2

q
1
2
P 2

e2πiP ·(2(v1+v2)+(w1+w2))
] (6.11)

where we have used the decompositions Sc2 = (R′
1, R1), V2 = (F ′

1, F1), Sp2 = (F ′
1, R1) and

Sp′2 = (R′
1, F1) for the classes of D2 in A′

1+A1. Since w1 and w2 are fundamental weights of A1

and A′
1, for D2 now in I, it turns out that w = w1+w2 is in the V2 class, in agreement with our

general analysis for w when I = U +D4n+2 — see the discussion below eq. (5.12). Furthermore,

all the phases above are trivial since 2v1+w1 and 2v2+w2 are roots of A1 and A′
1. Hence, Z0,2 is

clearly unchanged except that eq. (6.11) is the expression corresponding to the (4, 2, 1) model.

Actually it is clear that at every step when we convert an A1 which is in the N directions,

to an A1 along I directions there will be additional contributions to v equal to half fundamental

and to w equal to the fundamental of the latter A1. Therefore this will automatically ensure the

level-matching condition (5.11) and the condition (5.19) on w. Moreover, 2v + w will be trivial

and the form of Z0,2 will remain unchanged.

So far we discussed connecting the first three points on the line r = a + 2 in Figure 1. We

can continue the procedure to obtain various models with I ≃ U + K for other values of r.

However, at first sight it is not clear whether all models can be connected. As one increases r,

the first question arises at the transition from r = 5 to r = 6. Concretely, we have to check

whether (6, 4, 1) and (6, 2, 0), with I ≃ U +D2 +D2 and I ≃ U +D4 respectively, can both be

reached starting from (5, 3, 1). It is clear that the first model can be obtained by taking the two

D2 = A1+A1 in two different E8 lattices in N = Γ(2,2)+E2
8 . This can be shown as outlined above.

For the second case where D4 is embedded in one E8, one might suspect that the above procedure

could fail for the following reason. In the decomposition D4 → A1+A1+A1+A1, the scalar class

Sc4 of D4 splits as (R1, R1, R1, R1)+ (F1, F1, F1, F1) . Of course Z0,2 will always work, as 2v+w

in each A1 factor is trivial. The problem would be with Z0,1 where from the point of view of

the (6, 2, 0) model the lattice sum must be in I which includes (R1, R1, R1, R1)+ (F1, F1, F1, F1)

in the D4 part decomposed in terms of A1 + A1 + A1 + A1. However, in the above procedure

for every A1 that we rebosonize only R1 contributes to Z0,1. Of course the solution is trivial.
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For our procedure of obtaining v, the part of v in D4, in the above decomposition, will be
1
2
(F1, F1, F1, F1), so the contribution of (F1, F1, F1, F1) to Z0,1 will vanish because for each A1 it

involves the Jacobi function ϑ1 that is identically zero.

In the above we did not do anything to U . In the whole process of changing s step by step,

U was a spectator. Thus, we can proceed in the same manner with models that contain U(2)

in their invariant lattice without touching U(2) — see table 1. Hence, it seems that all the

models in the U(2) series are also connected, except the one involving E8(2) that appears only

for r = 10 and that will be analyzed in subsection 6.3.

6.2 A systematic way of changing s in E8

Can all orbifold models associated with the triples (r, a, δ) in figure 1 be connected using the

method of shuffling A1 lattices? To answer this question we start with the even self-dual lattice

Γ(19,3) ≃ Γ0 = U3 + E2
8 . The idea is to focus on the E8 components inside Γ0. Since changing s

involves shuffling A1’s, it is best to decompose E8 in terms of A8
1. The form of E8 vectors in the

A8
1 basis can be deduced in steps starting from the decompositions of E8 under D4 +D4 with

standard correlated conjugacy classes, namely

(Sc4, Sc4) + (V4, V4) + (Sp4, Sp4) + (Sp′4, Sp
′
4) . (6.12)

Next each D4 lattice is decomposed into D2 +D2 with correlated classes

Sc4 = (Sc2, Sc2) + (V2, V2) , V4 = (Sc2, V2) + (V2, Sc2) ,

Sp4 = (Sp2, Sp2) + (Sp′2, Sp
′
2) , Sp′4 = (Sp2, Sp

′
2) + (Sp2, Sp

′
2) . (6.13)

Finally, the D2 lattice is decomposed into A1 + A1 with correlations

Sc2 = (R,R), V2 = (F, F ), Sp2 = (R,F ), Sp′2 = (F,R) , (6.14)

where R and F are the root lattice and the fundamental class of A1 (we are dropping a subscript 1

to simplify expressions). The end result is that the groupings of classes are such that the number

of F ’s is multiple of 4, as required also by the fact that E8 is even. More precisely, there is one

each of R8 and F 8, plus 14 possible orderings of R4F 4. The latter are such that in any two

groupings there is an even number of F overlaps, also needed because E8 is integral. One can

also check that the total number of vectors with length square 2 is 240, equal to the number of

E8 roots.

Moving A1’s from normal to invariant directions is straightforward in terms of the decom-

position under A8
1. Suppose that we start from a model where all the directions of one E8, say

the first, are reflected. Then I1 coming from this E8 is null and N1 = E8. By moving one A1 of

this normal lattice to invariant directions we land at I1 = A1 and N1 = E7, which can be seen

by decomposing E7 in terms of A7
1. Besides, the contribution to a from this E8, denoted a1, is
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1. Thus, after the decrease ∆s1 = −1 we have data (I1, N1, a1) = (A1, E7, 1). We can further

move two and three A1’s in a similar way. If we move four A1’s to invariant directions there

are two possiblities depending on the relative positions. Moving s1 A1’s is the same as moving

(8 − s1) A1’s but exchanging I1 and N1 with a1 remaining unchanged. The results are shown

in table 2. The second column in this table can also be understood as giving the corresponding

invariant and normal lattices of the possible Z2 automorphisms of E8. Indeed, the results can

be obtained applying the same theorem [32] that produces Figure 1.

∆s1 (I1, N1, a1)

0 (null, E8, 0)

−1 (A1, E7, 1)

−2 (A2
1, D6, 2)

−3 (A3
1, A1 +D4, 3)

−4 (A4
1, A

4
1, 4)

−4 (D4, D4, 2)

−5 (A1 +D4, A
3
1, 3)

−6 (D6, A
2
1, 2)

−7 (E7, A1, 1)

−8 (E8, null, 0)

Table 2: Invariant and normal lattices obtained from moving A1’s in E8.

The same analysis works for the second E8 and yields (I2, N2, a2) as in table 2. Suppose we

start from the (2, 0, 0) model with I = U and N = U + E2
8 . Using the transitions in table 2

in the two E8’s we obtain models with I = U + K = U + I1 + I2 up to a maximum value of

a = 8. These models are located inside the dashed blue lines in figure 2. There are 41 points

inside this region and all but 5 of them are connected in this way. The 5 points are: (6, 4, 0),

(10, 2, 0), (10, 6, 0), (10, 8, 0) and (14, 4, 0) and are denoted by blue circles in the figure. Except

for (10, 8, 0), the remaining four points can be reached from I = U(2) and N = U(2) + U +E2
8 .

Note that the (10, 2, 0) model has I ≃ U(2) + E8 ≃ U +D8 and can be obtained by replacing

E2
8 in Γ(19,3) by the Spin(32)/Z2 lattice.

Larger values of a (i.e. a > 8) can be obtained by changing the action of the Z2 involution

on the U3 block in Γ(19,3). The contribution from this block to I and N lattices are denoted as I3
and N3, of signature (3−s3, 1) and (s3, 2), respectively. In the previous paragraph we considered

an involution that reflects two of the U factors and hence obtained I3 = U , N3 = U2, s3 = 2

and a3 = 0. Higher values of a3 may be obtained by exchanging two U ’s which yields a U(2)

component in both I3 and N3. Another possibility is to take the U lattice at the SU(2) point,

i.e. (A1;A1)[(F1;F1)], and reflect only the left or the right part of it. Combining these actions

we find that (I3, N3, a3) are of the form given in table 3 (recall that U(2)+A1 ≃ A1(−1)+A2
1).

Suppose we take I3 = U(2) and start from I = U(2) and N = U(2) + U + E2
8 . Moving the

A1 components in the two E8’s we connect to models with a maximum value of a = 10. These
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a

δ = 1
δ = 0

Figure 2: Starting from the (2, 0, 0) model and shuffling A1 lattices in the two E8 components
of Γ(19,3) ≃ Γ0 = U3 + E2

8 as in table 2, we connect to models with I = U + K and a ≤ 8.
These models are located inside the dashed blue lines. Five points depicted as blue circles are
not obtained in this way. Starting from (2, 2, 0) model and moving the A1 lattices we connect
to models with I = U(2) +K and a ≤ 10 located inside the dotted red lines. The red dots and
circles in this region may not be obtained in this way.

s3 (I3, N3, a3)

3 (A1(−1), U2 + A1, 1)

2 (U, U2, 0), (A1(−1) + A1, A1(−1) + A1 + U, 2), (U(2), U(2) + U, 2)

1 (U + A1, U + A1(−1), 1), (U(2) + A1, U(2) + A1(−1), 3)

0 (U + A2
1, A

2
1(−1), 2)

Table 3: Invariant and normal lattices embedded in U3.

models are located inside the region surrounded by dotted red lines in figure 2. There are again

some models inside this domain which may not be obtained in this way and are denoted by red

dots and circles in the figure. Some of them may be reached from other choices of I3 in table 3.

The remaining possible forms of the I3 lattice yield similar domains as the ones shown in figure

2 but with values of r shifted. We will not go through all the details here but only emphasise

the important results. It turns out that all but four models (r, a, δ) in figure 2 have invariant

and normal lattices that can be written as I = I1+ I2+ I3, N = N1+N2+N3, a = a1+a2+a3,

where (I3, N3, a3) are given in table 3 and (I1, N1, a1) and (I2, N2, a2) are given in table 2. We

have collected the list of I and N lattices which are constructed in this way in table 1.

The four exceptions are the entries 34, 36, 56 and 71 in the table. The former two have E8(2)

components in their I and N lattices and the latter two have U(2)2 components in their normal

lattice. As such, they cannot be constructed using the method developed in this subsection.

We will construct these four models in subsection 6.3 and show how they are connected to the

models we constructed here.

53



So far we have shown that the models inside each I3 domain are connected to each other

through moving the A1 components in E2
8 .

5 There are seven such domains corresponding to the

entries in table 3. Are the different I3 domains connected to each other? The answer is yes. This

is because there are common triples in the overlap of any two domains. Consider two domains

I3 and I ′3. The models located in the overlap of these two domains may be described in two

ways: I ≃ I3 +K ≃ I ′3 +K ′ where the two descriptions are related by a boost transformation

in SO(r − 1, 1). The former description is connected to the I3 domain. Upon performing a

boost transformation we obtain the latter description which is connected to all points in the I ′3
domain. Therefore the two domains are indeed connected to each other.

As an example consider the two domains with I3 = U and I ′3 = U(2) in figure 2. Start from

the triple (6, 6, 1) with I = U(2) +A3
1 +A1 and N = U(2) +U +A1 +D4 +E7. In the invariant

lattice the A3
1 components come from the same D4 whereas the remaining A1 has been moved

from a different D4. Upon moving the remaining A1 in the former D4, we make a transition to

the triple (7, 5, 1) with I = U(2) + D4 + A1 and N = U(2) + U + D4 + E7. Next we make a

boost transformation in SO(6, 1) to obtain I = U +D2
2 + A1. The associated normal lattice is

N = U2 +D2
2 +E7. We can now use A1 shifts to reach other points within the I3 = U domain.

We end this subsection by providing an explicit example of making transitions between

models in oder to explain the ideas and the method developed so far.

6.2.1 Example: transitions from (12, 8, 1)

This example serves to illustrate transitions from the r = (a + 4) line in figure 1. We begin

by describing the invariant and normal lattices corresponding to a Z2 involution acting on

Γ(19,3) ≃ Γ0 = U3 + E2
8 , now with the second and third U ’s at the SU(2) point. Under Z2 the

first U is untouched, while in the second and third only the right part is reflected. Thus, from

U3 there is a contribution I3 = U + A2
1 to I and N3 = A1(−1)2 to N , with A2

1 classes in I∗

correlated with A2
1(−1) classes in N∗. The action on E2

8 is defined below.

One of the E8 lattices, say the first, is decomposed as D4 + D4, with standard correlated

conjugacy classes, see eq. (6.12). We then reflect one D4 to obtain further contributions I ⊃ D4

and N ⊃ D4, with their classes correlated in I∗ and N∗. The second E8 is also decomposed

under D4 +D4 but we resort to triality in one factor to exchange V4 and Sp4. The classes are

then correlated as

(Sc4, Sc4) + (V4, Sp4) + (Sp4, V4) + (Sp′4, Sp
′
4). (6.15)

In this second E8 we then split each D4 factor as D2 +D2, each with correlations given in eq.

(6.13), and then reflect one D2 from each of the D4 factors. As explained before, the invariant

piece from the second E8 must be D2 +D2 = A4
1. Moreover, the normal piece from the second

E8 will also be D2+D2. The conjugacy classes of I∗ and N∗ will be correlated according to the

decompositions made in the process.

5Recall that the asymmetric orbifold construction may not be realised for the triples (1, 1, 1) and (2, 2, 1) —
see the discussion at the beginning of section 5.3.
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All in all, we find I = U +A2
1 +D4 +D2

2, N = A1(−1)2 +D4 +D2
2 with definite correlations

between I∗ and N∗ classes. While the correlation of the classes of A1(−1) with A1 and D4 with

D4 is standard, the correlation of classes of D2
2 of N with D2

2 of I, which is a bit non-standard,

is given by

(D∗
2/D2, D

∗
2/D2;D

∗
2/D2, D

∗
2/D2) (6.16)

= (Sc2, Sc2;Sc2, Sc2) + (V2, Sc2;V2, Sc2) + (Sc2, V2;Sc2, V2) + (V2, V2;V2, V2)

+ (Sc2, Sp2;V2, Sp2) + (V2, Sp2;Sc2, Sp2) + (Sc2, Sp
′
2;V2, Sp

′
2) + (V2, Sp

′
2;Sc2, Sp

′
2)

+ (Sp2, Sc2;Sp2, V2) + (Sp′2, Sc2;Sp
′
2, V2) + (Sp2, V2;Sp2, Sc2) + (Sp′2, V2;Sp

′
2, Sc2)

+ (Sp2, Sp2;Sp
′
2, Sp

′
2) + (Sp′2, Sp2;Sp2, Sp

′
2) + (Sp2, Sp

′
2;Sp

′
2, Sp2) + (Sp′2, Sp

′
2;Sp2, Sp2).

where we used the ordering (N∗/N ; I∗/I).

Now we can take one of the A1 in N (it could be either from D2
2 or an A1 inside D4) and

rebosonize it so that it becomes part of I with a shift equal to half the fundamental in that A1.

To find the new I, we need to figure out how the fundamental of that A1 that we have picked

in N is correlated to the rest of the conjugacy classes.

First consider A1 in one of the D2 in N and decompose that D2 in terms of A2
1. Under A2

1

the various conjugacy classes of D∗
2/D2 are given in eq. (6.14). Finally we move the second A1

to I. Then the right hand side of eq. (6.16) becomes

(Sc2, R;R, Sc2, Sc2) + (V2, R;R, V2, Sc2) + (Sc2, F ;F, Sc2, V2) + (V2, F ;F, V2, V2) (6.17)

+ (Sc2, R;F, V2, Sp2) + (V2, R;F, Sc2, Sp2) + (Sc2, F ;R, V2, Sp
′
2) + (V2, F ;R, Sc2, Sp

′
2)

+ (Sp2, R;R, Sp2, V2) + (Sp′2, R;R, Sp′2, V2) + (Sp2, F ;F, Sp2, Sc2) + (Sp′2, F ;F, Sp′2, Sc2)

+ (Sp2, R;F, Sp′2, Sp
′
2) + (Sp′2, R;F, Sp2, Sp

′
2) + (Sp2, F ;R, Sp′2, Sp2) + (Sp′2, F ;R, Sp2, Sp2) .

In the above we have moved the second A1 to the right of the semicolon because we have

rebosonized that A1 so that it is along the new I directions. The new invariant piece from

the second E8 will be obtained by taking all the vectors that have zero entry on the left of

the semicolon which means that the left of the semicolon must be (Sc2, R). Hence, this new

invariant piece will be (R, Sc2, Sc2)+ (F, V2, Sp2). Note that the first class is just A1+D2+D2,

while the second one admits 16 vectors of square length 2. Thus, the two terms altogether give

31 vectors of square length 2, which are actually the roots of D4 + A1. This can be seen by

writing the last D2 in A1 + D2 + D2 as A1 + A1, and noting that Sp2 is neutral with respect

to the second A1. Combining all the remaining parts of I we find that the new full invariant

lattice is I ′ = U + A3
1 +D2

4, which corresponds to the (13, 7, 1) model. The new normal lattice

is N ′ = A1(−1)2 +D4 +D2 + A1.

What if we had moved an A1 inside N from the first E8, namely from D4 which we write as
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D2 + A1 + A1 ? The E8 conjugacy classes before rebosonizing an A1 are

(Sc2, R, R;Sc4) + (V2, F, F ;Sc4) + (Sc2, F, F ;V4) + (V2, R, R;V4)

+ (Sp2, R, F ;Sp4) + (Sp′2, F, R;Sp4) + (Sp′2, R, F ;Sp′4) + (Sp2, F, R;Sp′4). (6.18)

Next we move the second A1 to the I direction which means moving the semicolon one place

to the left. The new I ′ can come only from states that have zero in the first two entries, i.e.

they must be (Sc2, R) in the normal direction. Thus, the invariant piece coming from this E8

will be A1 +D4. Combining with the remaining parts of I we get I ′ = U + A3
1 +D4 +D2

2 and

N ′ = A1(−1)2 +D2
2 + A1 +D2, which give the (13, 9, 1) model. Hence, the end point depends

on which A1 is moved from N to I.

We can continue the procedure. For instance, suppose we move two A1’s, one from the first

E8 and another from the second E8. The new invariant lattice can be found combining the

results in the above paragraphs for the 2 E8’s, together with U + A2
1. In this way we obtain

I ′ = U+A2
1+(A1+D4)+(A1+D4), which gives the (14, 8, 1) model with N ′ = A1(−1)2+A2

1+D2
2.

6.3 The remaining triples

In the previous subsections we developed a method for making transitions between orbifold

models. We started from Γ(19,3) ≃ Γ0 = U3 + E2
8 , defined the action of the Z2 involution to

obtain I and N , and moved A1 components from the N to I to change the value of s. We

observed that there are four triples in figure 1 which cannot be constructed in this way. These

points are (10, 8, 0), (10, 10, 0), (14, 6, 0) and (18, 4, 0). Triples (10, 8, 0) and (10, 10, 0) contain

E8(2) in their I and N lattices which is obtained by exchanging the two E8’s. Triples (14, 6, 0)

and (18, 4, 0) have U(2)2 in N which cannot not be obtained from the involutions of the U3 block

as can be seen in table 3. In this subsection we construct these four models and show how to

connect to them by making s-transitions from other points inside the I3 domains. We therefore

conclude that all the 75 triples in figure 1 are connected to each other through s-transitions.

6.3.1 (10, 8, 0)

For the theory with (r, a, δ) = (9, 9, 1), the invariant lattice is generically I ≃ U(2) + A7
1. As

shown in eq. (5.34) there is a point in moduli space where I = A1(−1) +E8(2), which happens

to be more convenient to start to survey possible transitions. This point can also be obtained

directly from Γ(19,3) ≃ Γ(2,2)+U+E2
8 , taking the Z2 involution to act by reflecting Γ(2,2), exchanging

the two E8’s, and reflecting the left part of U at the SU(2) point, i.e. at the self-dual radius.

In this case N = Γ(2,2) + A1 + E8(2). Besides, the conjugacy classes of I∗/I and N∗/N are

correlated between A1(−1)∗/A1(−1) and A∗
1/A1, as well as between the E8(2)

∗/E8(2)’s in I and

N . Now, in the A1 appearing in N we can rebosonize J1 → J ′
3 as discussed in subsection 6.1.

The result is that the A1 of N will move to I and since the A1(−1)∗/A1(−1) and A∗
1/A1 classes

were correlated, the new I will be U + E8(2) which is the (10, 8, 0) model.
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Instead of using this procedure on the A1 of N , we could have taken Γ(2,2) = U + U , with

one of the U ’s at the SU(2) point. We could then perform the rebosonization of the J1 current

on the left-moving A1 of this U so that it becomes part of I. However, now the classes of

this left-moving A1 is not correlated with the already existing A1(−1) in I. Therefore, after

this transition, I = A1(−1) + A1 + E8(2) and we arrive at the (10, 10, 1) model, since this I is

equivalent to U(2) + A8
1. Indeed, U(2) + A7

1 + A1 ≃ A1(−1) + E8(2) + A1.

6.3.2 (10, 10, 0)

With our prescribed method of turning an A1 lattice in the normal direction to the invariant

direction, it is not obvious how we can connect the point (10, 10, 0) with I = U(2) + E8(2), to

another point with r = 9. However, we can try to connect it to a point with r = 11. Let us

then start from (11, 11, 1) and take I = U(2) + A1 + D4
2. This can be realized starting from

the self dual lattice Γ(19,3) ≃ U3 + E2
8 , and writing each E8 as D2

4 with conjugacy classes given

in eq. (6.15) (observe that we have used triality in one D4 to exchange V4 and Sp4). We then

split each D4 factor as D2 +D2, each with correlations given in eq. (6.13). The involution acts

by reflection of one D2 factor in each D4, exchange of the first two U ’s, and reflection of the

right movers in the third U at the SU(2) point. This gives the desired I = U(2) + A1 + D4
2,

and N = U(2) + A1(−1) +D4
2, with correlated classes implied by the defining involution. This

result follows because in I each of the reflected D2 lattice vectors must be set to zero, which is

an element of Sc2. Thus, from eqs. (6.15) and (6.13) we see that the invariant piece from each

E8 can only come from (Sc4, Sc4) and must be D2 +D2 = A4
1.

As discussed in subsection 5.3.2, it can be shown that I = U(2) + A9
1 is in the same moduli

space as I = A1(−1) + A2
1 + E8(2) — see eq. (5.34). In fact, A1(−1) + A2

1 ≃ U(2) + A1. Thus,

we conclude that I = U(2)+A9
1 is equivalent to I = U(2)+A1+E8(2). We now use the method

of rebosonization on the A1 factor of the latter and convert it to an A1 in the normal direction.

Note that we are increasing s by one unit and therefore this method will work only if the shift

vector v of the (11, 11, 1) model has a part in this A1 equal to half the fundamental. After this

transition we attain I = U(2) + E8(2), which is indeed the (10, 10, 0) model.

Note that we could have used the method of transition one step earlier, namely taking

I = A1(−1) +A2
1 +E8(2). If there is a part of the shift equal to half the fundamental in one of

the A1 factors, we could convert it into an N direction resulting in I = A1(−1) + A1 + E8(2)

which is the (10, 10, 1) model. Thus, even though we were not able to go from r = 9 directly

to (10, 10, 0), we could go from (9, 9, 1) to (10, 10, 1) as described in subsection 6.3.2. Then,

inverting the process just described, we could go to the (11, 11, 1) model, and then as explained

in the previous paragraph we can transition to the (10, 10, 0) model.

Note that while moving from s to (s − 1) we do not have to worry about the shift vector:

the A1 which moves from N to I automatically comes with a consistent shift. However, when

we move from s to s + 1, an A1 must move from I to N , and that is possible only if the shift

vector has a component along this A1 which is equal to half the fundamental.
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6.3.3 (18, 4, 0)

Let us start with Γ(19,3) ≃ U2 + Γ(9,1) + E8 where Γ(9,1) is an even self-dual lattice. We

will choose a particular point in the moduli space of Γ(9,1) such that it can be expressed as

(D9;D1)[(V9;V1), (Sp9;Sp1)] with correlated classes (Sc9;Sc1), (V9;V1), (Sp9;Sp1) and (Sp′9;Sp
′
1).

Furthermore we decompose D9 in terms of (D8, D1). Various conjugacy classes in this decompo-

sition are Sc9 = (Sc8, Sc1)+(V8, V1), V9 = (Sc8, V1)+(V8, Sc1), Sp9 = (Sp8, Sp1)+(Sp′8, Sp
′
1) and

Sp′9 = (Sp8, Sp
′
1) + (Sp′8, Sp1). Thus Γ(9,1) at this point can be expressed in the decomposition

(D8, D1;D1) as

Γ(9,1) = (Sc8, Sc1;Sc1) + (V8, V1;Sc1) + (Sc8, V1;V1) + (V8, Sc1;V1) + (6.19)

+ (Sp8, Sp1;Sp1) + (Sp′8, Sp
′
1, Sp1) + (Sp8, Sp

′
1;Sp

′
1)+, (Sp′8, Sp1;Sp

′
1) .

The involution in Γ(19,3) we take to be exchange of two U ’s and reflection along the D1(−1) and

D1 directions in Γ(9,1). The contribution to I and N coming from the exchange of two U ’s is

U(2) for each lattice. The contribution to I coming from the reflection in Γ(9,1) is obtained

by setting momenta along D1(−1) and D1 directions to zero and as a result, it is just scalar

class of D8 — see eq. (6.19). The normal lattice is obtained by setting the momenta along the

directions of D8 to zero and hence, the contribution to N from this part is (Sc1;Sc1) + (V1;V1).

This is indeed the U(2) lattice as can be seen by setting R = 1/
√
2 in (5.33) and observing that

the lattice has the from (pL; pR) = (k +w, k −w) where the two entries are either both even or

both odd, i.e. it is the lattice (D1;D1)[(V1, V1)]. Altogether we find I = U(2) + D8 + E8 and

N = U(2)2.

In the above construction we further decompose E8 in terms of (E7, A1) and reflect A1 — see

eqs. (A.3) and (A.4) in appendix A for this decomposition. The result is I = U(2) +D8 + E7

and N = U(2)2+A1, i.e. the (17, 5, 1) model. Now the s-transition can be performed by moving

the A1 from N to I, resulting in the above (18, 4, 0) model. Note that the (17, 5, 1) model has

I ≃ U(2) +D8 +E7 ≃ U +A2
1 +E8 +A1 +D4 and N ≃ U(2)2 +A1 ≃ A2

1(−1) +A2
1 +A1 where

the second descriptions may be obtained from our construction in section 6.1 with I3 = U +A2
1

in table 3. Therefore the (18, 4, 0) model can be connected to other triples in this domain.

6.3.4 (14, 6, 0)

We proceed as for the (18, 4, 0) model just discussed. In addition, we decompose E8 in terms of

(D4, D4) as in (6.12) and reflect one D4. The result is I = U(2)+D8+D4 and N = U(2)2+D4,

which gives the (14, 6, 0) model. Next we want to make an s-transition to reach this point. To do

so, consider the above construction but do one more reflection inside the D8 lattice appearing in

Γ(9,1) as follows. Decompose D8 in terms of (D6, D2) and furthermore decompose D2 = (A1, A1)

— see eq. (6.14). The correlated classes are given by Sc8 = (Sc6, R, R) + (V6, F, F, ), V8 =

+(Sc6, F, F )+(V6, R, R), Sp8 = (Sp6, R, F )+(Sp′6, F, R), Sp′8 = (Sp′6, R, F )+(Sp6, F, R). Now

in the decomposition (D6, A1, A1, D1;D1), reflect one A1 as well as (D1;D1). The contribution
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coming from Γ(9,1) to I and N is thus D6 + A1 and U(2) + A1. Combining everything together

we find I = U(2) +D6 + A1 +D4 and N = U(2)2 + A1 +D4 which is the (13, 7, 1)model. Now

we make an s-transition by moving the A1 from N to I. By construction above, the I∗/I classes

are correlated with the N∗/N classes in such a way that upon moving the A1 from N to I we

get back to the (14, 6, 0) model.

7 Final remarks

In this work we constructed asymmetric orbifolds describing heterotic strings on T3/Z2 at the

worldsheet level. In the context of M-theory/heterotic duality, these theories are dual to M-

theory on K3 surfaces quotiented by a non-symplectic involution. Such involutions are uniquely

characterised by the three parameters (r, a, δ) of the sublattice of the K3 lattice which is invariant

under the involution. For a given (r, a, δ), the heterotic orbifold is additionally characterised

by the shift vector v constrained by level matching. We found that for the two triples with

(r, a, δ) = (1, 1, 1) and (2, 2, 1), the asymmetric orbifold is not viable due to the small rank of the

invariant lattices, which makes it impossible to find a shift vector satisfying the level matching

condition. One possible way to remedy this problem is to compactify the theory further on a

circle, i.e. move to six dimensions. The direction along the circle is chosen to be left invariant

under the involution and as such the circle is referred to as the spectator circle. One would do

the analysis in six dimensions and then take the limit where the radius of the spectator circle

goes to infinity to recover the seven-dimensional theory. The rank of the invariant lattice is

bigger in six dimensions because of the presence of the spectator circle. One then asks whether

it is now possible to define shift vectors that satisfy the level matching condition in the new

theory. If so, one would classify the inequivalent families of such shift vectors and analyse how

they emerge in the original theory as we take the radius of the spectator circle to infinity.

We proved that all the asymmetric orbifold models are connected to each other through

s-transitions. This raised the question whether there exists a unique big moduli space where

each model associated with the triple (r, a, δ) is a subspace of it. The answer is not clear

because we also saw that some models contain several inequivalent shift vectors. However, the

analysis of one such model, namely the one associated with (r, a, δ) = (5, 3, 1), showed that

the inequivalent shift vectors are connected by making an s-transition to the (9, 1, 1) theory.

Whether the same conclusion holds for all models with inequivalent shifts remains to be studied.

It will be interesting to study the existence of inequivalent shift vectors and the connection

between the asymmetric orbifolds in one lower dimension, upon compactifying the theory on an

spectator circle. It could be that all models are connected, as it occurs for the 10-dimensional

supersymmetric and non-supersymmetric heterotic theories compactified on a circle [6, 63].

Although tachyons are not allowed in the untwisted sector of our perturbative models, they

generically appear in the twisted sectors in some regions of moduli space. For instance, in some

models tachyons occur only for values of the circle radius such that Rmin < R < Rmax. They

become massless at the endpoints and massive outside this interval. When present, tachyons
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only signal that the vacuum is unstable. An appealing scenario is that tachyon condensation

produces a stable lower dimensional vacuum, as shown to occur in some non-supersymmetric

string setups [17, 21, 66–68]. It would be worthwhile to examine if such dynamics could take

place in the non-supersymmetric heterotic orbifolds that we have studied.

We have seen that in the heterotic on T3/Z2 there always exist untwisted fermions, massless

or massive, which are necessarily charged. On the M-theory or type IIA side, charged fermionic

states are non-perturbative, coming from membranes or D2-branes wrapped on various 2-cycles.

This result prompts the question whether the K3 quotient by the given Nikulin involution

supports fermions or not, i.e. whether it is a spin manifold or not. As discussed at the end

of section 2, for most (r, a, δ) the answer is negative except for the two cases, r = 2, a = 2, 0,

and δ = 0. Now, in M-theory or type IIA on a spin manifold one would expect fermions

that are not charged, for instance massive KK modes of the gravitino. If the quotient is spin,

absence of uncharged fermions in the heterotic could still be explained arguing that KK modes

of M-theory or type IIA in the strong coupling limit (i.e. heterotic theory) may disappear or

become infinitely massive. Another point is that, even if the 4-dimensional K3 quotient is not

spin, such as the Enriques case, the branes are localized on 2-cycles that do not see the whole

4-dimensional space. It could very well be that on these 2-cycles there exists a spin structure.

Perhaps that is all that is needed to obtain 7-dimensional or 6-dimensional fermions from these

brane states. For quantum consistency, the involution must necessarily act with some phases

on the membrane or D2-brane states, since it does on the heterotic states that have momentum

along the Γ(19,3) lattice and feel the effect of the shifts v and w. What are these quantum

consistency conditions in M-theory or IIA theory ? A way to examine this problem would be

to study type IIA on an Enriques surface. The idea would be to look at D2-branes wrapped on

some 2-cycles of K3 and see how the involution modifies the analysis. Consistency conditions

might have to be imposed on non-trivial RR backgrounds necessary for the heterotic/type IIA

duality, as found in supersymmetric compactifications to four and six dimensions where similar

issues also arise [40, 45, 47, 69]. We plan to come back to these matters in the future.

Finally, another possible extension of this work is to construct heterotic T3 asymmetric

orbifolds in which the orbifold generator includes other non-symplectic automorphisms of the

Γ(19,3) lattice such as those analized e.g. in [70–72]. It is also conceivable to consider higher

dimensional tori Td and quotient by automorphisms of the even self-dual lattice Γ16+d,d that

break supersymmetry.
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A Construction of I and N lattices for all (r, a, δ)

The key player in our analysis is the even self-dual lattice Γ(19,3) which is unique up to SO(19, 3)

transformations. We study Z2 involutions of Γ(19,3), denoted by θ, that act by reflecting s left-

moving and 2 right-moving directions. Such involutions have been classified by Nikulin [31–33].

Each θ leaves invariant a lattice, denoted I, of rank r and signature (r− 1, 1), where r = 20− s.

The normal lattice in Γ(19,3), denoted N , has rank (2 + s) and signature (s, 2). Both I and N

are even sub-lattices of Γ(19,3) and satisfy I∗/I = N∗/N = (Z2)
a where a ∈ Z≥0. Lattices which

satisfy the latter condition are called 2-elementary lattices. All possible involutions, as well as

the corresponding lattices I and N , can be completely characterized by the triple (r, a, δ), where

the invariant δ is defined in eq. (2.2). Figure 1 depicts the 75 allowed triples found by Nikulin.

In the main body of the paper we developed the asymmetric orbifold realisation of the

involutions in the context of heterotic string theory. The orbifold construction is performed in

its full generality, i.e. it is independent of the invariants (r, a, δ) of the models. Nonetheless at

various points we have discussed examples associated with specific triples in order to illustrate

the ideas.

For each triple (r, a, δ), there exist special points in the moduli space of the corresponding

lattices where I and N are given by an orthogonal direct sums of 2-elementary lattices. The

purpose of this appendix is to provide explicit actions of involutions on Γ(19,3) that yield I and

N of this form for all the 75 triples. The involutions are not in general realised uniquely and

what we present is one possible action of θ for each triple. In our constructions of even self dual

lattices we shall use the method of gluing the ADE lattices which defines glue vector generators

among the conjugacy classes of the lattices such that upon addition, they generate all other

conjugacy classes. We refer the reader to [73, Chapter 4] for details.

Notations: We denote a lattice Λ with glue vectors G1, G2, · · ·Gn by Λ[G1, G2, · · · , Gn]. For

instance, Dn[Vn] has one glue vector generator being the vector conjugacy class, two conjugacy

classes in total (together with the scalar class), and is an odd self-dual lattice. The plain

lattice Λ with no glue vectors refers to the root lattice of Λ. When there are lattices with

correlated classes we quote them inside parenthesis, e.g. (D8, D2)[(V8, V2)]. For lattices with

a Lorentzian signature, the left and right-moving components are placed on the left and right

sides of a semicolon, for instance (D8;D2)[(V8;V2)] denotes a lattice with signature (8, 2) and

with correlated classes. The squared norm of a vector v in a lattice with purely left (right)

directions is ||v||2 ≥ 0 (||v||2 ≤ 0).

We follow two steps to construct the invariant and normal lattices I and N :

1. Start at a point in the moduli space of the even self-dual lattice Γ := Γ(19,3) where it takes a

convenient form.

2. Find an involution that leads to I and N with the desired values of (r, a, δ).

The invariant lattice is generically a sum of 2-elementary lattice components given in table 4.
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The value of a for I is the sum of those of the component lattices. I has δ = 1 if any of the

component lattices has δ = 1 and otherwise it has δ = 0.

Λ U U(2) A1(−1) A1 E7 E8 E8(2) D4m D4m+2

(r, a, δ) (2,0,0) (2,2,0) (1,1,1) (1,1,1) (7,1,1) (8,0,0) (8,8,0) (4m,2,0) (4m+ 2,2,1)

Table 4: Even 2-elementary lattice building blocks for the construction of Γ(r−1,1) sublattices
of K3 which are invariant under Nikulin’s involutions.

The leftmost points in each row in figure 1 make the diagonal line r = a, namely, the value

of the rank coincides with the multiplicity of the center. We will see that in order to reproduce

these points, we need to include a contribution U2 in the starting even self-dual lattice. Namely,

Γ = U2 + Γ′ with Γ′ an even self-dual lattice of signature (17, 1). By permuting the two U

lattices, namely,

θ|P1L, P2L;P1R, P2R〉 = |P1R, P2R;P1L, P2L〉 (A.1)

we obtain the U(2) lattice where the length squares of the vectors are scaled by 2 with respect

to the original U . We thus have (r, a, δ) = (2, 2, 0) for U(2), see table 4. To obtain the desired

invariant lattice I, we may need to further act on Γ′.

Before we begin the construction, let us review different involutions in the lattice E8 ≡
D8[Sp8] which lead to invariant sublattices useful for our constructions. In particular, we con-

sider involutions that leave invariant A1 or E7, both contributing with a = 1 since E∗
7/E7 =

A∗
1/A1 = Z2. Note that in order to obtain an odd value of a, the lattice I must contain one E7

and/or an odd number of A1 components. The fundamental classes in E∗
7 (i.e. 56) and in A∗

1

have only half-integer lengths. Thus, lattices with odd values of a will always have δ = 1.

Recall that the 240 roots of E8 ≡ D8[Sp8] (i.e. vectors with square norm equal to two) are

(±1,±1, 0, 0, 0, 0, 0, 0), (±1
2
,±1

2
,±1

2
,±1

2
,±1

2
,±1

2
,±1

2
,±1

2︸ ︷︷ ︸
even number of +’s

) , (A.2)

where underlining means permutations. Under the involution

θ|P1, · · · , P6, P7, P8〉 = |P1, · · · , P6, P8, P7〉 (A.3)

which permutes the last two entries (and corresponds to s = 1), the invariant lattice corresponds

to the E7 root lattice with the 126 roots given by

(±1,±1, 0, 0, 0, 0, 0, 0) , ±(0, 0, 0, 0, 0, 0, 1, 1) , ±(±1
2
,±1

2
,±1

2
,±1

2
,±1

2
,±1

2︸ ︷︷ ︸
even number of +’s

, 1
2
, 1
2
) . (A.4)

It is also straightforward to identify the involutions that lead to I = D6−m + A1, m =

{0, 2, 4, 6}. For instance, permute two momentum entries in D8[Sp8] and reflect the rest (hence,
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s = 1 + 6 = 7):

θ|P1, P2, P3, · · · , P8〉 = |P2, P1,−P3, . . . ,−P8〉 . (A.5)

This involution leaves the states |1, 1, 0, . . . , 0〉 and |−1,−1, 0, . . . , 0〉 invariant which correspond

to the roots of the A1 lattice. Likewise,

θ|P1, P2, P3, P4, P5, · · · , P8〉 = |P2, P1, P3, P4,−P5, · · · ,−P8〉 (A.6)

(with s = 1+4 = 5) leads to I = A1+D2. The invariant lattices I = A1+D4 and I = A1 +D6

are obtained in a similar way. We conclude that by permuting the first two entries and reflecting

an m number of the remaining 6 momentum entries we find the invariant lattice I = A1+D6−m

with δ = 1, a = 3 for m 6= 6 and a = 1 for m = 6.

In the remainder of this appendix we will provide explicit constructions of the invariant

lattices I (and correspondingly the normal lattices N) for each point in figure 1. For some con-

structions the invariant lattices are the same as the entries in table 1, and for some constructions

they are isomorphic to the corresponding entries.

A.1 Even a

Let us first consider lattices with even values of a. An even self-dual lattices with signature

(γ+, γ−) and γ+−γ− ≡ 0 mod 8 is unique up to lattice isometries [74]. Thus, Γ ∼= U3+E2
8 . We

shall start with an even self-dual lattice of interest Γ and define the specific involutions which

act on Γ to yield the desired lattices I and N . For a = 2 we perform involutions to arrive

at an invariant lattice of the form I = U + D2m. Since D∗
2m/D2m = Z2

2, we have a = 2 —

see table 4. Thus the associated invariant lattices correspond to the triples (2m + 2, 2, 0) for

m = 2k and (2m + 2, 2, 1) for m = 2k + 1, k ∈ Z. For a = 4, we take involutions which yield

I = U +D2m1 +D2m2 . This gives the triples (2 + 2m1 + 2m2, 4, 0) for m1 = 2k1, m2 = 2k2, and

(2 + 2m1 + 2m2, 4, 1) for m1 = 2k1 + 1, m2 = 2k2 + 1 where k1, k2 ∈ Z. We shall continue with

such a decomposition to obtain all values of a = 2, 4, 6, 8, 10.

There are also other possibilities at hand, e.g taking involutions such that the invariant

lattice contains the E8(2) lattice with the triple (8, 8, 0) and/or the U(2) lattice with (2, 2, 0).

Moreover, an even value of a with δ = 1 can also be obtained by taking an even number of A1

components and/or 2 E7 components — cf. eqs. (A.3) and (A.5).

A.1.1 a = 0

Start with the even self-dual lattice Γ = U + (D2;D2)[(Sp2;Sp2), (V2;V2)] +D8[Sp8] +D8[Sp8].

The lattice D8[Sp8] is even self-dual and is equal to the E8 lattice. Consider the involution

changing s0 signs in the left D2, s1 signs in the first E8, s2 sings in the second E8 and the signs

of the two right components in D2. The total value of s is s = s0 + s1 + s2. For instance, we
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choose s0 = 2, s1 = 8, s2 = 8 with the involution

θ|P 〉 = | − P1L,−P2L,−Q1L, · · · −Q8L,−Q′
1L, . . . ,−Q′

8L;−P1R,−P2R〉 (A.7)

where PL, QL, Q
′
L and PR correspond to the left D2, the first E8, the second E8 and the right

D2, respectively. This involution leads to I = U , (r, a, δ) = (2, 0, 0). Similarly, taking other

values of s0, s1, and s2 we find lattices of different ranks. All lattices with a = 0 in figure 1 are

obtained:

s0 = 2, s1 = 0, s2 = 0 gives s = 2, I = U +D8[Sp] +D8[Sp] with (r, a, δ) = (18, 0, 0).

s0 = 2, s1 = 8, s2 = 0 gives s = 2, I = U +D8[Sp] with (r, a, δ) = (10, 0, 0).

s0 = 2, s1 = 8, s2 = 8 gives s = 2, I = U with (r, a, δ) = (2, 0, 0).

A.1.2 a = 2

Start with the even self dual lattice Γ = U + (D18;D2)[(Sp18;Sp2), (V18;V2)] with conjugacy

classes (Sc18, Sc2), (V18, V2), (Sp18, Sp2) and (Sp′18, Sp
′
2). Besides changing the signs of 2 right

components we change s signs in left weights, where s is even, to obtain I = U +D18−s. We find

that all a = 2 points are reproduced in this way except for (r, a, δ) = (2, 2, 0), (2, 2, 1), (10, 2, 1)

and (18, 2, 1).

Now consider Γ = U + (D2;D2)[(Sp;Sp), (V ;V )] + D8[Sp8] + D8[Sp8]. Reflecting first

the two right movers leaves us with (D2, 0) and further reflecting one left entry in D2 gives

(D2;D2)[(Sp, Sp), (V, V )] → A1. Note that the corresponding component in the normal lattice

is of the form (A1;D2)[(R1, Sp
′
2)]. Next, performing the involution (A.3) on one of the E8 lattices

yields E7 and we find I = U +A1 +E7 +E8 with (r, a, δ) = (18, 2, 1). Reflecting in addition all

the directions along the E8 lattice gives I = U + A1 + E7 with (r, a, δ) = (10, 2, 1).

To obtain the triple (2, 2, 1), consider Γ = (A1;A1)[(F1;F1)]
2 + U + E2

8 . Reflect the left

A1 in one (A1;A1)[(F1;F1)] and the right A1 in the other one. Further reflect along all the 18

directions in U + E2
8 . This yields I = (A1;A1) with (r, a, δ) = (2, 2, 1).

Finally, consider Γ = U3 + E2
8 . Performing the involution (A.1) on two U lattices which

leads to U(2), inverting the left and right directions in the remaining U as well as the 16 left

directions along E2
8 we find: I = U(2), (r, a, δ) = (2, 2, 0), s = 18.

A.1.3 a = 4

Consider Γ = U + (Dm;D2)[(Spm;Sp2), (Vm;V2)] +G18−m, m = 2+ 8k = {2, 10, 18}. The value

of m = 18 leads us to the construction in subsection A.1.2. Here we consider m = {2, 10}. The
lattice G18−m, i.e. G16 and G8, must be even self dual. Form = 2 we can choose G16 = D16[Sp16]

or G16 = D8[Sp8] +D8[Sp8] and for m = 8 we have G8 = D8[Sp8]. The idea is to invert s left

weight components distributed among Dm and G18−m where s is an even integer.

Let us first consider m = 2 and choose the even self dual lattice G16 = Γ16 = D16[Sp]. We

invert two right entries in D2 and s signs in G16 (s 6= 16). This gives I = U +D2 +D16−s with
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(r, a, δ) = (20 − s, 4, 1). 6 We thus obtain the triples (18, 4, 1), (16, 4, 1), (14, 4, 1), (12, 4, 1),

(10, 4, 1), (8, 4, 1) and (6, 4, 1).

Next we consider G16 = D8[Sp] + D8[Sp]. Besides the reflection on two right directions,

we invert s0 signs in the left D2 lattice, s1 signs in the first D8 and s2 signs in the second D8

lattices. where s0 = 2 and s1 and s2 are even integers. We then obtain I = U +D8−s1 +D8−s2

with s = 2+ s1+ s2, s1, s2 6= 0 and r = 18− s. This provides an alternative way of constructing

some of the lattices with (r, 4, 1) triples with r > 4. Notice that for s1 = s2 = 4 the length

squares of all weight vectors in D8−s1=4 and D8−s2=4 are integers and so δ = 0. Thus in this case

we obtain the triple (10, 4, 0).

The triples (4, 4, 1), (6, 4, 0) and (14, 4, 0) cannot be constructed in this way. However, it

appears that we can construct the invariant lattices for these models using the U(2) lattice. The

special property of the (6, 4, 0) triple is that it is the unique point with a < r that necessarily

contains the U(2) lattice in its constituent components [32]. Start with Γ = U3 + D8[Sp8] +

D8[Sp8], permute two U lattices to get U(2), reflect along the left and right directions of the

third U lattice, change the sings of s1 momentum entries in the first D8 and s2 entries in the

second D8. We obtain:

s1 = 6, s2 = 8 gives I = U(2) +D2 with (r, a, δ) = (4, 4, 1).

s1 = 4, s2 = 8 gives I = U(2) +D4 with (r, a, δ) = (6, 4, 0).

s1 = 4, s2 = 0 gives I = U(2) +D4 + E8 with (r, a, δ) = (14, 4, 0).

Finally, we consider the triple (18, 4, 0). This case is slightly more subtle because the normal

lattice has signature (2, 2) with (r, a, δ) = (4, 4, 0) and the only possible way to realise this is to

have a lattice isomorphic to N = U(2)2. This model is constructed in section 6.3.3.

A.1.4 a = 6

Consider the even self dual lattice Γ = U + (D2;D2)[(Sp2;Sp2), (V2;V2)] + D8[Sp8] +D8[Sp8].

Following our previous constructions, we consider s = s1 + s2 inversions distributed among the

two D8 components where s1, s2 6= 0. This gives I = U +D2 +D8−s1 +D8−s2 with a = 6 and

we obtain the triples (16, 6, 1), (14, 6, 1), (12, 6, 1), (10, 6, 1) and (8, 6, 1).

To construct the triple (6, 6, 1) consider the even self dual lattice Γ = U2+(A1;A1)[(F1;F1)]+

D8[Sp8] + D8[Sp8]. Perform an involution that leads to U(2), inverts the signs on both A1

directions, and inverts 6 directions in each D8 lattice. This gives s = 1+ 1+ 6+ 6 = 14 and we

obtain I = U(2)+D2+D2 with (r, a, δ) = (6, 6, 1). All triples with a = 6 points are constructed.

The two remaining points to construct are the a = 6 triples with δ = 0: (10, 6, 0) and

(14, 6, 0). As for the former, the invariant lattice may be constructed by starting from Γ =

U3 + D8[Sp8] + D8[Sp8], exchanging two U lattices, and reflecting the third U as well as four

entries in each E8. This yields I = U(2) +D4 +D4.

The construction of the triple (14, 6, 0) is similar to the (18, 4, 0) model and is discussed in

section 6.3.4.

6Note that if we were to invert the signs of s entries as 2 in D2 and s − 2 in G16 then I = D16−(s−2) + U ,
(r, a, δ) = (20− s, 2, 0), (20− s, 2, 1) for s = 2 + 8k, s = 4k respectively and we recover the a = 2 result above .
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A.1.5 a = 8

Start with Γ = U +(D2;D2)[(Sp2;Sp2), (V2, V2)]+ (D4, D4)[(Sp4, V4), (V4, Sp4)]+D8[Sp8]. Con-

sider the inversion of s0 signs in D2, s1 in the first D4, s2 signs in the second D4 and s3 signs in

the D8 lattice. This gives s = s0 + s1 + s2 + s3. To obtain a = 8, we set s0 = 0, s1 = s2 = 2 and

s3 6= 0. This gives I = U +D2 +D2 +D2 +D8−s3. The triples (14, 8, 1), (12, 8, 1) and (10, 8, 1)

are constructed in this way.

Next consider the triples (10, 8, 0) and (8, 8, 1). The former can be obtained from I =

U +E8(2). To construct the latter, consider Γ = U3 +D8[Sp] + (D4, D4)[Sp4, V4]. Obtain U(2)

under the involution as before and switch s1 = 6 signs in D8 as well as s2 = s3 = 2 signs in the

two D4 lattices. We find I = U(2) +D2 +D2 +D2 with (r, a, δ) = (8, 8, 1).

A.1.6 a = 10

Start with Γ = U + (D2;D2)[(Sp2;Sp2), (V2;V2)] + (D4, D4)[(Sp4, V4), (V4, Sp4)]
2. Consider as

before reflections si acting on each factor with s0 = 0 along the left D2. Choosing s1 = s2 =

s3 = s4 = 2 we find we find I = U +D2 +D2 +D2 +D2 +D2 with (r, a, δ) = (12, 10, 1).

There remains the two points (10, 10, 0) and (10, 10, 1) to be constructed. Consider Γ =

U3+D8[Sp8]+D8[Sp8]. First, exchange two U ’s to obtain U(2). Next, reflect along the directions

of the remaining U . Finally, permute the two E8 lattices. We obtain I = U(2) + E8(2) with

(r, a, δ) = (10, 10, 0).

To obtain the (10, 10, 1) triple, start from Γ = (A1;A1)[(F1;F1)]
3+D8[Sp8]+D8[Sp8]. Reflect

2 right momenta in the first two (A1;A1) factors. Next reflect the left momenta in the second and

third (A1;A1) factors. Finally permute the two E8 momenta. This gives I = (A1;A1) + E8(2)

with (r, a, δ) = (10, 10, 1).

A.2 Odd a

As discussed earlier, for odd values of a the invariant lattice must contain an E7 component

and/or an odd number of A1 components, see the paragraph below eq. (A.1). We shall now

construct the invariant lattices I for odd values of a.

A.2.1 a = 1

We start with the lattice Γ = U + (D2;D2)[(Sp2;Sp2), (V2;V2)] +D8[Sp8] +D8[Sp8]. We next

decompose the left D2 lattice as (A1, A
′
1) with correlated classes Sc2 = (R1, R1), V2 = (F1, F1),

Sp2 = (F1, R1) and Sp′2 = (R1, F1). Perform an involution that reflects the two right directions

along D2 as well as one left direction along A′
1. This gives I = U + A1 + E8 + E8 with

(r, a, δ) = (19, 1, 1). If in addition we reflect eight directions of one of the E8 lattices, we obtain

the triple (11, 1, 1). Similarly, reflecting eight directions of both E8’s gives the triple (3, 1, 1).

Start with the same even self dual lattice, reflect the two left and the two right directions

along (D2;D2), apply the involution on E8 which leads to E7 — see eq. (A.3). We obtain
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I = U + E8 + E7 with (r, a, δ) = (17, 1, 1). Reflect in addition along the directions of the E8

lattice to obtain I = U + E7 with (r, a, δ) = (9, 1, 1).

In order to obtain the triple (1, 1, 1) consider Γ = [(A1;A1)(F1;F1)] + U2 + E2
8 . Reflect

the left A1 direction, as well as all directions along U2 and E2
8 . We obtain I = A1(−1) with

(r, a, δ) = (1, 1, 1).

A.2.2 a = 3

Start with Γ = U + (D10;D2)[(Sp10;Sp2), (V10;V2)] + D8[Sp8]. Reflect s directions along D10

where s is even and s1 6= 10. Perform the involution (A.3) to obtain I = U +D10−s1 +E7. This

yields the triples (19, 3, 1), (17, 3, 1), (15, 3, 1), (13, 3, 1) and (11, 3, 1).

Alternatively, use the D8[Sp8] base in eq. (A.2) and apply the involution (A.5) to obtain

I = U + D10−s1 + A1. We obtain the triples (5, 3, 1), (7, 3, 1), (9, 3, 1), (11, 3, 1) and (13, 3, 1)

where the last two were already constructed in the above paragraph.

Finally, to construct the (3, 3, 1) triple start with Γ = U2 + (A1;A1)(F1;F1) + D8[Sp8] +

D8[Sp8]. Permute the two U ’s to obtain U(2), reflect the left and the right A1 components,

apply the involution (A.5) on the first D8[Sp8] lattice and reflect all eight entries in the second

D8[Sp8]. We find I = U(2) + A1 with (r, a, δ) = (3, 3, 1).

A.2.3 a = 5

Consider Γ = U + (D2;D2)[(Sp2;Sp2), (V2, V2)] +D8[Sp8] +D8[Sp8]. Following the above con-

structions, perform involutions to obtain I = U+D2+D8−s1 +A1 and I = U +D2+D8−s1 +E7,

where s is even and 0 < s < 8. For I = U+D2+D8−s1 +A1 we find the triples (11, 5, 1), (9, 5, 1)

and (7, 5, 1) and for I = U +D2 +D8−s1 + E7 we obtain (17, 5, 1), (15, 5, 1) and (13, 5, 1).

To obtain the only remaining triple (5, 5, 1) start from Γ = U2+(A1;A1)(F1;F1)+D8[Sp8]+

D8[Sp8]. Perform the permutation leading to U(2), reflect the right A1 direction and perform

involutions on each D8[Sp] to obtain A2
1. We find I = U(2) + A3

1 with (r, a, δ) = (5, 5, 1).

A.2.4 a = 7

Consider Γ = U + (D2;D2)[(Sp2;Sp2), (V2;V2)] + D8[Sp8] + D8[Sp8]. Reflect the two right

directions along D2, perform s1 reflections in the first D8[Sp8] lattice where s1 is even and 0 <

s1 < 8. Next apply the involution of the type (A.6) to the second D8[Sp8] to select the invariant

lattice D6−s2 +A1, where s2 is even and 0 < s2 < 6. We obtain I = U +D2+D8−s1 +D6−s2 +A1

corresponding to the triples (15, 7, 1), (13, 7, 1), (11, 7, 1) and (9, 7, 1).

To obtain the (7, 7, 1) triple start with Γ = U2 + (A1;A1)(F1;F1) + D8[Sp8] + D8[Sp8].

Permute the two U components to obtain the U(2) lattice, reflect the right A1 direction as well

as six directions along each D8[Sp8]. We find I = U(2) +D2 +D2 +A1 with (r, a, δ) = (7, 7, 1).
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A.2.5 a = 9

Start with Γ = U + (D2;D2)[(Sp2;Sp2), (V2;V2)] + (D4, D4)[(Sp4, V4), (V4, Sp4)] +D8[Sp8]. Fol-

lowing our approach in subsection A.1.5, we reflect the two right directions along D2, s1 left

directions in the first the D4, s2 left directions in the second D4, and perform an involution on

the D8[Sp8] component which leaves D6−s3 +A1 invariant. Here s1, s2, s3 > 0 and even. We find

I = U +D2 +D4−s1 +D4−s2 +D6−s3 + A1 which yields the triples (13, 9, 1) and (11, 9, 1).

Next consider Γ = U2+(A1;A1)[(F1;F1)]+ (D4, D4)[(Sp4, V4), (V4, Sp4)]+D8[Sp8]. Perform

the involution on U2 to obtain the U(2) lattice, reflect the right component A1, and reflect s1 = 2,

s2 = 2 and s3 = 6 directions along D4, D4 and D8. This yields I = U(2) + A1 +D2 +D2 +D2

with (r, a, δ) = (9, 9, 1).

A.2.6 a = 11

Start with Γ = U2+(A1;A1)[(F1;F1)]+(D4, D4)[(Sp4, V4), (V4, Sp4)]+(D4, D4)[(Sp4, V4), (V4, Sp4)].

Perform the involution on the U lattices to obtain U(2), reflect the right direction along A1,

reflect 2 entries in each D4 component. We find I = U(2) + A1 + D2 + D2 + D2 + D2 with

(r, a, δ) = (11, 11, 1).

This concludes the construction of the I and N lattices for all 75 points in figure (1).
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[65] A. Font, B. Fraiman, M. Graña, C.A. Núñez and H.P. De Freitas, Exploring the landscape of
heterotic strings on T d, JHEP 10 (2020) 194 [2007.10358].

[66] P. Horava and C.A. Keeler, M-Theory Through the Looking Glass: Tachyon Condensation in the
E(8) Heterotic String, Phys. Rev. D 77 (2008) 066013 [0709.3296].

[67] S. Hellerman and I. Swanson, A Stable vacuum of the tachyonic E(8) string, 0710.1628.

[68] J. Kaidi, Stable Vacua for Tachyonic Strings, Phys. Rev. D 103 (2021) 106026 [2010.10521].

[69] S. Ferrara, J.A. Harvey, A. Strominger and C. Vafa, Second quantized mirror symmetry,
Phys. Lett. B 361 (1995) 59 [hep-th/9505162].

[70] M. Artebani and A. Sarti, Non-symplectic automorphisms of order 3 on K3 surfaces,
Math. Ann. 342 (2008) 903 [arXiv:math/0801.3101 [math.AG]].

[71] M. Artebani, A. Sarti and S. Taki, K3 surfaces with non-symplectic automorphisms of prime
order, Math. Z. 268 (2011) 507 [arXiv:math/0903.3481 [math.AG]].

[72] A. Garbagnati and A. Sarti, On symplectic and non-symplectic automorphisms on K3 surfaces,
Rev. Mat. Iberoam. 29 (2013) 135 [arXiv:math/1006.1604 [math.AG]].

71

https://doi.org/10.1103/PhysRevD.52.7168
https://arxiv.org/abs/hep-th/9506048
https://doi.org/10.1063/1.532293
https://doi.org/10.1007/JHEP08(2020)128
https://arxiv.org/abs/1906.06886
https://doi.org/10.1007/JHEP12(2020)032
https://arxiv.org/abs/2005.06494
https://doi.org/10.1088/1126-6708/1998/02/006
https://arxiv.org/abs/hep-th/9712028
https://doi.org/10.1103/PhysRevD.58.081701
https://arxiv.org/abs/hep-th/9805183
https://doi.org/10.1088/1126-6708/1999/05/001
https://arxiv.org/abs/hep-th/9901154
https://arxiv.org/abs/hep-th/9902029
https://doi.org/10.1088/1126-6708/1999/05/014
https://arxiv.org/abs/hep-th/9902186
https://arxiv.org/abs/math/9907007
https://doi.org/10.1103/PhysRevD.35.648
https://arxiv.org/abs/hep-th/0607069
https://doi.org/10.1007/JHEP10(2020)194
https://arxiv.org/abs/2007.10358
https://doi.org/10.1103/PhysRevD.77.066013
https://arxiv.org/abs/0709.3296
https://arxiv.org/abs/0710.1628
https://doi.org/10.1103/PhysRevD.103.106026
https://arxiv.org/abs/2010.10521
https://doi.org/10.1016/0370-2693(95)01074-Z
https://arxiv.org/abs/hep-th/9505162
https://doi.org/10.1007/s00208-008-0260-1
https://arxiv.org/abs/arXiv:math/0801.3101 [math.AG]
https://arxiv.org/abs/arXiv:math/0903.3481 [math.AG]
https://arxiv.org/abs/arXiv:math/1006.1604 [math.AG]


[73] J.H. Conway and N.J.A. Sloane, Sphere packings, lattices and groups, Springer (1988).

[74] J. Milnor, On simply connected 4-manifolds, in Symposium internacional de topoloǵıa algebraica,
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