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Abstract
The multi-messenger detection of the gravitational-wave signal
GW170817, the corresponding kilonova AT2017gfo and the short
gamma-ray burst GRB170817A, as well as the observed afterglow
has delivered a scientific breakthrough. For an accurate interpre-
tation of all these different messengers, one requires robust the-
oretical models that describe the emitted gravitational-wave, the
electromagnetic emission, and dense matter reliably. In addition,
one needs efficient and accurate computational tools to ensure a
correct cross-correlation between the models and the observational
data. For this purpose, we have developed the Nuclear-physics
and Multi-Messenger Astrophysics framework NMMA. The code
allows incorporation of nuclear-physics constraints at low densi-
ties as well as X-ray and radio observations of isolated neutron
stars. In previous works, the NMMA code has allowed us to con-
strain the equation of state of supranuclear dense matter, to mea-
sure the Hubble constant, and to compare dense-matter physics
probed in neutron-star mergers and in heavy-ion collisions, and
to classify electromagnetic observations and perform model selec-

tion. Here, we show an extension of the NMMA code as a first at-
tempt of analysing the gravitational-wave signal, the kilonova, and
the gamma-ray burst afterglow simultaneously. Incorporating all
available information, we estimate the radius of a 1.4M⊙ neutron
star to be R =11.98+0.35

−0.40km.

1 Introduction
The study of the gravitational-wave (GW) and electromagnetic

(EM) signals GW170817 1, AT2017gfo 2–12, and GRB170817A 13–15

has already enabled numerous scientific breakthroughs, for example,
constraints on the properties of neutron stars (NSs) and the dense matter
equation of state (EOS) at supranuclear densities 16–23, an independent
measurement of the Hubble constant 22, 24–28, the verified connection
between binary NS (BNS) mergers and at least some of the observed
short gamma-ray bursts (GRBs) 29, and precise limits on the propaga-
tion speed of GWs 29. These scientific achievements were enabled by
the multi-messenger nature of GW170817.

Despite this enormous progress, results have been obtained by con-
necting constraints from individual messengers a posteriori, i.e., differ-
ent messengers were analyzed individually and then combined within
different multi-messenger frameworks to achieve the final results. Such
frameworks and attempts include, among others, the work of Breschi
et al.30 performing Bayesian inference and model selection on the kilo-
nova AT2017gfo, Nicholl et al.31 developing a framework for predict-
ing kilonova and GRB afterglow lightcurves using information from
GW signals as input, and the multi-messenger framework developed
by Raaijmakers et al.32. Similarly, to these works, our previous Nu-
clear physics - Multi-Messenger Astrophysics (NMMA) framework
has been successfully applied to provide constraints on the EOS of
NS matter and on the Hubble constant 22, 33, to investigate the nature
of the compact binary merger GW190814 34, to provide techniques to
search for kilonova transients 35, to classify observed EM transients
such as GRB200826A 36, and to combine information from multi-
messenger observations with data from nuclear-physics experiments
such as heavy-ion collisions 23.

Here, we upgrade our framework to allow for a simultaneous analy-
sis of kilonova, GRB afterglow, and GW data capitalizing on the multi-
messenger nature of compact-binary mergers.

2 Results
The full potential of our NMMA study becomes clear from Fig. 1

where we show a set of possible EOSs relating the pressure and
baryon number density inside NSs. Different constraints can provide
valuable information in different density regimes. For example,
theoretical calculations of dense nuclear matter in the framework
of chiral effective field theory (EFT) 39–43 or data extracted from
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Figure 1 | Overview of constraints on the EOS from different information
channels. We show a set of possible EOSs (blue lines) that are constrained up to
1.5nsat by Quantum Monte Carlo calculations using chiral EFT interactions 37

and extended to higher densities using a speed of sound model 38. Different re-
gions of the EOS can then be constrained by using different astrophysical mes-
sengers, indicated by rectangulars: GWs from inspirals of NS mergers, data from
radio and X-ray pulsars, and EM signals associated with NS mergers. Note, that
the boundaries are not strict but depend on the EOS and properties of the studied
system.

nuclear-physics experiments, e.g, heavy-ion collisions 44 or the recent
PREX-II experiment at Jefferson Laboratory 45, provide valuable input
up to about twice the nuclear saturation density, nsat ≈ 0.16 fm−3.
GW signals emitted during the inspiral of a BNS or black-hole–NS
(BHNS) systems contain information that probe the EOS at densities
realized inside the individual NS components of the system, typically
up to about five times nsat, but the exact density range probed in such
mergers depends noticeably on the mass of the component stars. Fur-
thermore, radio observations of NSs can be used to infer their masses,
e.g., by measuring Shapiro delay in a binary system. In particular,
radio observations of heavy NSs with masses of about 2M⊙, such as
PSR J0348+0432 46, PSR J1614-2230 47, and PSR J0740+6620 48,
currently provide valuable information at larger densities than those
probed by inspiral GW signals. In addition, these observations provide
a valuable lower bound on the maximum mass of NSs. Matter at the
highest densities in the universe could be created in the postmerger
phase of a BNS coalescence, i.e., after the collision of the two NSs in
the binary. This phase of the binary merger might be observed through
future GW detections with more sensitive detectors. Alternatively,
this phase can be probed by analyzing EM signals connected to a
BNS merger, i.e., the kilonovae, GRBs, and their afterglows. Finally,
at asymptotically high densities that are not shown in the figure, the
EOSs can be calculated in perturbative QCD 49 and might be used to
constrain the NS EOS 50. The combination of all these various pieces
of information provides a unique tool to unravel the properties of
matter at supranuclear densities.

GW170817-AT2017gfo
With the NMMA framework, we analyze GW170817 simultane-

ously with the observed kilonova AT2017gfo. For the GW analysis, we
have used the IMRPhenomPv2 NRTidalv2 waveform model and
analyzed the GW data obtained from the Gravitational Wave Open Sci-
ence Center (GWOSC)51 in a frequency range of 20Hz to 2048Hz, cov-
ering the detected BNS inspiral52. For the EM signal, we use the data
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Figure 2 | Best-fit early-time lightcurve from the analysis. The best-fit
lightcurves (dashed, with the 1 magnitude uncertainty shown as the band)
for AT2017gfo data when analysing GW170817-and-AT2017gfo (orange) or
GW170817-and-AT2017gfo-and-GRB170817A (blue) simultaneously. We note
that both bands overlap almost completely, i.e., for AT2017gfo the accuracy of
the kilonova lightcurve description does not depend noticeably on the inclusion
of a GRB afterglow component. For the analysis, we restrict our dataset to
times between 0.5 days up to 10 days after the BNS merger to simplify the joint
GW170817-and-AT2017gfo-and-GRB170817A study as discussed in the main
text.

set compiled in Coughlin et al.53, where in this work, we include the
optical, infrared, and ultraviolet data between 0.5 and 10 days after
the merger. The corresponding data is analysed with a Gaussian Pro-
cess Regression (GPR)-based kilonova model. For our analysis, we are
presenting the best-fit lightcurve in Fig. 2, with its band representing
a one magnitude uncertainty for the individual lightcurves. This one
magnitude uncertainty is introduced during the inference and should
account for systematic uncertainties in kilonova modelling. In Sup-
plementary information, we show how smaller or larger assumed un-
certainties change our conclusions and it show that the one-magnitude
is a sensible choice. Such a finding is also consistent with Heinzel
et al.54. Therefore, we focus particularly on one-magnitude uncertain-
ties’ results. Nevertheless further work would be needed to understand
in detail uncertainties related to the ejecta geometry54, assumed heat-
ing rates, thermalization efficiencies and opacities within the ejecta55.
Furthermore, we point out that for Fig. 2, we explicitly restricted our
data set to the times between 0.5 to 10 days after the BNS merger,
since model predictions at earlier or later times are more uncertain,
e.g., due to less accurate opacities during early times and a larger im-
pact of Monte Carlo noise in the employed radiative transfer models
at late times. While this does not affect the GW170817-AT2017gfo
analysis, it has an impact when we will also incorporate the GRB af-
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Figure 3 | Visualization of the posterior of the GW170817-and-AT2017gfo and GW170817-and-AT2017gfo-and-GRB170817A analysis. Corner plot for the
mass of the dynamical ejecta mej

dyn, the mass of the disk wind ejecta mej
wind, log10 of the GRB jet on-axis isotropic energy log10 E0, the detector-frame chirp mass

Mc, the mass ratio q, the mass-weighted tidal deformability Λ̃, and the radius of a 1.4 solar mass neutron star R1.4 at 68%, 95% and 99% confidence. For the 1D
posterior probability distributions, we mark the median (solid lines) and the 90% confidence interval (dashed lines) and report these above each panel. We show results
that are based on the simultaneous analysis of GW170817-and-AT2017gfo (orange) and of GW170817-and-AT2017gfo-and-GRB170817A (blue).
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terglow. In fact, we find that not restricting us to this time ranges can
cause problems in the joint inference and it takes noticeably longer un-
til the sampler converges.

Fig. 3 summarizes our main findings and shows joint posteriors
for the mass of the dynamical ejecta mej

dyn, the mass of the disk wind
ejecta mej

wind, the chirp mass Mc, the mass ratio q, the mass-weighted
tidal deformability Λ̃, and the radius of a 1.4 solar mass neutron
star R1.4. In contrast to previous findings using simpler kilonova
modelling (see Ref. 56 and references therein), we can fit AT2017gfo
with masses for the dynamical (about 0.006M⊙) and disk-wind
(about 0.07M⊙) ejecta components that are within the range of values
predicted by numerical-relativity simulations 57. While the parameters
extracted are consistent with our previous findings 22, we observe a
clear improvement on the parameter error bounds due to (i) performing
a simultaneous analysis of the distinct messengers and (ii) employing
a modified likelihood function when analysing the kilonova. For
instance, the constraints on R1.4 = 11.86+0.41

−0.53, a typical choice to
quantify EOS constraints, is significantly improved compared to our
previous result, R1.4 = 11.75+0.86

−0.81 km22. The half-width of R1.4’s
90% credible interval decreases from about 800m 22 to about 400m.

GW170817-AT2017gfo-GRB170817A
In addition to the combined analysis of GW170817 and AT2017gfo, we
can also incorporate information obtained from the GRB afterglow of
GW170817A, where we employ the data set collected in Troja et al.58.
The GRB afterglow light-curve data are analyzed with the synthetic
Gaussian jet-model lightcurve described before59, 60. Fig. 2 shows the
corresponding best-fit lightcurve for the kilonova with a 1 magnitude
uncertainty band as before. Moreover, we are also presenting the best-
fit lightcurve, which includes kilonova and GRB afterglow, and the
employed uncertainty band in Fig. 4. We find that both the kilonova
AT2017gfo and the GRB afterglow GRB170817A are well described
in our analysis.
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Figure 4 | Best-fit late-time lightcurve from the analysis. The best-fit
lightcurves (dashed, with the 1 magnitude uncertainty shown as the band)
for the analysis of GRB170817A when simultaneously analysing GW170817,
AT2017gfo, GRB170817A. We compare our model predictions with the obser-
vational data including the 1-sigma measurement uncertainty.

Fig. 3 again summarizes our findings for the joint posteriors of the
mass of the dynamical ejecta, the mass of the disk wind ejecta, the
on-axis isotropic equivalent energy, the chirp mass, the mass ratio, the
mass-weighted tidal deformability, and the radius of a 1.4 solar mass
neutron star for this analysis, which is consistent with GW170817-
and-AT2017gfo only. Compared to the analysis of GW170817-and-
AT2017gfo only, the improvement on the parameter uncertainties is
minimal, yet, noticeable when information from GRB170817A is
added. Although no significant constraint on the EOS is imposed by

the jet energy E0 as the ratio ξ between it, E0, and the disk mass
mdisk is taken as a free parameter, the inclination constraint from the
GRB plays a role in the constraint on EOS. For an anisotropic kilo-
nova model, the inclination angle changes the observable kilonova light
curves beyond scaling (e.g. Fig. 2 in Ref. 61), which is correlated with
the ejecta masses (e.g. Fig. 3 in Ref. 62). Therefore the GRB’s incli-
nation measurement imposes a constraint on the EOS via the kilonova
eject masses measurements.

Moreover, for future studies, we expect that the inclusion of the
GRB afterglow will be of great importance for measuring the Hubble
constant.

3 Discussion
We have developed a publicly available NMMA framework for the

interpretation and analysis of BNS and BHNS systems. This frame-
work allows for the simultaneous analysis of GW and EM signals such
as kilonovae and GRB afterglows. In addition, our framework allows
us to incorporate constraints from nuclear-physics calculations, e.g.,
by sampling over EOS sets constrained by chiral EFT, and to include
radio as well as X-ray measurements of isolated NSs. By employing
our framework to a combined analysis of GW170817, AT2017gfo, and
GRB170817A, we find that the radius of a typical 1.4 solar mass NS
lies within 11.98+0.35

−0.40 km; cf. Tab. 1 for a selection of studies from the
literature. Based on our findings, our analysis is a noticeable improve-
ment over previous works. However, additional uncertainties in our
work lie in limited physics input in kilonova and semi-analytic GRB
and models. Therefore, reliable astrophysical interpretations of future
BNS detections will only be possible if not only parameter estima-
tion infrastructure, as presented in this work, but also the astrophysical
models describing transient phenomena advance further. Nevertheless,
given the increasing number of multi-messenger detections of BNS and
BHNS merger, we expect to use our framework to further increase our
knowledge about the interior of NSs during the coming years.

Table 1 | Comparison of radius measurements of a 1.4M⊙ neutron star for a
selection of multi-messenger studies.

Reference R1.4 [km]
Dietrich et al. 22 11.75+0.86

−0.81 (90%)
Essick et al. 63 12.54+0.71

−0.63 (90%)
Breschi et al. 30 11.99+0.82

−0.85 (90%)
Nicholl et al. 31 11.06+1.01

−0.98 (90%)
Raaijmakers et al. 64 12.18+0.56

−0.79 (95%)
Miller et al. 65 12.45+0.65

−0.65 (68%)
Huth et al. 23 12.01+0.78

−0.77 (90%)
this work [NMMA] 11.98+0.35

−0.40 (90%)

A selected list of radius measurements of a 1.4M⊙ neutron star from
various multi-messenger studies is shown. We denote the correspond-
ing credible interval in parenthesis.

4 Methods
Equation of State construction

The EOS describes the relation between energy density ε, pressure p,
and temperature T of dense matter and additionally depends on the
composition of the system. For NSs, thermal energies are much smaller
than typical Fermi energies of the particles, and therefore, temperature
effects can be neglected for isolated NSs or NSs in the inspiral phase
of a merger. In these cases, the EOS simply relates ε and p.

The most general constraints on the EOS can be inferred from the
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slope of the EOS, the speed of sound, defined as

cS = c
√
∂p/∂ε , (1)

where c is the speed of light. Due to the laws of special relativity,
the speed of sound has to be smaller than the speed of light, cS ≤ c.
Furthermore, the speed of sound in a NS has to be larger than zero,
cS ≥ 0, as NSs would otherwise be unstable. These constraints alone,
however, allow for an extremely large EOS space.

At nuclear densities, additional information on the EOS can be
inferred from laboratory experiments and theoretical nuclear-physics
calculations. For example, this information was used to constrain the
properties of stellar matter in the NS crust 66, 67, i.e., the outermost
layer of NSs at densities below approximately 0.5nsat. Above roughly
0.5nsat, NS matter consists of a fluid of neutrons with a small admix-
ture of protons. In this regime, the EOS can be constrained by micro-
scopic calculations of dense nuclear matter. These calculations typi-
cally provide the energy per particle, E/A(n, x), which is a function
of density n and proton fraction x = np/n with np being the proton
density. From this, the EOS follows from

ε(n, x) = n
E

A
(n, x) , (2)

and

p(n, x) = n2 ∂E/A(n, x)

∂n
. (3)

The proton fraction x(n) is then determined from the beta equi-
librium condition, µn = µp + µe, where µi is the chemical potential
of particle species i, and n, p, and e refer to neutrons, protons, and
electrons, respectively.

To calculate the energy per particle microscopically, one needs to
solve the nuclear many-body problem, commonly described by the
Schrödinger equation. This requires knowledge of the nuclear Hamilto-
nian describing the many-body system. Fundamentally, nuclear many-
body systems are described by Quantum Chromodynamics (QCD), the
fundamental theory of strong nuclear interactions. QCD describes the
system in terms of the fundamental degrees of freedom (d.o.f.), quarks
and gluons. Unfortunately, this approach is currently not feasible 68. At
densities of the order of nsat, however, the effective d.o.f. are nucleons,
neutrons and protons, that can be treated as point-like nonrelativistic
particles. Then, the nuclear Hamiltonian can be written generically as

H = T +
∑
i<j

V NN
ij +

∑
i<j<k

V 3N
ijk + · · · , (4)

where T denotes the kinetic energy of the nucleons, V NN
ij describes

two-nucleon (NN) interactions between nucleons i and j, and V 3N
ijk de-

scribes three-nucleon (3N) interactions between nucleons i, j, and k.
In principle, interactions involving four or more nucleons can be in-
cluded, but initial studies have found these to be small compared to
present uncertainties 69.

The derivation of the nuclear Hamiltonian (Eq. (4)) from QCD is
not feasible due to its nonperturbative nature. In this work, we there-
fore use a common approach and choose nucleons as effective d.o.f.
The interactions among nucleons can then be derived in the frame-
work of Chiral Effective Field Theory (EFT) 70, 71. Chiral EFT starts
out with the most general Lagrangian consistent with all the symme-
tries of QCD in terms of nucleonic degrees of freedom. It explicitly
includes meson-exchange interactions for the lightest mesons, i.e., the
pions. This approach yield an infinite number of pion-exchange and
nucleon-contact interactions which needs to be organized in terms of
a hierarchical expansion in powers of a soft (low-energy) scale over a
hard (high-energy) scale. In chiral EFT, the soft scale q is given by
the nucleons’ external momenta or the pion mass. The hard scale, also
called the breakdown scale Λb, is of the order of 500−600 MeV 72 and

interaction contributions involving heavier d.o.f., such as the ρ meson,
are integrated out. The chiral Lagrangian is then expanded in powers of
q/Λb according to a power-counting scheme. Most current chiral EFT
interactions are derived in Weinberg power counting 70, 71, 73–75. One
can then derive the nuclear Hamiltonian from this chiral Lagrangian in
a consistent order-by-order framework that allows for an estimate of
the theoretical uncertainties 72, 76, 77 and that can be systematically im-
proved by increasing the order of the calculation. Chiral EFT Hamil-
tonian naturally include NN, 3N, and higher many-body forces, see
Eq. (4), and chiral EFT predicts a natural hierarchy of these contribu-
tions. For example, 3N interactions start to contribute at third order
(N2LO) in the expansion. Typical state-of-the art calculations truncate
the chiral expansion at N2LO 39, 42, 78 or fourth order (N3LO) 41, 79.

With the nuclear Hamiltonian at hand, one then needs to solve the
many-body Schrödinger equation which requires advanced numerical
methods. Examples of such many-body techniques include many-body
perturbation theory (MBPT) 40, 41, 79, the self-consistent Green’s func-
tion (SCGF) method 80, or the coupled-cluster (CC) method 78, 81. Here,
we employ Quantum Monte Carlo (QMC) methods 82, which provide
nonperturbative solutions of the Schrödinger equation. QMC meth-
ods are stochastic techniques which treat the Schrödinger equation as a
diffusion equation in imaginary time. In the QMC framework, one be-
gins by choosing a trial wavefunction of the many-body system, which
for nuclear matter can be described as a slater determinant of non-
interacting fermions multiplied with NN and 3N correlation functions.
This trial wavefunction is evolved to large imaginary times, projecting
out high-energy excitations, and converging to the true ground state of
the system as long as the trial wavefunction has a non-zero overlap with
it. Among QMC methods, two well-established algorithms are Green’s
function Monte Carlo (GFMC), used to describe light atomic nuclei
with great precision 82, and Auxiliary Field Diffusion Monte Carlo
(AFDMC) 83, suitable to study larger systems such as nuclear mat-
ter. Here, we employ AFDMC calculations of neutron matter but our
NMMA framework is sufficiently flexible to employ any low-density
calculation for neutron-star matter. We then extend our neutron-matter
calculations to neutron-star conditions by extrapolating the calculations
to β equilibrium using phenomenological information on symmetric
nuclear matter and constructing a consistent crust reflecting the uncer-
tainties of the calculations 84. This crust includes a description of the
outer crust 66 and uses the Wigner-Seitz approximation to calculate the
inner-crust EOS consistently with our AFDMC calculations.

At nuclear densities, chiral EFT together with a suitable many-
body framework provides for a reliable description of nuclear matter
with systematic uncertainty estimates. With increasing density, how-
ever, the associated theoretical uncertainty grows fast due to the corre-
spondingly larger nucleon momenta approaching the breakdown scale.
The density up to which chiral EFT remains valid is not exactly known
but estimates place it around 2nsat

37, 72. Hence, chiral EFT calcula-
tions constrain the EOS only up to these densities but to explore the
large EOS space beyond the breakdown of chiral EFT, one requires
a physics-agnostic extension scheme. Here, physics-agnostic implies
that no model assumptions, e.g., about the existence of certain d.o.f.
at high densities, are made. Instead, the EOS is only bounded by
conditions of causality, cS ≤ c, and mechanical stability, cS ≥ 0,
mentioned before. There exist several such extension schemes in lit-
erature: parametric ones, like the polytropic expansion 85–87 or expan-
sions in the speed of sound 88, 89, and nonparametric approaches 90. To
extend the AFDMC calculations employed here, we employ a para-
metric speed-of-sound extension scheme. Working in the cS versus
n plane, the speed of sound cS(n) is determined with theoretical un-
cetainty estimates by chiral EFT up to a reference density below the
expected breakdown density. From this uncertainty band, we sample a
speed-of-sound curve up to the reference density. Beyond this density,
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we create a typically non-uniform grid in density up to a large density
≈ 12nsat, well beyond the regime realized in NSs. For each grid point,
we sample random values for c2s(ni) between 0 and c2 (we set c = 1
in the following). We then connect the chiral EFT draw for the speed
of sound with all points c2s,i(ni) using linear segments. The resulting
density-dependent speed of sound can be integrated to give the EOS,
i.e., the pressure, baryon density, and energy density. In the interval
ni ≤ n ≤ ni+1,

p(n) = p(ni) +

∫ n

ni

c2s(n
′)µ(n′)dn′ , (5)

ϵ(n) = ϵ(ni) +

∫ n

ni

µ(n′)dn′ , (6)

where µ(n) is the chemical potential that can be obtained from the
speed of sound using the relation

µ(n) = µi exp

[∫ logn

logni

c2s(logn
′)d logn′

]
. (7)

For each reconstructed EOS, constrained by Chiral EFT at low
densities and extrapolated via the cS extension to larger densities,
the global properties of NSs can be calculated by solving the Tol-
man–Oppenheimer–Volkoff (TOV) equations. This way, we determine
the NS radii (R) and dimensionless tidal deformabilities (Λ) as func-
tions of their masses (M ). We repeat this approach for a large number
of samples to construct EOS priors for further analyses of NS data.

This approach is flexible and additional information on high-
density phases of QCD can be included straightforwardly. For exam-
ple, pQCD calculations at asymptotically high densities 49, of the order
of 40− 50nsat, might be used to constrain the general EOS extension
schemes even further 50, 87. However, the exact impact of these con-
straints at densities well beyond the regime realized in NSs needs to be
studied in more detail. While our NMMA framework currently does
not have this capability, we are planning to add this in the near future.
Similarly, instead of using general extension models, one can employ
specific high-density models accounting for quark and gluon d.o.f. One
such model is the quarkyonic-matter model 91–94, which describes the
observed behavior of the speed of sound in NSs 37: a rise of the speed
of sound at low densities to values above the conformal limit of c/

√
3,

followed by a decrease to values below the conformal limit at higher
densities. In future work, we will address quarkyonic matter and other
models in our NMMA framework.

The construction of the EOS, as detailed above, is implemented in
the NMMA code under the class EOS with CSE. This class allows for
(a) an exploration of theoretical uncertainties in the low-density EOS
and (b) constructs the high-density EOS using a cS extrapolation. (a)
Low-density uncertainties are implemented by requiring two tabulated
EOS files for the lower and upper bound of the uncertainty band as
inputs, containing the pressure, energy density and number density up
to the chosen breakdown density of the model. By default, the results
of a QMC calculation using local chiral EFT interactions at N2LO 37

with theoretical uncertainties are provided. Upon initiation of the class,
a sample is drawn from the low-density uncertainty band using a 1-
parameter sampling technique. In this approach, a uniform random
number ω is sampled uniformly between 0 and 1, and the interpolated
EOS is given as

p(n) = psoft(n) + ω(pstiff(n)− psoft(n)), (8)

ε(n) = εsoft(n) + ω(εstiff(n)− εsoft(n)), (9)

where the subscripts “soft” and “stiff” refer to the lower and upper
bounds of the EFT uncertainty band, respectively. This sampling tech-
nique assumes that pressure and energy density are correlated but we
have found that releasing this assumption and using a four-parameter

form suggested by Gandolfi et al. 95 does not change our results ap-
preciably. In future, we will explore additional schemes, e.g., using
Gaussian processes 63.

(b) The EOS given by Eqs. (8) and (9) is used up to a breakdown
density determined by the user. By default, this density is set to 2nsat.
Beyond this density, the class constructs the EOS using a cS extension.
The maximum density up to which the EOS is extrapolated and the
number of linear line segments can be adjusted by the user, with the
default values being 12nsat for the former and 5 line segments for the
latter. The code then solves Eqs. (5), (6) and (7) to give the extrapolated
EOS. The pressure, energy density, and number density describing the
full EOS are accessible as attributes of the EOS with CSE class.

Finally, the method construct family solves the stellar
structure equations (TOV equations and equations for the quadrupole
perturbation of spherical models), and returns a sequence of NSs with
their masses, radii and dimensionless tidal deformabilities as arrays.

Prior weighting to incorporate radio and X-ray observations of sin-
gle neutron stars

To incorporate mass measurements of heavy pulsars and mass-radius
measurements of isolated pulsars, the associated likelihood is calcu-
lated and taken as the prior probability for an EOS for further analy-
sis. For instance, the radio observations on PSR J0348+4042 46, and
PSR J1614-2230 47 provide a lower bound on the maximum mass of a
NS.

The likelihood for a mass-only measurement is given by

LPSR−mass(E) =

∫ MTOV

0

dM P(M |PSR), (10)

where P(M |PSR) is the posterior distribution of the pulsar’s mass and
MTOV is the maximum mass supported by the EOS with parameters
E. The posterior distributions of pulsar masses are typically well ap-
proximated by Gaussians22.

Recent X-ray observations of millisecond pulsars by NASA’s
Neutron Star Interior Composition Explorer (NICER) mission have
been used to simultaneously determine the mass and radius of these
NSs 65, 96–99. The corresponding likelihood is given by

LNICER(E)

=

∫
dM

∫
dR PNICER(M,R)

π(M,R|E)

π(M,R|I)

∝
∫
dM

∫
dR PNICER(M,R)δ(R−R(M ;E))

∝
∫
dM PNICER(M,R = R(M ;E)),

(11)

where PNICER(M,R) is the joint-posterior distribution of mass and
radius as measured by NICER and we use the fact that (i) the radius is
a function of mass for a given EOS, and (ii) that without further EOS
information, e.g., through chiral EFT, the prior for the radius given
mass is taken to be uniform.

Gravitational-wave inference

GW models

A complex frequency-domain GW signal is given by

h(f) = A(f)e−iψ(f), (12)
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with the amplitude A(f) and the GW phase ψ(f). Because of the
NS’s finite size and internal structure, BNS and BHNS waveform mod-
els have to incorporate tidal contributions for an accurate interpreta-
tion of the binary coalescence. Such tidal contributions account for
the deformation of the stars in their companions’ external gravitational
field 100, 101 and, once measured, allow to place constraints on the EOS
governing the NS interior 102–105. They are attractive because they con-
vert energy from the orbital motion to a deformation of the stars, and
lead to an accelerated inspiral. In the case of non-spinning compact
objects, the leading-order tidal contribution depends on the tidal de-
formability

Λ̃ =
16

13

(m1 + 12m2)m
4
1Λ1 + (m2 + 12m1)m

4
2Λ2

(m1 +m2)5
(13)

with the individual tidal deformabilities Λ1,2 = 2
3
k1,22 /C5

1,2 and the
individual masses m1,2. Here, k1,22 are the Love numbers describing
the static quadrupole deformation of one body inside the gravitoelec-
tric field of the companion and C1,2 are the individual compactnesses
C1,2 = m1,2/R1,2 in isolation.

To date, there are three different types of BNS or BHNS models
for the inspiral GW signal that are commonly used: Post-Newtonian
(PN) models106–109, effective-one-body (EOB) models110–118, and phe-
nomenological approximants119–123. In the NMMA framework, we
make use of the LALSuite 124 software package, in particular LAL-
Simulation, so that the BNS and BHNS models used by the LIGO-
Virgo-Kagra Collaborations can be easily employed. This includes:

• PN models such as TaylorT2, TaylorT4, or TaylorF2
where a PN descriptions for the point-particle BBH baseline as
well as the tidal description is employed,

• the most commonly used tidal EOB models
SEOBNRv4T 113, 118, 125, its frequency-domain surrogate model 126,
as well as the TEOBResumS model 114, 127 including its post-
adiabatic accelerated version 128 which enables it being used
during parameter estimation,

• and phenomenological models such as IMRPhenomD NRTidal,
SEOBNRv4 ROM NRTidal, IMRPhenomPv2 NRTidal,
IMRPhenomD NRTidalv2, SEOBNRv4 ROM NRTidalv2,
IMRPhenomPv2 NRTidalv2 120–122, PhenomNSBH, and
SEOBNRv4 ROM NRTidalv2 NSBH 123, 129.

GW analysis

By assuming stationary Gaussian noise, the GW likelihood LGW(θ)
that the data d is a sum of noise and a GW signal h with parameters θ
is given by 130

LGW ∝ exp

(
−1

2
⟨d− h(θ)|d− h(θ)⟩

)
, (14)

where the inner product ⟨a|b⟩ is defined as

⟨a|b⟩ = 4ℜ
∫ fhigh

flow

ã(f)b̃∗(f)

Sn(f)
df. (15)

Here, ã(f) is the Fourier transform of a(t), ∗ denotes complex
conjugation, and Sn(f) is the one-sided power spectral density of the
noise. The choice of flow and fhigh depends on the type of binary that
we are interested in. In our study, we will set flow and fhigh to 20 Hz
and 2048 Hz, respectively. This is sufficient for capturing the inspiral
up to the moment of merger for a typical BNS system in the advanced
GW detector era.

Electromagnetic Signals

Kilonova models

Kilonova models are extracted using the 3D Monte Carlo radiative
transfer code POSSIS 131. The code can handle arbitrary geometries
for the ejected material and produces spectra, lightcurves and polar-
ization as a function of the observer viewing angle. Given an input
model with defined densities ρ and compositions (i.e., electron fraction
Ye), the code generates Monte Carlo photon packets with initial loca-
tion and energy sampled from the energy distribution from radioactive
decay of r-process nuclei within the model. The latter depends on the
mass/density distribution of the model and the assumed nuclear heat-
ing rates and thermalization efficiencies. The frequency of each Monte
Carlo photon packet is sampled according to the temperature T in the
ejecta, which is calculated at each time-step 132, 133. Photon packets are
then followed as they diffuse out of the ejected material and interact
with matter via either electron scattering or bound-bound line transi-
tions. Time- and wavelength-dependent opacities κλ(ρ, T, Ye, t) from
Tanaka et al.134 are implemented in the code and depend on the local
properties of the ejecta (ρ, T , and Ye). Spectral time series are extracted
using the technique described by Bulla et al. 135 and used to construct
broad-band lightcurves in any desired filter.

Supernova models

Templates available within the SNCosmo library136 are used to model
supernova spectra. Currently, the salt2model for Type Ia supernovae
and the nugent-hyper model for hypernovae associated with long
GRBs are implemented in the framework and have been used in the
past36. However, the framework is flexible enough such that additional
templates for different types of supernovae can be added with minimal
effort.

Kilonova/Supernova Inference

Our EM inference of kilonovae and GRB afterglows is based on the
AB magnitude for a specific filter j, mj

i (ti). We assume these mea-
surements to be given as a time series at times ti with a corresponding
statistical error σji ≡ σj(ti). The likelihood function LEM(θ) then
reads137:

LEM ∝ exp

(
−1

2

∑
ij

(mj
i −mj,est

i (θ))2

(σji )
2 + σ2

sys

)
, (16)

where mj,est
i (θ) is the estimated AB magnitude for the parameters θ

and σsys is the additional error budget for accounting the systematic
uncertainty within the electromagnetic signal modeling. The inclusion
of σsys is equivalent to adding a shift of ∆m to the light curve, for
which marginalized with respect to a zero-mean normal distribution
with a variance of σ2

sys.
This likelihood is equivalent to approximating the probability dis-

tribution of the spectral flux density fν to be a Log-normal distribution.
The Log-normal distribution is a 2-parameter maximum entropy distri-
bution with its support equals to the possible range for fν ∈ (0,∞).
There are two advantages of approximating fν with a Log-normal dis-
tribution: (i) if the uncertainty is larger or comparable to the measured
value, it avoids having non-zero support for the nonphysical fν < 0;
(ii) if the uncertainty is much smaller than the measured value, the Log-
normal distribution approaches the normal distribution.

For kilonovae, we use the same model presented in Dietrich
et al. 22. The model is controlled by four parameters, namely, the
dynamical ejecta mass mej

dyn, the disk wind ejecta mass mej
wind,

the half-opening angle of the lanthanide-rich component Φ, and the
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viewing angle θobs. Both the dynamical ejecta and the disk wind ejecta
are described in methods section 4.

GRB Afterglows

In our framework, the computation of the GRB afterglow lightcurves
is until now based on the publicly available semi-analytic code
afterglowpy 59, 60. The inclusion of other afterglow models is cur-
rently ongoing.

The GRB afterglow emission is produced by relativistic electrons
gyrating around the magnetic field lines. These electrons are acceler-
ated by the Fermi first-order acceleration (diffusive shock acceleration)
and the magnetic field is assumed to be of turbulent nature, amplified
by processes acting in collision-less shocks. The complex physics of
electron acceleration at shocks is approximated by the equipartition pa-
rameters, ϵe and ϵB , denoting the fraction of the shock energy that goes
into the relativistic electrons and magnetic field, respectively, and p,
and the slope of the electron energy distribution dn/dγ ∝ γ−p, with
n being the electron number density and γ being the electron Lorentz
factor. The flux density of the curvature radiation is

Fν =
1

4πd2L

∫
dθdϕR2 sin(θ)

ϵν
αν

(1− e−τ ), (17)

where τ is the optical depth and ϵν and αν are the impassivity coeffi-
cient and absorption coefficient, respectively. For a fixed power-law
distribution of electrons these can be approximated analytically 138.
The synchrotron self-absorption is neglected in this work.

In order to capture the possible dependence of the GRB properties
on the polar angle, the jet is discretized into a set of lateral axisymmet-
ric (conical) layers, each of which is characterized by its initial velocity,
mass, and angle. Several prescriptions for the initial angular distribu-
tion of the jet energy are available in the code. As default, we use the
Gaussian jet model with E ∝ E0 exp(− 1

2
( θ
θc
)2), where θc charac-

terizes the width of the Gaussian. The jet truncation angle is θw. We
assume the GRB jet to be powered by the accretion of mass from the
disk onto the remnant black hole 139–142. Consequently, the jet energy
is proportional to the leftover disk mass,

E0 = ϵ× (1− ξ)×mdisk, (18)

where ξ is the fraction of disk mass ejected as wind and ϵ is the fraction
of residual disk mass converted into jet energy.

The dynamical evolution of these layers is computed semi-
analytically using the ”thin-shell approximation” casting energy-
conservation equations and shock-jump conditions into a set of evo-
lution equations for the blast wave velocity and radius. Within blast
waves, the pressure gradient perpendicular to the normal leads to lat-
eral expansion 143, 144. In other words, the transverse pressure gradient
adds the velocity along the tangent to the blast wave surface, forcing
the latter to expand. The lateral expansion is important for late-time
afterglow and is included in the code.

Finally, the flux density, Fν , is obtained by equal arrival time
surface integration, Eq. (17), taking into account relativistic effects,
i.e., that the observed Fν is composed of contributions from different
blast waves that has emitted at different comoving time and at different
frequencies.

Connecting Electromagnetic Signals to Source properties

To connect the observed GRB, kilonova, and GRB afterglow properties
to the binary properties, we rely on phenomenological relations, i.e.,
fits based on numerical-relativity simulations. For our work, we use the

fits presented in Kruger et al. 145 and Dietrich et al. 22 but emphasize that
a variety of other fitting formulas exist in the literature20, 53, 57, 146, 147.

In NMMA, the dynamical ejecta mass mej
dyn is connected to the

binary properties through the phenomenological relation145

mej
dyn,fit

10−3M⊙
=

(
a

C1
+ b

(
m2

m1

)n
+ cC1

)
+ (1 ↔ 2), (19)

where mi and Ci are the masses and the compactness of the two com-
ponents of the binary with best-fit coefficients a = −9.3335, b =
114.17, c = −337.56, and n = 1.5465. This relation enables an accu-
rate estimation of the ejecta mass with an error well-approximated by a
zero-mean Gaussian with a standard deviation 0.004M⊙

145. Therefore,
the dynamical ejecta mass can be approximated as

mej
dyn = mej

dyn,fit + α, (20)

where α ∼ N (µ = 0, σ = 0.004M⊙).
To determine the disk mass mdisk, we follow the description of

Dietrich et al.22,

log10

(
mdisk

M⊙

)
= (21)

max
(
−3, a

(
1 + b tanh

(
c− (m1 +m2)M

−1
threshold

d

)))
, (22)

with a and b given by

a = ao + δa ·∆ , b = bo + δb ·∆ , (23)

where ao, bo, δa, δb, c, and d are free parameters. The parameter ∆ is
given by

∆ =
1

2
tanh (β (q − qtrans)) , (24)

where q ≡ m2/m1 ≤ 1 is the mass ratio and β and qtrans are free
parameters. The best-fit model parameters are ao = −1.581, δa =
−2.439, bo = −0.538, δb = −0.406, c = 0.953, d = 0.0417, β =
3.910, qtrans = 0.900. The threshold massMthreshold for a given EOS
is estimated as148

Mthreshold =

(
2.38− 3.606

MTOV

R1.6

)
MTOV, (25)

where MTOV and R1.6 are the maximum mass of a non-spinning
NS and the radius of a 1.6M⊙ NS. We note that we assume that the
disk-wind ejecta component is proportional to the disk mass, i.e.,
mej

wind = ξ ×mdisk.

Bayesian statistics

Based on Bayes’ theorem, the posterior distribution of the parameters
p(θ|d,H) under hypothesis H with data d is given by

p(θ|d,H) =
p(d|θ,H)p(θ|H)

p(d|H)
≡ L(θ)π(θ)

Z(d)
, (26)

where L(θ), π(θ), and Z(d) are the likelihood, prior, and evidence,
respectively. The prior describes our knowledge of the source or model
parameters prior to the experiment or observation. The likelihood and
evidence quantify how well the hypothesis describes the data for a
given set of parameters and over the whole parameter space, respec-
tively. Throughout our NMMA pipeline, all data analyses use Bayes’
theorem but differences appear due to the functional form of the likeli-
hood and its specific dependence on the source parameters. For exam-
ple, the GW likelihood is evaluated with a cross-correlation between
the data and the GW waveform and the EM signal analysis employs a
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χ2 log-likelihood between the predicted lightcurves with the observed
apparent magnitude data, however, from a Bayesian viewpoint their
treatment is equivalent only with different likelihood functions.

In addition to the posterior estimation, the evidence Z carries ad-
ditional information on the plausibility of a given hypothesis H. The
evidence is given by

Z(d|H) =

∫
dθp(d|θ,H)p(θ|H) =

∫
dθL(θ)π(θ), (27)

which is the normalization constant for the posterior distribution.
Moreover, we can compare the plausibilities of two hypotheses, H1

and H2, by using the odd ratio O1
2 , which is given by

O1
2 =

Z1

Z2

p(H1)

p(H2)
≡ B1

2Π
1
2, (28)

where B1
2 and Π1

2 are the Bayes factor and prior odds, respectively. If
O1

2 > 1, H1 is more plausible than H2, and vice versa.

5 Data Availability
The datasets generated during the current study are avail-

able in the Zenodo repository https://doi.org/10.
5281/zenodo.6551053. The GW data strain that we
have analysed in this work was obtained from the Grav-
itational Wave Open Science Center (ref.149 at https:
//www.gw-openscience.org), and the NICER data were
obtained from Zenodo (https://doi.org/10.5281/zenodo.
3473466,https://doi.org/10.5281/zenodo.4670689
and https://doi.org/10.5281/zenodo.4697625).

6 Code Availability
The source code of the NMMA framework, which was used

for this study, is publicly available at https://github.com/
nuclear-multimessenger-astronomy/nmma. In addition,
all employed GW models are available on https://git.ligo.
org/lscsoft. The bilby and parallel bilby software packages
are available at https://git.ligo.org/lscsoft/bilby
and https://git.ligo.org/lscsoft/parallel_bilby,
respectively.
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Supplementary Material
Computing generic kilonova lightcurves.

Gaussian Process Regression: Because we are given vectors of photometry or spectra from radiative transfer simulations, we require methods
to interpolate between these grids. If we denote the parameters of the models as Θj and the vectors of data as τ , parameterized by the i-th
time index, we can create matrices of simulations as Tij = [τi(Θ

j)]. From these matrices, there are a variety of ways to interpolate these
vectors, including direct interpolation of the vectors. Here, instead, we interpolate the principal components of each τi. To compute the principal
components, we take the singular value decomposition (SVD) of this matrix

T = V ΣU⊤. (29)

The SVD computes orthonormal basis vectors in the columns and rows of V and U . With this new basis, we can project our original τi onto the
left-singular vector basis

sk(θ
j) = V ⊤

ki τi(θ
j), (30)

where sk are the weights of the principal components of the input data Tij . This method has the benefit of maximizing the variance in each
subsequent basis vector, meaning we can truncate this sum to minimize computational resources; in our case, we find that using the first 10 basis
vectors is sufficient for a reliable representation of the lightcurves.

To interpolate the principal component eigenvalues, we use Gaussian process regression (GPR) 150, which relies on the assumption that the
correlation between neighboring values can be represented by a multivariate Gaussian distribution. The covariance between function values is
known as a “kernel” function, with many kernel functions commonly used in the literature; in our analysis, we use a rational-quadratic kernel
function implemented in sci-kit learn 151:

k(θi,θj) =

(
1 +

d(θi,θj)2

2αl2

)−α

(31)

where α = 0.1 and l = 1.0 for our implementation.
As is common in GPR-based interpolation, we first normalize the components of sk(θj) by subtracting the minimum value and dividing

by the difference between the maximum and minimum value. After the interpolation, the de-whitened values are projected back into the time
domain:

τi(θ
j) = Viksk(θ

j) (32)
Finally, the interpolated τi(θj) is then used for the computation of the likelihood.

Neural Networks: Another alternative method for the grid interpolation is a feed-forward neural network (NN) which can predict the kilonova
lightcurves based on the input parameters used by the chosen model 152. The main advantage of this approach is it to reduce the memory footprint
for the lightcurves computation.

To train the NN, we use about 2000 lightcurves computed with the full radiative transfer code POSSIS 131. These lightcurves are split into a
training data set of 90% and an evaluation dataset that contains 10% of all lightcurves. In the pre-processing stage, all the data was normalized
between 0 and 1 via the usual MinMax normalization method, and similar to the GPR method, we used PCA data reduction to reduce the
dimensions of the output parameter space to 10 components. In addition, we use simple linear interpolation for the cases in which the requested
time interval is larger than the original in-hand data.

To develop our NN, we used Keras API from TENSORFLOW153. Our NN comprises an input layer with the same number of neurons as the
input parameter space, three dense hidden layers with 64, 128, and 128 neurons each, and an output layer with ten neurons for the bolometric
luminosity and the nine observational bands. We use the Adam optimizer with a learning rate of 0.01 and a Rectified linear unit as activation
function. Finally, the NN is trained using a batch size of 32, epoch count of 15, and mean squared error (MSE) as loss function. To reconstruct the
real lightcurves, a series of inverse transformations is applied with respect to the PCA and the normalization. Overall a MSE of 0.0022 is achieved.

EOS Sampling. For a set of EOSs, such as our sets constrained by chiral EFT, our framework is able to directly sample over EOSs instead of
sampling over the masses and tidal deformabilities independently. Since these EOSs relate masses and tidal deformabilities based on nuclear-
physics information, the tidal deformabilities can be computed for a given mass and EOS according to

p(Λi|mi,EOS) = δ(Λi − Λ(mi; EOS)). (33)

This feature enables the possibility to include more physical information on the NS sources during parameter estimation ab initio and can
be used through the installation of additional BILBY and PARALLEL BILBY patches that come along with our NMMA framework. Another
advantage of this functionality is that information from multiple simulations can be combined to compute a combined posterior because the EOS
is a common parameter for all NSs155.

Combined Sampling. To extract most information from the GW and the EM data, we perform a full parameter estimation combining both
likelihoods. The ‘full’ likelihood L is given by

L(θ) = LGW(θGW)× LEM(θEM), (34)
where θ = {θGW,θEM}. Because the lightcurve models and the GW waveform models depend on different sets of parameters, simply
sampling over all of the parameters would not yield a stronger constraint on the parameters of interest. Therefore, it is key to use connections
between different parameters at the prior level. In particular, a few parameters describing the EM signals can be determined by the binary
masses and the EOS. For instance, the dynamical ejecta mass mej

dyn and the disk mass mdisk are connected to the binary properties through the
relations discussed in the methods section. The details for all the parameters are summarized in Supplementary Tab. 2.
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Table 2 | Posterior of and prior used for the GW170817-and-AT2017gfo and GW170817-and-AT2017gfo-GRB170817A analysis.

Parameter Name Connection with other parameters prior Posterior
mi Component mass - U(0.5M⊙, 4.3M⊙) m1 = 1.41+0.05

−0.05M⊙
m2 = 1.31+0.04

−0.04M⊙
EOS Equation-of-state of nuclear matter - U(1, 5000) EOS = 4734.09+253.85

−304.07

si Component spin - Uniform on a sphere s1 = (0.00+0.02
−0.02, 0.00

+0.02
−0.02, 0.00

+0.01
−0.01)

with |si| < 0.05 s2 = (0.00+0.02
−0.02, 0.00

+0.02
−0.02, 0.00

+0.01
−0.01)

Λi Tidal deformability Λ(mi; EOS) - Λ1 = 352.71+107.84
−114.83

- Λ2 = 530.26+135.03
−116.34

Ci Compactness Ci = C(mi; EOS) - C1 = 0.17+0.01
−0.01

- C2 = 0.16+0.01
−0.01

α Dynamical ejecta mass fitting error - N (0M⊙, 0.0004M⊙) α = −0.00005+0.0005
−0.0006M⊙

mej
dyn Dynamical ejecta mass mej

dyn = mej
dyn,fit(mi, Ci) + α - log10(m

ej
dyn/M⊙) = −2.25+0.10

−0.07

Mthreshold Threshold mass Mthreshold =Mthreshold(EOS) - Mthreshold = 3.76+0.10
−0.09M⊙

mdisk Disk mass mdisk = mdisk(mi,Mthreshold) - log10(mdisk/M⊙) = −0.76+0.02
−0.01

ξ Fraction of the disk mass ejected as wind - U(0, 1) ξ = 0.61+0.18
−0.17

mej
wind Wind ejecta mass mej

wind = ξ ×mdisk - log10(m
ej
wind/M⊙) = −1.18+0.08

−0.09

Φ Lanthanide-rich composition opening angle - U(15deg, 75deg) Φ = 68.69+4.77
−4.61deg

ϵ
Fraction of leftover disk mass converted
to GRB jet energy - logU(−7,−0.3) ϵ = 0.04+0.23

−0.04

E0 GRB jet on-axis isotropic energy E0 = ϵ× (1− ξ)×mdisk logU(48, 60) log10(E0/erg) = 51.45+1.05
−1.24

θc Half-width of the jet core - U(0.01rad, π/2rad) θc = 0.37+0.60
−0.29 rad

θw Truncation angle of the jet - U(0.01rad, π/2rad) θw = 0.24+0.11
−0.09 rad

n0 Number density of ISM - logU(−6, 0) log10(n0/cm
−3) = −3.96+1.62

−1.73

p Electron distribution power-law index - U(2, 5) p = 2.11+0.07
−0.06

ϵe Thermal energy fraction in electrons - logU(−4, 0) log10 ϵe = −0.77+0.77
−1.05

ϵB Thermal energy fraction in magnetic field - logU(−5, 0) log10 ϵB = −2.39+2.26
−1.64

R1.4 Radius of a 1.4M⊙ neutron star R1.4(EOS) - R1.4 = 11.98+0.35
−0.40km

The tabke summarizes the intrinsic parameters for the multi-messenger observation of a BNS merger. In the fourth column, we report median
posterior values at 90% credibility for the joint inference of GW170817-and-AT2017gfo-and-GRB170817A. U(a, b) refers to uniform distribu-
tion between a and b. logU(a, b) refers to the log-uniform (of base 10) distribution, i.e. if X ∼ logU(a, b), log10X ∼ U(a, b). N (µ, σ) refers
to a normal distribution with mean µ and variance of σ2.
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Figure 5 | Scaling performance of the NMMA framework. Theoretical against measured scaling performance for the inference runs of GW170817-AT2017gfo and
GW170817-GRB170817A-AT2017gfo on 256, 512, 1024, and 2048 cores, respectively. The theoretical scaling is computed for 256 cores using the reference time
T (Ncoreref

) = 102.49 h for GW170817-AT2017gfo and T (Ncoreref
) = 543.45 h for GW170817-GRB170817A-AT2017gfo.
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Table 3 | Posterior of and prior used for the GW170817-and-AT2017gfo and GW170817-and-AT2017gfo-GRB170817A analysis with the model from Ref.154.
Parameter Name Connection with other parameters prior Posterior
mi Component mass - U(0.5M⊙, 4.3M⊙) m1 = 1.46+0.07

−0.08M⊙
m2 = 1.28+0.07

−0.06M⊙
EOS Equation-of-state of nuclear matter - U(1, 5000) EOS = 4686.33+289.78

−432.21

si Component spin - Uniform on a sphere s1 = (0.00+0.02
−0.02, 0.00

+0.02
−0.02, 0.00

+0.01
−0.01)

with |si| < 0.05 s2 = (0.00+0.02
−0.02, 0.00

+0.02
−0.02, 0.00

+0.01
−0.01)

Λi Tidal deformability Λ(mi; EOS) - Λ1 = 272.25+118.90
−117.36

- Λ2 = 594.23+178.28
−156.80

Ci Compactness Ci = C(mi; EOS) - C1 = 0.18+0.01
−0.01

- C2 = 0.16+0.01
−0.01

α Dynamical ejecta mass fitting error - N (0M⊙, 0.0004M⊙) α = −0.00002+0.0005
−0.0006M⊙

mej
dyn Dynamical ejecta mass mej

dyn = mej
dyn,fit(mi, Ci) + α - log10(m

ej
dyn/M⊙) = −2.17+0.16

−0.13

Mthreshold Threshold mass Mthreshold =Mthreshold(EOS) - Mthreshold = 3.05+0.08
−0.09M⊙

mdisk Disk mass mdisk = mdisk(mi,Mthreshold) - log10(mdisk/M⊙) = −0.93+0.18
−0.19

ξ Fraction of the disk mass ejected as wind - U(0, 1) ξ = 0.26+0.13
−0.12

mej
wind Wind ejecta mass mej

wind = ξ ×mdisk - log10(m
ej
wind/M⊙) = −1.52+0.11

−0.11

mej
tot Total ejecta mass mej

tot = mej
dyn +mej

wind - log10(m
ej
tot/M⊙) = −1.43+0.09

−0.09

vej Ejecta velocity - logU(−1,−0.6) log10(v
ej/c) = −0.74+0.06

−0.07

Xlan Lanthanide mass fraction - logU(−5,−2) log10Xlan = −3.38+0.13
−0.12

ϵ
Fraction of leftover disk mass converted
to GRB jet energy - logU(−7,−0.3) ϵ = 0.01+0.12

−0.01

E0 GRB jet on-axis isotropic energy E0 = ϵ× (1− ξ)×mdisk logU(48, 60) log10(E0/erg) = 51.33+1.17
−0.99

θc Half-width of the jet core - U(0.01rad, π/2rad) θc = 0.12+0.36
−0.06 rad

θw Truncation angle of the jet - U(0.01rad, π/2rad) θw = 0.42+0.28
−0.19 rad

n0 Number density of ISM - logU(−6, 0) log10(n0/cm
−3) = −2.87+1.56

−1.53

p Electron distribution power-law index - U(2, 5) p = 2.11+0.06
−0.06

ϵe Thermal energy fraction in electrons - logU(−4, 0) log10 ϵe = −0.61+0.61
−1.09

ϵB Thermal energy fraction in magnetic field - logU(−5, 0) log10 ϵB = −2.44+1.85
−1.9

R1.4 Radius of a 1.4M⊙ neutron star R1.4(EOS) - R1.4 = 11.86+0.37
−0.49km

The table summarizes the intrinsic parameters for the multi-messenger observation of a BNS merger using the kilonova model described in
Ref. 154. In the fourth column, we report median posterior values at 90% credibility for the joint inference of GW170817-and-AT2017gfo-and-
GRB170817A. U(a, b) refers to uniform distribution between a and b. logU(a, b) refers to the log-uniform (of base 10) distribution, i.e., if
X ∼ logU(a, b), log10X ∼ U(a, b). N (µ, σ) refers to a normal distribution with mean µ and variance of σ2.
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Scaling. Due to the enormous computational burden of simultaneously analysing both the EM and GW signals, we have to ensure a good
parallelization of our code. For the NMMA framework, the parallelization is achieved by taking advantage of the flexibility of dynesty 156 and
based on the interface presented in parallel bilby 157.

In particular, the nested sampling process is parallelized using a head/worker strategy. The “head” organizes the live/dead points, and
validates if the stopping criteria are reached, while the “workers” find new live points under the likelihood constraint. The theoretical scaling
performance of such a strategy is given by 158

T (Ncores) = T (Ncoreref )×
ln(1 +Ncoreref /nlive)

ln(1 +Ncores/nlive)
, (35)

where T (Ncores) is the runtime using Ncores cores and T (Ncoreref ) is the reference time using Ncoreref cores. The parameter nlive denotes the
number of live points.

To validate if such a scaling is achieved, we performed intensive scaling tests on SuperMUC NG at the Leibniz Supercomputing Centre
(Munich), Lise and Emmy of the North German Supercomputing Alliance, and on HAWK of the High-Performance Computing Center Stuttgart.
We show results for scaling tests performed on HAWK using AMD EPYC 7742 processors. The tests are based on a full joint inference of
GW170817-and-AT2017gfo and GW170817-and-GRB170817A-and-AT2017gfo which includes intermediate checkpointing and all necessary
I/O-operations. The strong scaling for such simulations is shown in Supplementary Fig. 5 and is compared to the theoretical scaling mentioned
of Eq. (35).

Modelling Uncertainty. Overall, the obtained multi-messenger constraints depend noticeably on the robustness and accuracy of the individual
GW, kilonova, and GRB afterglow models but also on the uncertainty and accuracy of the underlying equations of state and nuclear physics
computations. In the past, there have been numerous studies considering the effect of GW-model uncertainties, e.g., 155, 159, 160 and we have already
employed multiple GW models in one of our previous studies also to investigate uncertainties with the conclusion that with the current amount
of observational data, we are mainly limited by statistical and not systematic uncertainties 22. As an example of the influence of the particular
choice of the kilonova model, we employ two different kilonova models with different assumptions about the geometry and composition of the
ejecta. In particular, we compare the results for our standard kilonova model as presented in Supplementary Tab. 2 with the results based on the
model of Kasen et al. 154 in Supplementary Tab. 3. While we find that individual parameters can be different, we find a similar neutron star radius
of R1.4 = 11.86+0.37

−0.49km.
Effect of systematic uncertainty budget To investigate the effect of the value chosen for the systematics uncertainty budget, the analysis on
the GW170817-AT2017gfo-GRB170817A event has been conducted with three different values of σsys, namely, 0.5mag, 1mag and 2mag.

To gauge the effect on the final equation-of-state constraint, the resulting posterior of the radius of a 1.4M⊙ neutron star, R1.4, for these
different σsys are compared. The median values with the 90% credible interval as uncertainties, are shown in Supplementary Tab. 4.

Table 4 | Comparison of radius measurements of a 1.4M⊙ neutron star for different σsys.
σsys [mag] R1.4 [km]
0.5 12.05+0.35

−0.45

1.0 11.98+0.35
−0.40

2.0 11.76+0.41
−0.49

The resulting radius measurements of a 1.4M⊙ neutron star for σsys being 0.5, 1.0 and 2.0 are shown.

With lower values of σsys, the estimatedR1.4 is skewed towards higher values, with the minimal uncertainty at 1mag. Therefore, it hints that

• the information from difference channels are more coherent at 1mag as compare to 0.5mag

• the information is not over diluted in 1mag as compare to 2mag.

To verify the above claim, we investigate into the estimated best-fit lightcurves. In particular, the best-fit lightcurves with the associated error
budget for filter K is shown at Supplementary Fig. 6. One can see that the 0.5mag is underestimating the systematic uncertainty and failed to
account for the data after 6 days after the merger, while the 2mag is overcompensating for the systematic uncertainty.

Based on the above observations, we concluded that the σsys of 1mag is a sensible choice.
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Figure 6 | Best-fit early-time lightcurve from the analysis with various σsys. The best-fit K-filter lightcurve (dashed, with the one magnitude uncertainty shown as
the band) for AT2017gfo data when analysing GW170817-and-AT2017gfo-and-GRB170817A simultaneously with different σsys.
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