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Abstract

This work describes a novel light-matter interface that is realized by a single atom trapped
in two crossed optical fiber cavities. The potential of this platform is demonstrated by
implementing a ready-to-use nondestructive detector of photonic qubits. This detector is
the first of its kind and represents a quantum technology that is of considerable importance,
for example, for quantum communication and fundamental tests in quantum physics.

Kurzfassung

Diese Arbeit beschreibt eine neuartige Licht-Materie-Schnittstelle, die durch ein einzelnes
Atom in zwei gekreuzten optischen Faser-Resonatoren realisiert wird. Das Potential
dieser Plattform wird anhand der Implementierung eines einsatzbereiten nicht-destruktiven
Detektors für photonische Qubits demonstriert. Dieser ist der Erste seiner Art und
repräsentiert eine Quantentechnologie, die für die Quantenkommunikation und fundamentale
Tests der Quantenphysik von erheblicher Wichtigkeit ist.

i





Meiner Frau.

iii





Contents

1. Introduction 1

2. Theory 5
2.1. Basic parameters for cavity quantum electrodynamics . . . . . . . . . . . . 5
2.2. Basics about fiber cavities . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2.2.1. Mode matching . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2.2. Polarization mode frequency splitting . . . . . . . . . . . . . . . . . 8
2.2.3. Single-sided cavities . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.3. Photon reflection at the atom-cavity system . . . . . . . . . . . . . . . . . . 9
2.3.1. Conditional phase shift . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.2. Conditional reflection . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.3. Entanglement at photon reflection . . . . . . . . . . . . . . . . . . . 12

3. Experimental setup 13
3.1. Crossed optical fiber cavities . . . . . . . . . . . . . . . . . . . . . . . . . . 13

3.1.1. Cavity parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.1.2. Mounting the fiber cavities . . . . . . . . . . . . . . . . . . . . . . . 17

3.2. Vacuum chamber . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2.1. In-vacuum components . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2.2. Appended components . . . . . . . . . . . . . . . . . . . . . . . . . . 19

3.3. Laser beam preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
3.3.1. Frequency lock of the laser sources . . . . . . . . . . . . . . . . . . . 22
3.3.2. AOM track . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.3.3. Laser beam frequencies and the D2-line of 87Rb . . . . . . . . . . . . 26

3.4. Magneto-optical trap . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.4.1. Technical description . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.4.2. Characterization measurements . . . . . . . . . . . . . . . . . . . . . 31

3.5. Atom position alignment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.6. Atom imaging system . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.6.1. Characterization of the aspheric lens . . . . . . . . . . . . . . . . . . 36
3.6.2. Imaging a single atom . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.7. Coherent atomic state manipulation . . . . . . . . . . . . . . . . . . . . . . 40
3.7.1. Microwave antennas . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.7.2. Characterization measurements . . . . . . . . . . . . . . . . . . . . . 43

3.7.2.1. Microwave spectroscopy . . . . . . . . . . . . . . . . . . . . 43
3.7.2.2. Rabi oscillation measurement . . . . . . . . . . . . . . . . . 45

4. Single atoms in crossed optical fiber cavities 49
4.1. Atomic state preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

v



4.2. Hyperfine state detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.3. Emission of single photons . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.4. Normal-mode spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.5. Atomic decoherence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.6. Atomic state tomography . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.6.1. Measurement of the phase shift . . . . . . . . . . . . . . . . . . . . . 60

5. Nondestructive detection of photonic polarization qubits 63
5.1. Experimental approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
5.2. Experimental results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

5.2.1. Photonic qubit fidelity . . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.2.1.1. Cavity birefringence in the context of a NPQD . . . . . . . 71
5.2.1.2. Classical limit . . . . . . . . . . . . . . . . . . . . . . . . . 72

5.2.2. Preservation of the photonic waveform . . . . . . . . . . . . . . . . . 73
5.2.3. NPQD characterization with different mean input photon number . 73

5.2.3.1. Conditional reflection in the context of a NPQD . . . . . . 76
5.2.3.2. NPQD theory model . . . . . . . . . . . . . . . . . . . . . . 76

5.3. NPQD applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.3.1. Sender-receiver entanglement . . . . . . . . . . . . . . . . . . . . . . 80
5.3.2. Precertification of photonic qubits . . . . . . . . . . . . . . . . . . . 81
5.3.3. Signal to noise ratio . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.3.4. Detection-loophole-free Bell test . . . . . . . . . . . . . . . . . . . . 82

6. Summary and outlook 83

Appendix 87

References 92

List of publications 103

Acknowledgements 105

vi



1. Introduction

The physical description of light was a controversial topic at the historical beginning of
optics. Two theories, the corpuscular theory of Isaac Newton and the wave theory of
Christiaan Huygens, competed for validity. Later in the 19th century, the double slit
experiment by Thomas Young and the description of diffraction by Augustin Jean Fresnel
led to the acceptance of the wave nature of light [1, 2]. In addition, James Clerk Maxwell’s
theory of electromagnetic radiation in 1865 [3] supported the wave theory, ultimately
leading to the relegation of the corpuscular model.

Scientists began to investigate black-body radiation at the beginning of the 20th century.
Against this background, the wave theory demonstrated an insufficient description of light,
since it predicts the “ultraviolet catastrophe” which contradicts the conservation of energy.
Hence, Max Planck invented a theory in 1900 which assumes quantized energy exchange
between the black body and the radiation field [4]. Although the scientific community was
critical of Planck’s theory, Albert Einstein used the idea of quantization and introduced
field quanta in order to explain the photoelectric effect [5] which reinforced the particle
model of light. At that time, scientists realized the wave-particle duality which Albert
Einstein commented as follows:

“It seems as though we must use sometimes the one theory and sometimes
the other, while at times we may use either. We are faced with a new kind of
difficulty. We have two contradictory pictures of reality; separately neither of
them fully explains the phenomena of light, but together they do.” [6]

Moreover, Louis de Broglie extended the concept of the wave-particle duality to other
fundamental particles which led to the so-called matter waves [7]. Together with other
influential physicists such as Niels Bohr [8], Werner Heisenberg [9], and Erwin Schrödinger
[10], the theory of quantum mechanics was developed and led to new insights into natural
phenomena which have no classical counterpart. Some examples are the uncertainty
principle, the superposition of states, and the disturbance of states upon measurement. The
latter must be considered for the nondestructive detection of particles without changing its
quantum state – a topic that is addressed in this work.

In addition to the aforenamed quantum phenomena, quantum mechanics explains the
entanglement of spatially separated systems, which raised doubts in the minds of Albert
Einstein, Boris Podolsky, and Nathan Rosen about the completeness of quantum mechanics;
such doubts were formulated in the frame of a gedanken experiment, the EPR paradox, in
1935 [11]. In response to this, John Stewart Bell came up with an analysis of quantum
entanglement in 1964 that led to an inequality which is violated if quantum mechanics is
complete [12]. A few years ago, scientists were fortunately able to demonstrate this violation
in the absence of any loopholes [13, 14] which showed unambiguously the completeness of
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2 Introduction

quantum mechanics. In addition, this achievement can also be used for device-independent
quantum key distribution [15]. This means that the security level of communication is
purely given by the laws of quantum physics and does not rely on any assumption of the
used quantum technology.

The formal theory of quantum mechanics as well as advancing technologies allowed for
a variety of new quantum experiments to be conducted. Scientists successfully cooled
and trapped individual ions that were well isolated from their environment [16, 17]. In
parallel, the first hybrid systems were realized, which consisted of microwave photons and
Rydberg atoms, in order to study radiation-matter interactions [18, 19]. Years later, the
magneto-optical trap (MOT) was invented and additional atom laser cooling and trapping
concepts were intensively theoretically and experimentally studied [20, 21, 22], which are
essential nowadays for experiments in the field of cavity quantum electrodynamics (cQED),
including single atoms that are trapped in optical cavities [23, 24].

The field of quantum optics started to significantly progress in the 1950s due to the work of
Robert Hanbury Brown and Richard Q. Twiss, who invented a new technique for measuring
the correlation of starlight intensities by means of two radiofrequency detectors [25]. Shortly
afterwards, this technique was applied to coherent fields [26]. These pioneering works
represented a new approach to observing phenomena in quantum optics, such as photon
antibunching, which was first demonstrated by H. Jeff Kimble, Mario Dagenais and Leonard
Mandel in 1977 [27]. The picture of non-classical properties of light was expanded upon
through the observation of squeezed light eight years later [28].

Scientists such as Richard P. Feynman called attention to the idea that quantum systems
– in this context also called quantum computers – could in principle perform special
computational and simulation tasks faster than a classical computer [29], yielding the
contemporary term, quantum supremacy [30] or quantum advantage. This idea was
supported in the 1990s when Peter Shor and Lov K. Grover invented quantum algorithms
which scale more favorably in computation time than classical approaches [31, 32]. Since
these days, the field of quantum computation has grown considerably. Theory work has
been conducted with regard to defining the necessary conditions for the construction of
a quantum computer [33]. J. Ignacio Cirac and Peter Zoller concluded in [34] that the
task of designing a quantum computer is equivalent to finding a physical implementation
of quantum gates between quantum bits as they are proposed in [34, 35, 36]. In parallel
to the advancing theory work, the challenge of constructing a quantum computer has
been approached experimentally via various platforms using trapped ions [37, 38, 39],
superconducting qubits [40, 41, 42], optical photons [43, 44, 45], NV centers in diamond
[46, 47, 48] and neutral atoms [49, 50]. Meanwhile, quantum computers are ready to be
transferred from research projects in academia into the development of several companies
[51], such as Google [52], Honeywell [53], IBM, and AQT [54].

The aforementioned technologies focus on quantum computation at a local site. However,
there are a number of applications that require the distribution of quantum information over
remote locations such as quantum communication [55], quantum cryptography [56, 57], and
distributed quantum computation [58, 59, 60]. Hence, quantum networks which connect
multiple remote quantum nodes via quantum channels are needed [61, 62, 63, 64]. One
approach is to use a fiber-based network; however, this is prone to inevitable photon
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transmission losses within the quantum channels even at the most suitable photon telecom
wavelength [55]. In the context of transmission losses, the concept of a quantum repeater
was born in 1998 [65], and still today, scientists continue to intensively study its realization,
both theoretically and experimentally [66, 67, 68, 69].

Another way to mitigate the transmission loss problem is the nondestructive detection of a
qubit photon along the network channel which is followed by classical communication back
to the sending and/or receiving quantum node. Hence, the photonic losses can be detected
at an early stage of photon transfer. In this work, this approach is further investigated
and an experimental realization is demonstrated. Using the parameters obtained from the
experimentally-realized nondestructive detector, theoretical modeling of various quantum
communication protocols predicts superior communication performance with respect to
direct transmission of the quantum information.

This achievement is enabled by the development of a novel quantum network node, using
single atoms which are trapped in the crossing point of two optical high-finesse fiber cavities
[70]. The employed fiber-mirror CO2-manufacturing process was pioneered around 2010
by Jakob Reichel, David Hunger and others [71, 72, 73] and allows for the fabrication of
resonator mirrors with radii of curvature one to two orders of magnitude smaller than
conventional superpolished mirror substrates. Consequently, an atom-fiber resonator
system yields a substantially increased coherent coupling rate. Furthermore, the fiber-based
resonators are intrinsically connected to optical fibers, which enables the natural integration
into a fiber-based quantum network.

The number of experimental platforms using fiber cavities is rapidly growing. Linked
together by having the same kind of optical resonator, the matter part ranges from neutral
atoms [74, 75] over single ions [76, 77], quantum dots [78], and color centers in diamond
[79, 80] to rare earth ions doped in nanoparticles [81].

Another advantage of fiber cavities is their small lateral size, which is similar to the diameter
of a human hair. This enables new types of cQED setups, such as a crossed optical fiber
cavity system with small resonator mode volumes. Hence, a single quantum particle, e.g.,
an atom, can be coupled to two independent resonator modes which, in turn, allows for
the realization of novel quantum information protocols. This work provides a technical
description of such a system and, moreover, presents a quantum information experiment
that has been made possible due to the new experimental platform.

This thesis is organized as follows: Chapter 2 discusses the basic parameters used to
describe fiber cavities and cavity quantum electrodynamics. Against the background of a
nondestructive photonic qubit detector which is presented in Chapter 5, theoretical models
are provided that aim to explain the experimental observations. Chapter 3 presents the
new experimental setup, including technical details and characterization measurements
complementary to the Ph.D. thesis of Manuel Brekenfeld [82]. Chapter 4 reports on
measurements with single atoms trapped in crossed optical fiber cavities in order to
characterize either the system or experimental tools that are regularly used for atom-cavity
experiments. Chapter 6 summarizes the results of this work and provides an outlook for
possible future experiments.





2. Theory

2.1. Basic parameters for cavity quantum electrodynamics

Cavity quantum electrodynamics (cQED) is used to describe the interaction between light
and matter in a cavity. The simplest case is the interaction between a single cavity mode
and a two-level atom. In this context, the atomic electric dipole moment ~µ couples to the
electric field ~E of a single photon confined in a resonator mode. This enables the coherent
exchange of a system excitation between the atom and the cavity. The coupling rate g for
a single excitation is calculated according to [24]

g =
~µ ·

~E

~
. (2.1)

With the normalized resonator mode function ψ (~r) and the cavity resonance frequency ωc,
the previous expression can be rewritten to [83, 24]

g (~r) =

√
|~µ|2 ωc
2~ε0Vm

ψ (~r) = g0 ·ψ (~r) . (2.2)

Given the atomic transition and the according resonator frequency, the maximum coupling
rate can be accessed by a geometric quantity, the cavity mode volume Vm. The maximum
value g0 is, however, only achieved if the atom sits precisely in the cavity field maximum.
As the mode volume gets smaller, this becomes more of a technical challenge because the
spatial field gradient increases. Quantitative analyses of the coupling rate of the system
described in this work yield g < g0, see section 4.4. This observation is attributed to the
fact that the atom is located inside the cavities where ψ < 1.

In order to observe the coherent dynamics of the system, the coupling rate g must be large
with respect to additional dissipative channel rates. For the resonator, this is [71]

2κ =
Lc
2L
. (2.3)

This expression is also considered as the resonator linewidth. L describes the photonic
losses per resonator roundtrip and 2L/c describes the roundtrip time. Dissipative channels
are also provided by the spontaneous decay of the atom. In free space, the according rate
can be calculated as [84, 85]

2γ =
|~µ|2 ω3

a

3π~ε0c3
(2.4)

where ωa represents the atom transition frequency. The atom-cavity system is considered
to be in the strong coupling regime if g � κ, γ. Consequently, multiple coherent exchanges
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6 Theory

of an excitation are possible before it is lost to the environment. However, a large class of
applications does not rely on strong coupling but on a high cooperativity, which is defined
as [71]

C =
g2

2γκ
. (2.5)

It compares the coherent coupling rate with the dissipative channel rates for a single
atom-cavity system. When a system is in the strong coupling regime, the cooperativity is
C � 1. However, the opposite conclusion is not necessarily true, C � 1 6→ g � κ, γ, which
renders the requirement of a high cooperativity a weaker condition in order to describe the
type of coupling regime.

As shall be discussed later on, the atom-cavity system described in this work provides a
maximum coupling rate on the order of tens of MHz, which is large compared to the atom
decay rate γ/2π = 3 MHz of the 87Rb D2-line. However, the cavity decay rates are on the
same order of magnitude as the coupling strength. Consequently, the system is not in the
strong coupling regime but has the potential to provide a large cooperativity of ∼ 20.

Three exemplary cQED scenarios are provided that rely on a high cooperativity. Firstly,
Law et al. [86] show that the single photon emission by an atom into a cavity mode can be
highly efficient given a high cooperativity in the “one-dimensional atom” limit. Secondly,
Daiss et al. [87] demonstrate the distillation of single photons out of a coherent pulse that
has been reflected off an atom-cavity system. The fidelity of the distilled state with the ideal
single photon Fock state is given by the cooperativity. Thirdly, the Purcell enhancement of
an atom decay rate due to the presence of a near resonant cavity mode is provided by 2C,
which is derived and discussed in [88].

2.2. Basics about fiber cavities

Typically, the cavity mode volume Vm is chosen to be small in order to increase the coherent
coupling rate, see equation 2.2. The mode volume for a TEM00 resonator mode is calculated
according to [71]

Vm =
π

4
w2

0L. (2.6)

This expression only considers geometric parameters of the resonator, which is the 1/e
mode field waist radius w0 and the cavity length L. The latter can be adjusted during
the assembly and, by using piezo actuators, during the experiment. However, the mode
waist radius is, among other parameters, given by the radii of curvature of the cavity
mirrors, which are determined by the manufacturing process without any possibility of
being tailored later on. The according relation for a Fabry-Pérot cavity reads [89]

w2
0 =

Lλ

π

√
(R1 − L)(R2 − L)(R1 +R2 − L)

L(R1 +R2 − 2L)2
(2.7)
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with the radius of curvature Rx for each spherical mirror and the wavelength λ. Moreover,
the choice of geometric parameters must lead to stable resonator modes, which is the case
if the stability condition [89]

0 ≤ (1− L

R1
)(1− L

R2
) ≤ 1 (2.8)

is fulfilled.

2.2.1. Mode matching

In general, optical cavities must fulfill the additional condition to provide a high mode
matching between the cavity and the external mode in order to couple light into and out
of the resonator. However, cavities that employ macroscopic substrates as mirrors are not
significantly affected by this condition, since the external mode can be externally adjusted
in size, spatial offset and tilt angle. In contrast, fiber-based cavities have a disadvantage
in that the external mode is determined by the fiber mode without any means of being
tailored. Hence, the radii of curvature of the fiber mirrors, as well as the cavity length,
must be carefully chosen at the cavity design stage in order to obtain a high field overlap
between the cavity and the fiber mode.

Mathematical relations for typical sources of mode mismatching are found in Joyce et
al. [90], which provide a valuable resource for estimating the impact of possible mirror
machining imperfections. These include the influence of non-adjusted mode field radii, an
angular tilt, and a spatial offset between the cavity and the fiber mode.

It is worth mentioning that the consideration of a high mode matching between the in-
/outcoupling fiber mode and the cavity mode typically leads to a design of asymmetric
mirror surfaces with respect to the radius of curvature. This is because a spatial offset
of the cavity mode waist towards the in-/outcoupling cavity fiber is desired. Under the
assumption that plane waves propagate along the fiber, a perfect mode matching can only
be achieved when a cavity mode waist is located at the corresponding fiber mirror. For
this reason, the radius of curvature of the in-/outcoupling fiber is typically larger than
that of the opposing fiber mirror. However, one should mention that the shift of the
cavity mode waist increases the field radius at the cavity mode center, the position where
the atom will be located later on, which decreases the atom-photon coupling strength.
Consequently, there is a trade-off between mode matching and the atom-photon coupling
rate. For example, the long fiber cavity that is used in the setup described in this work
is composed of one in-/outcoupling mirror with a radius of curvature of 340µm and an
opposing fiber mirror with a radius of curvature of 170µm at a cavity length of 162µm.
This leads to a shift of the cavity mode waist out of the cavity center by 74.1µm. However,
the expected maximum coupling strength is still high enough to obtain a system in the
high cooperativity regime, see Table 3.2.
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2.2.2. Polarization mode frequency splitting

A Fabry-Pérot cavity with spherical mirror surfaces maintains the degeneracy of the
polarization eigenmodes. This is of high importance for an atom-cavity system which
interacts with photonic quantum information that is encoded in the polarization degree of
freedom. However, there are two effects that cause the degeneracy to break, leading to a
splitting of the polarization eigenmodes. Firstly, an external force is applied to the mirror
substrates, which, in turn, yields a non-isotropic symmetry of the refractive index. The
force is typically applied in order to stably mount the mirrors. Hence, a light field that
has an arbitrary polarization experiences different optical path lengths, adding differential
phases between different polarizations. Secondly, the polarization degeneracy can be broken
due to the geometric asymmetry of the mirror surfaces. Uphoff et al. [91] show that
an ellipticity ε of the mirror surfaces produces a frequency splitting ∆ν of the cavity
polarization eigenmodes according to

∆ν =
νFSR

2πk

R1 −R2

R1R2
=
νFSR

2πk

ε2

R2
. (2.9)

νFSR = c/2L describes the free spectral range and k = 2π/λ represents the photon
wavenumber. This effect becomes increasingly more important when the radii of curvature
are small (R2 in denominator), as they are for CO2 machined mirrors when compared
with mirrors manufactured by conventional superpolishing techniques. Hence, the CO2

machining process and the subsequent mirror surface evaluation require a high level
of accuracy in order to eliminate or tailor any frequency splitting of the polarization
eigenmodes.

This effect can be also exploited in order to create a strong polarization mode splitting
by more than a cavity linewidth. Through this, the spectral distinguishability of both
cavity polarization eigenmodes is enabled. For example, the short cavity used in the setup
described in this work is equipped with this type of mirrors, leading to a polarization mode
splitting larger than four linewidths. Brekenfeld et al. demonstrate in [70] that this feature
enables the polarization selective Purcell enhancement of the atomic herald transition,
which is an essential part of the quantum memory presented therein.

The downside about this approach is the intrinsically limited mode matching between the
cavity mode and the in-/outcoupling fiber mode. The elliptical mirror surfaces produce a
cavity mode that is no longer rotationally symmetric. Consequently, a perfect overlap with
the symmetric fiber mode is not possible.

2.2.3. Single-sided cavities

A cQED system that is intended to be used for quantum information processes should be
designed so that the photonic quantum information can enter and leave the system via a
well-defined external mode. Therefore, the quantum system must be highly transmissive at
one point, whereas the remaining environment must be highly reflective. In the case of
a Fabry-Pérot cavity system, one cavity mirror is intentionally highly transmissive (the
so-called outcoupling (OC) mirror) with respect to the opposing highly-reflective (HR)
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mirror. Hence, the OC mirror is used in order to in- and outcouple the photonic quantum
information.

The transmission losses of each cavity mirror are determined at the mirror coating process.
Additionally, one should consider the parasitic losses that arise due to scattering and
absorption at each mirror. Therefore, the overall losses of the cavity are

L = LOC + LHR + Lparas. (2.10)

With the mirror losses, one can deduce the finesse that describes the quality of the employed
cavity mirrors, F = 2π/L, which is independent of the cavity length. However, experimental
measurements [92] show that the finesse typically decreases with increasing fiber cavity
length. This is due to growing clipping and parasitic losses that occur as cavity mode radii
increase at the mirror surfaces.

Together with the cavity length L, the overall losses enable the calculation of the cavity
linewidth according to equation 2.3. In addition, the related cavity field decay rate can be
expressed as a sum of field decay rates that originate from each cavity loss channel,

κ = (LOC + LHR + Lparas)
c

4L
= κOC + κHR + κparas. (2.11)

The escape probability for a cavity photon into the targeted external mode is defined by
the outcoupling ratio κOC/κ. If this ratio is one and if the incoupling photonic channel
is the same as the outcoupling one, the cavity is considered to be fully single-sided. For
example, the outcoupling ratio for the long and the short cavities used in the setup is 79%
and 85% respectively, see Table 3.2. The ideal value of one is prevented by a finite value
of Lparas and LHR. A finite transmission of the HR mirror coating is chosen in order to
enable cavity transmission experiments.

2.3. Photon reflection at the atom-cavity system

Using the framework of input-output theory [93, 94], one can calculate the coherent response
of the atom-cavity system to incoming light fields. Under the assumption of weak coherent
driving, which is accompanied by negligible atom excitation, and a photonic wave packet
envelope that varies on a time scale longer than the cavity decay time, one can find an
analytical solution for the photonic field reflection r(ω) which depends on the detuning
∆c(a) = ω− ωc(a) between the driving laser and the cavity (atomic transition) frequency ωc
(ωa), respectively [24]:

r(ω) = µMC − µ2
FC

2κOC(i∆a + γ)

(i∆c + κ)(i∆a + γ) + g2
. (2.12)

This equation has been adjusted to the usage of fiber cavities by introducing the complex
mode matching parameters µMC and µFC. The former describes the overlap between the
fiber mode and the incoupling mirror surface. This does not necessarily need to be one, as
the mirror surface is typically curved and the fiber mode is assumed to be plane, yielding a
fraction of light that is reflected into the fiber cladding. Moreover, the mirror surfaces have
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a finite surface roughness which causes scattering. The second mode matching parameter
describes the field overlap between the fiber mode and the cavity mode. As the light field
enters and predominantly leaves the cavity via the OC mirror, µFC enters quadratically in
equation 2.12. The intensity reflection is calculated by R(ω) = |r(ω)|2, whereas the phase
is given by arg(r(ω)). Note that r(ω) translates into a Lorentzian function for the case of
no coupled atom (g = 0), as it is expected for an empty cavity system.

2.3.1. Conditional phase shift

A rather interesting aspect of the field reflection function is its value at zero detuning,
∆a = ∆c = 0. Hence, the field reflection coefficient reads

r(∆ = 0) = µMC − µ2
FC

2κOC

κ

1

2C + 1
. (2.13)

In the event of an uncoupled atom-cavity system (g = C = 0), an outcoupling ratio as
given, for example, by our system (κOC/κ ≈ 80 %) and a negligible small differential
phase between µMC and µFC with |µMC| ≈ 1 and |µFC| ≈ 0.9, the amplitude reflection
coefficient is r < 0, implying a π phase shift between the reflected and the incoming light
field. However, when a coupled atom-cavity system has a sufficiently high cooperativity,
the second summand on the right-hand side of the equation decreases, which does not
produce a negative amplitude reflection coefficient anymore but rather r > 0. Hence,
the differential phase shift between a coupled and an uncoupled atom-cavity system is π.
Therefore, the internal spin state of an atom, which either couples to the cavity mode or
does not, decides if the incoming photonic field acquires a π phase shift after the reflection
at the atom-cavity system. Hence, an atom-photon interaction is found by Duan et al. [36],
which builds the basis for the realization of many previously implemented quantum gates
[95, 44, 50]. Moreover, this interaction has been utilized for the nondestructive detection
of an optical photon by Reiserer et al. [96], which is, in some aspects, similar to the
experiment presented in Chapter 5. In this experiment, the effect of conditional reflection
is observed.

2.3.2. Conditional reflection

The following considers an atom with two atomic ground states |0〉 and |1〉 which is trapped
inside an optical cavity. |0〉 couples to an excited state via a transition addressed by a
light field that can be in an arbitrary superposition of left and right circular polarization.
The cavity is resonant to this atomic transition. In contrast, |1〉 leads to an uncoupled
atom-cavity system. Furthermore, a single photon in the polarization state |Ψphoton〉 is in
resonance with the cavity. Given the photon is reflected off the atom-cavity system, the
collective state before and after photon reflection reads

|Ψphoton〉 |0〉 → + |Ψphoton〉 |0〉 , (2.14)

|Ψphoton〉 |1〉 → − |Ψphoton〉 |1〉 . (2.15)

The opposite signs of the output states stem from the differential π phase shift at reflection
which is discussed in the previous section and which is, in this situation, a global phase
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Figure 2.1: Conditional reflection. The atom is prepared in
a balanced superposition state of |0〉 and |1〉 (yellow-colored
vector). During photon reflection, the phase of the superposition
state is shifted by π, which rotates the state to the opposite
side of the Bloch sphere (blue-colored vector, 1.0). Different
magnitudes of the reflection coefficients for a coupled and a non-
coupled atom-cavity system |r0| and |r1| yield an unbalanced
atomic superposition state. The atomic state after reflection is
shown for different ratios |r1|/|r0|, see grey-colored labels.

shift with respect to the atom and the photon state. These assignments can be extended
to atomic superposition states,

|Ψphoton〉
|0〉+ |1〉√

2
→ |Ψphoton〉

|0〉 − |1〉√
2

. (2.16)

The interaction keeps the output state separable. However, the atomic state is rotated to
the other side of the corresponding Bloch sphere as the phase only changes locally. The
measurement of the atomic state rotation enables the detection of a photon reflection and,
consequently, the presence of a photon. This is the fundamental idea of the work of Reiserer
et al. [96], which is, however, demonstrated for only one specific polarization state.

The assignments represent the ideal scenario and only hold true if only the reflection phase
is dependent on the atomic state. If not taken into consideration at the design stage of the
atom-cavity system, the photon reflection probability may also differ for a coupling and a
non-coupling atom-cavity system. Taking this into account, the assignment reads

|Ψphoton〉
|0〉+ |1〉√

2
→ |Ψphoton〉

r0 |0〉+ r1 |1〉√
|r0|2 + |r1|2

(2.17)

with r0 > 0 and r1 < 0. If |r0| 6= |r1|, the outgoing atomic superposition state is no
longer balanced. Fig. 2.1 shows the atomic state for different ratios |r1|/|r0|. If |r1| > |r0|
(|r0| > |r1|), the state vector leaves the equatorial plane towards |1〉 (|0〉). In this context,
the probability for a successful photon reflection is conditioned on the atomic spin state. In
other words, each reflection result (reflected or lost) provides information about the atomic
state when the atom is prepared in a balanced superposition state. Due to the available
information, the atom state is rotated out of the equatorial plane.
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2.3.3. Entanglement at photon reflection

So far, the interaction is assumed to fully maintain the photonic quantum state. However,
it is conceivable that an operation Âi

1 is applied to the photonic state that depends on the
atomic state. Hence, the interaction assignment reads

|Ψphoton〉
|0〉+ |1〉√

2
→

r0

(
Â0 ⊗ 1̂

)
|Ψphoton〉 |0〉+ r1

(
Â1 ⊗ 1̂

)
|Ψphoton〉 |1〉√

|r0|2 + |r1|2
(2.18)

which yields a non-separable output state.

The operator Âi can represent a polarization state rotation, for example, due to cavity
birefringence. Depending on the atomic state, the photon populates the cavity mode
differently, which, in turn, yields different polarization rotations. This situation was
observed during the implementation of the nondestructive photonic qubit detector and is
discussed further in section 5.2.1.1.

1Âi is assumed to preserve the norm of the photonic state.



3. Experimental setup

This chapter provides both a technical description and the results of characterization
measurements of a new apparatus which traps single atoms inside crossed optical fiber
cavities. The content is complementary to the information provided in the Ph.D. thesis of
Manuel Brekenfeld [82] and provides a detailed description of system elements that have
been implemented within this work.

3.1. Crossed optical fiber cavities

The core element of the new apparatus is a crossed optical fiber cavities system. A close-up
of the two fiber cavities arranged at an angle of 90◦ to each other is shown in Fig. 3.1.
The red-colored cavity has a length of 80µm, whereas the blue one is 162µm long. This
configuration is enabled by the small transverse dimension of optical fibers. The length of
the two resonators is the inspiration behind their regularly used names: short (SC) and
long cavity (LC). The coupling of light into and out of each resonator occurs via the same
single-mode fiber, (a) and (b), since the cavities are designed to be single-sided. This is
achieved by coating the single-mode fiber surfaces with a low reflective dielectric mirror
coating and the opposing multi-mode fiber surfaces, (c) and (d), with a highly reflective
dielectric mirror coating.

The cavity fibers are fabricated by means of a CO2 laser machining process, which was
pioneered by Jakob Reichel, David Hunger and others in the year 2010 [71, 72, 73]. Since
its introduction, the process has been widely used and refined in order to build cavity
quantum electrodynamics (cQED) experiments [74, 75, 76, 77, 78, 79, 80, 81]. Gerhard

Figure 3.1: Crossed optical fiber cavi-
ties. A view of the horizontally aligned
crossed optical fiber cavities. The red-
colored cavity has a length of 80µm and
is composed of a single-mode fiber (a)
with a low reflective mirror coating and
a multi-mode fiber (c) with a highly re-
flective mirror coating. The blue-colored
cavity is 162µm long. The constituting
fibers (b) and (d) are similar to (a) and
(c) with respect to the fiber type and
the mirror coating.

13
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IVG Ltd. Mode field/Core Ø Cladding Ø Coating Ø

SC/LC SM-fiber Cu800 (6.0± 0.5)µm (125± 1)µm (165± 10)µm

SC MM-fiber Cu50-125 50µm (125± 1)µm (165± 10)µm

LC MM-fiber Cu50-200 50µm (200± 2)µm (260± 10)µm

Table 3.1.: Cavity fibers

Rempe’s working group started to build a CO2 laser machining setup ten years ago, which
led to the first manufacturing run in 2012/2013 carried out by Manuel Uphoff and Manuel
Brekenfeld. A description of the setup and the related results are provided in [92, 91].

This setup was reused for a second manufacturing run in 2016/2017 with the aim of
generating the four cavity fibers used in the setup described in this work. The goal was
to machine spherical but also strongly elliptical fiber surfaces, which was a novelty at
that time. Typically, a singlet lens is used in order to focus the CO2 laser beam onto
the fiber end facet in order to machine spherical fiber surfaces. In addition, a telecope
with cylindrical lenses (ZnSe glass, +50 mm and +100 mm focal length) can be inserted,
producing an elliptical CO2 laser beam profile. Hence, the imprinted structure on the fiber
end facet is elliptical as well, see Fig. 3.2b. Further details about the second machining
process are provided in [82].

Typical optical fibers measure 125µm in cladding diameter, comparable to the diameter
of a human hair. To enhance the mechanical strength, fibers have a coating around the
cladding, usually consisting of ultra-high-vacuum (UHV) incompatible materials such as
acrylate polymers. In contrast, three different types of fibers are used that are all equipped
with a copper coating, resulting in UHV compatibility and mechanical strength. Details
about the fibers used are provided in Table 3.1.

Since the cavities are designed to be single-sided, the specifications of the mirror coatings
and the type of employed fibers are different. The in- and outcoupling channel of the
optical cavities requires the transverse mode of the optical field to be preserved. Hence,
single-mode fibers with a highly transmissive mirror coating (340 ppm transmission) are
used. On the other hand, the opposing multi-mode fibers are machined with a highly
reflective coating (10 ppm transmission). Using multi-mode fibers here is advantageous for
two reasons. Firstly, multi-mode fibers have a large core diameter (see Table 3.1), which
allows for a high and robust light coupling efficiency. The latter is beneficial for cavity
transmission measurements. Secondly, multi-mode fibers produce better concave surface
structures when a CO2 machining process is applied [92].

Due to the reflow of the fiber edges during the CO2 laser machining process of optical
fibers, the ideal concave mirror area diameter is significantly smaller than the fiber diameter
[92]. In order to increase the mirror area diameter well beyond the cavity mode diameter,
fibers with larger cladding diameter can be used. For crossed cavities, a large mirror area
diameter is required for the LC multi-mode fiber. This is due to the cavity length as well
as the fact that the long cavity mode waist is shifted towards the LC single-mode fiber in
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order to increase the fiber-cavity mode matching, see section 2.2.1. Consequently, the long
cavity mode radius at the multi-mode fiber mirror is relatively large.

Alternatively, a larger concave mirror area diameter can be achieved through a CO2 dot
milling technique [97], in which a large number of weak CO2 pulses sequentially address an
optimized pattern of target points on the fiber surface. With this technique, fiber mirrors
with low roughness and large and uniform surface structures are demonstrated. Note that
this approach also provides the advantage of tailoring the pulse parameters intermediately,
which can potentially reduce the fiber rejection rate at the machining process.

3.1.1. Cavity parameters

Table 3.2 summarizes the parameters for the long and short cavities that are currently used
in the setup.

The radii of curvature (ROCs) of the cavity mirror surfaces are deduced from surface images
that are acquired with a white light interferometer, Bruker Contour-GT ; the measurements
are presented in Fig. 3.2. A spherical function is fitted within a region of interest around
the mirror center and a spatial window edge size of 5µm. The latter is comparable to the
cavity mode waist on the mirror surfaces.

Measurements of the cavity free spectral range allow for the calculation of the cavity length.
Moreover, the remaining geometric parameters of each cavity can be used to calculate
the mode waist at the cavity center, see equation 2.7. With this calculation, the cavity
mode volume is inferred (equation 2.6), which, in turn, leads to the theoretical maximum
light-atom coupling rate g0, see equation 2.2. The latter is provided for the D2-line cycling
transition F = 2↔ F ′ = 3 and for the transition employed in the experiment presented in
Chapter 5. Note that the short cavity cannot be coupled to the strongest D2-line transition
F = 2,mF = ±2 ↔ F ′ = 3,mF = ±3, since it only supports linearly polarized cavity
modes.

Given the ROCs, the cavity modes cannot be symmetric with respect to the cavity center
point, which is later on the atom position. The unequal ROCs have been chosen intentionally
in order to move the cavity mode waist towards the in-/outcoupling mirror. This increases
the fiber-cavity mode matching, which is expected, theoretically, to be as stated in the
table. The mode matching values assume a mode field diameter inside the single-mode
fiber of (6.0± 0.5)µm, see Table 3.1.

Transmission spectra are taken for both cavities and are shown in Fig. 3.2. The polarization
of the probe field is adjusted to the cavity polarization eigenmodes. This prevents the
simultaneous mode excitation, which would otherwise lead to a broadening of the trans-
mission spectra, assuming non-degenerate polarization eigenmodes. The spectra provide
the cavity linewidth, the field decay rate and the frequency splitting of the polarization
eigenmodes. Eventually, the cavity finesse is given by the ratio between the free spectral
range and the cavity linewidth, which is a measure for the cavity mirror losses.

Taking into account the transmission losses given by the mirror coatings, one can calculate
the parasitic losses according to equation 2.10, which are attributed to mirror absorption
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Long cavity Short cavity

Radius of curvature, OC* 340µm 100µm and 290µm

Radius of curvature, HR† 170µm 90µm and 230µm

Free spectral range 0.9255 THz 1.8739 THz

Cavity length 162µm 80µm

Mode waist at cavity center 6.4µm 3.5µm and 4.8µm

Mode volume (λ = 780 nm) 10800 ·λ3 2200 ·λ3

g23
0 /(2π) at cavity center 64 MHz§ 82 MHz‡

g12
0 /(2π) at cavity center** 32 MHz 71 MHz

Mode waist at HR 11.7µm 5.2µm and 5.4µm

Mode waist at OC 3.5µm 3.9µm and 5.1µm

Distance: mode waist pos. / OC 6.9µm 26.6µm and 33.4µm

Maximum mode matching 97+2
−3 % 82+4

−5 %

Linewidth 63.4 MHz 119.2 MHz

κ/(2π) 31.7 MHz 59.6 MHz

Finesse 14600 15700

Total losses 430 ppm 400 ppm

Transmission, OC 340 ppm 340 ppm

Transmission, HR 10 ppm 10 ppm

Parasitic losses 80 ppm 50 ppm

Outcoupling ratio 79 % 85 %

Frequency splitting pol. modes 0.23 linewidths 4.5 linewidths

* OC is shorthand for outcoupling mirror, which is applied to the single-mode fiber.
† HR is shorthand for highly reflective mirror, which is applied to the multi-mode fiber.
§ The maximum coupling strength on the D2-line F = 2,mF = ±2↔ F ′ = 3,mF = ±3 transition.
‡ The maximum coupling strength on the D2-line F = 2,mF = ±2↔ F ′ = 3,mF = ±2 transition.
** The maximum coupling strength on the D2-line F = 1,mF = 0↔ F ′ = 2,mF = ±1 transition.

Table 3.2.: Parameters for the long and short cavities
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and scattering. The outcoupling ratio is calculated according to the equations provided in
section 2.2.3.
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Figure 3.2.: Cavity transmission spectra and mirror surfaces. a, Two transmission spectra of the
long cavity. The probe field polarization is adjusted to the cavity polarization eigenmodes. A
residual polarization mode splitting can be observed. The two subfigures next to the spectrum
plot show contour images of the long cavity mirror surfaces. The upper (lower) image corresponds
to the multi-(single-)mode fiber. b, Same measurements for the short cavity. In contrast, a large
polarization mode splitting can be observed which is due to the strong ellipticity of the cavity
mirror surfaces. The error bars in all spectra are smaller than the data points. This figure was first
published in [70].

3.1.2. Mounting the fiber cavities

Using fibers as the carrier for the cavity mirrors is advantageous in many respects. However,
the fragility of the fiber raises the question of how to mount them securely and mechani-
cally decoupled from their environment. At the same time, the optical access should be
maintained, and the possibility to move the fibers over a broad range (many fiber diameters,
placing the fiber tips at a safe distance from each other, e.g., when baking out the vacuum
chamber) with a sub-micrometer precision should be preserved.

Some experiments that utilize optical fiber cavities use UHV compatible glue to directly
mount the fibers onto shear piezo elements [98, 99], which are then used to precisely tune
the cavity length. However, this approach comes with one drawback. During the curing
time of the glue, the fiber can potentially move unpredictably, which may ruin the highly
sensitive cavity alignment.

An early version of our mounting structure is shown in Fig. 3.3a. A modified version,
integrated in the final setup, is shown in subfigure (b). Modifications are made to the
dimensions of the employed elements; however, the original concept is maintained.

The mounting concept is based on fiber clamping with a well-defined force evenly distributed
over the first 21 mm of the fiber. A bottom element (3), in which a V-groove is milled,
serves as a direct-contact-carrier of the fiber (6). A top plate (4) is mounted onto the
bottom plate and is fixed with titanium screws and Inconel springs (5). The latter are
custom-made by Febrotec Federn with the spring parameters L0 = 2.2 mm, L1 = 1.5 mm
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and F1 = 0.62 N. Hence, the spring constant is F1/(L0 − L1) = 0.886 N/mm. The spring
compression is given by the thread depth. The bottom plate is glued (UHV compatible
epoxy glue, EPO-TEK 353ND) onto a shear piezo (2), PI Ceramics PQYY-0525, which is
used to precisely tune the cavity length. The piezo electrodes are soldered to two copper
wires which are coated with a Kapton layer for electronical isolation. The soldering was
done by means of a UHV compatible solder, Allectra 315-Solder. The bottom side of the
piezo is glued to a plate (1) that is screwed to a stack of translation stages (7) for broad
range translation. Elements (1), (3) and (4) are machined out of Macor which is a ceramic
type material with low thermal expansion, high electronical isolation, a low outgassing rate
and suitable machining properties.

During the assembly of the vacuum chamber, the copper wires of the shear piezo, which
holds the long cavity multi-mode fiber, became damaged. This was probably due to an
accidental clamping of the wires between two metal elements. However, each cavity is
equipped redundantly with two shear piezos (one shear piezo at each fiber). Therefore, the
long cavity can still be tuned in length.

Figure 3.3.: Fiber cavity holder. a, An early version of the fiber cavity holder. The concept of
this mount has been adapted to the present version. However, the dimensions of the constituting
elements were adjusted to fit into the interior of the vacuum chamber. (1), (3) and (4) are custom-
designed Macor elements. (2) is a shear piezo soldered to two copper wires. Titanium screws and
Inconel springs (5) fix the upper Macor plate (4) to the lower one (3). The optical fiber (6) is
clamped by the Macor elements (3) and (4). b, The fiber cavity holder installed into the vacuum
chamber. The labels of subfigure (a) are adopted. One piezo slip-stick translation stage (7) can be
observed: it enables the vertical movement of the optical fiber. (8) labels an in-vacuum mirror that
reflects a magneto-optical trap beam. The dashed rectangle surrounds the position of the optical
fiber from which on the copper coating has been etched away. It is necessary to have a coating-free
optical fiber at the end facet for the CO2 beam machining process of the concave mirror surfaces.

Each fiber holder is mounted onto a stack of non-magnetic translation stages which allow
for the movement of the fiber over a range of a few millimeters with a sub-micrometer
precision. Each translation stage relies on the piezo slip-stick technology. In total, seven
translation stages are employed: four stages for the horizontal alignment (3x SmarAct
SLC-2430-WD-UHV-NM-TI and 1x Attocube ANPx311/HL/UHV ) and three stages for
the vertical alignment (SmarAct SLC-1720-W-D-UHV-NM-TI ). The remaining degrees of
freedom are manually aligned and fixed by screws. No more translation stages are used, as
doing so would increase the instability of the fiber cavities.
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At an early stage of the crossed cavities project, translation stages from different companies
were tested with respect to the mechanical stability and the outgassing rate. No significant
difference could be found, which is why all tested components were integrated into the
final setup.

All four translation stacks are mounted on a common plate, which is the top element of
the in-vacuum vibration isolation system, which is further described in [82].

3.2. Vacuum chamber

The following two sections provide a description of elements that are mounted inside and
elements that are appended to the vacuum chamber.

3.2.1. In-vacuum components

The view through the upper viewport of the vacuum chamber reveals plenty of in-vacuum
components, as shown in Fig. 3.4a. In the center, the crossed cavities are mounted according
to the description of the previous section. Two mirrors1 are located above the cavity plane
in order to reflect the magneto-optical trap (MOT) beams which enter the vacuum chamber
via the upper viewport (details in section 3.4). For coherent manipulation of the atomic
ground states, three single-loop microwave antennas are installed (details in section 3.7).
Moreover, the connection between one single-loop antenna and a semi-flexible coaxial cable
is shown. For high mechanical stability, the microwave cable is fixed to a rigid metallic bar.
Atoms are provided by two 87Rb dispensers, SAES RB/NF/3.4/12 FT10+10, which, once
released into the vacuum, load the MOT. The dispenser position was chosen in such a way
that a direct line of sight to the cavity mirrors is blocked by the MOT mirrors, which, in
turn, mitigates the deposition of 87Rb atoms onto the high finesse cavity mirrors.

3.2.2. Appended components

Fig. 3.4b presents a drawing of the vacuum chamber together with the appended vacuum
components.

The vacuum chamber is designed and manufactured by the Max Planck Institute of
Quantum Optics. It is machined out of a single piece of stainless steel.

The blue-colored components are eight CF flanges that have a viewport integrated for
optical access into the vacuum chamber. The top and bottom viewport windows provide an
anti-reflection (AR) coating for 780 nm wavelength (angle of incidence (AOI) = (0− 45)◦)
and an AR coating for 1064 nm wavelength at an AOI = 0◦. The thickness of the top
viewport window amounts to 6.5 mm, which is an important parameter for the design of an
atom imaging system that is described in section 3.6. Six smaller viewports are mounted

1Customized product manufactured by Lens-Optics
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onto the side of the vacuum chamber; they provide an AR coating at 780 nm wavelength
at a normal AOI.

The viewports are used to send laser beams into or to receive light out of the vacuum
chamber. The descriptions of the laser beam directions, which are used regularly later on,
relate to the coordinate system depicted in Fig. 3.4b. Three orthogonal directions are given
by the two cavities and the vertical. A fourth direction is given by the cooling beam axis
with an azimuth angle of 30◦ with respect to the long cavity axis and a polar angle of 30◦

with respect to the vertical direction.

Four CF10 flanges (colored in yellow) are used to feed the cavity fibers through the chamber
wall. The flanges are tilted by an angle of 34.4◦ with respect to the horizontal plane in
order to increase the bending radius of the fibers. Holes are drilled centrally into the flanges
for the fibers to be guided through. After the assembly, each fiber feedthrough is sealed
with an epoxy glue, EPO-TEK 353ND.

At the time of writing this thesis, the Rempe group CavityX team, which operates the
crossed cavities setup, detected a vacuum leak at the feedthrough of the short cavity
single-mode fiber. A clear explanation for this incident has not yet been given. However,
initial investigations indicated a chemical reaction between the sealing glue and the fiber
copper coating. If this hypothesis can be confirmed, alternative approaches to the fiber
feedthroughs [100, 101, 102] should be considered in the future.

The red-colored component represents the vacuum pump, SAES NexTorr D 500-5. It
consists of a combination of a non-evaporable getter (NEG) material and a diode ion
pump. Compared with other types of UHV pumps, it is small in dimension and does not
require the evaporation of chemically active materials that potentially cover functional
surfaces such as in-vacuum mirrors. However, the NEG material needs to be initially
activated, which can be achieved by heating it up to a few hundred degrees Celsius for
around one hour. This may potentially lead to thermal drifts of highly sensitive in-vacuum
components. Therefore, it is recommended to activate the NEG material using temporally
shorter sequences. It is unclear how much the activation of the material is affected by
deviating from the specified activation protocol. However, the long atom trapping times
(see [82]) prove that a sufficiently low pressure is present in the vacuum chamber, which
indicates a high pumping rate.

In order to permanently track the vacuum pressure, a BARION-BASIC gauge is mounted at
the chamber (colored orange). After the baking out of the vacuum chamber, the gauge has
monitored a constant pressure of ≈ 2 · 10−10 mbar, which is considered to be a conservative
estimate of the real vacuum pressure at the atom location due to differential pumping lines.

Both the fiber cavity shear piezos and the translation stages require a high voltage signal.
Consequently, the vacuum chamber is equipped with 32 high voltage feedthroughs in a
Vacom CF40-MPC2-32-SE-CE-SSG flange (colored green). A pinout diagram is provided
by the laboratory documentation. Another flange, Vacom CF16-HV3-4-CE-CU13, provides
four high current feedthroughs to which the two atom dispensers are connected. Moreover,
a third flange, Vacom CF40-SMA50-3-GS-DE-CE-SS, provides the connectors for the
microwave antennas coaxial cables, see section 3.7.
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Figure 3.4.: Vacuum chamber. a, View into the vacuum chamber via the top viewport. The
in-vacuum components are labeled with (1-6): (1) MOT mirrors, (2) fiber holder, (3) microwave
antenna, (4) long cavity multi-mode fiber, (5) vertical translation stage, (6) two 87Rb dispensers.
Two arrows show the direction towards the UHV pump and the pressure gauge. b, Drawing of
the vacuum chamber together with the appended vacuum components. Red: UHV pump, blue:
viewports, green: flanges with electrical feedthroughs, orange: pressure gauge, yellow: flanges
with fiber feedthroughs. The viewpoint demonstrates the position from which the photograph in
subfigure (a) is taken. The axes of the depicted coordinate system are regularly used to describe
the direction of the employed laser beams that enter and leave the apparatus.

3.3. Laser beam preparation

Quantum optics experiments that involve single atoms placed in optical cavities require
coherent light sources for many different purposes. The applications range from laser
cooling and trapping, to atomic spin preparation, state detection, and coherent state
manipulation. To that end, external-cavity diode lasers (ECDLs), TOPTICA Photonics
AG DL pro and TA pro, provide coherent light for different wavelengths in the near-infrared
spectrum close to the optical dipole transition frequency of the D1- and D2-line of 87Rb.
The spectral linewidth of these sources is measured to be ≈ 500 kHz2 on a second integration
timescale, which is well below the atomic natural linewidth ΓD1 = 2π · 5.746(8) MHz and
ΓD2 = 2π · 6.065(9) MHz [85], allowing for the spectral resolution of the atomic transitions
of interest.

With the appropriate light sources at hand, the light which is applied to the atom must be
adjusted in at least four degrees of freedom: the frequency, the polarization, the optical
power and the turn on and off time. All of these properties are set on the laser table (see
Fig. 3.5c), which essentially only contains two different beam paths that are repeatedly built.
The first beam path superimposes the laser light with highly spectrally stable reference light

2The linewidth is inferred from the beat signal between an ECDL and the frequency comb. During the
measurement, the ECDL was locked to the frequency comb.
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in order to stabilize the laser light frequency. The second beam path uses an acousto-optical
modulator (AOM) in double-pass configuration in order to fine tune the laser frequency,
the optical power and to switch the light on and off on a sub-microsecond timescale. After
the light has passed the AOM track, it is coupled into a polarization-maintaining optical
fiber which requires linear field polarization. The optical fiber is guided to the atom-cavity
experiment table on which the polarization is further adjusted. The two aforementioned
beam paths of the laser table are further described in the following two sections.

The separation between the laser table and the cavity experiment is intended. The
significant heat dissipation, caused by the finite efficiencies of the laser light sources and
other electro-optical components as well as the permanent maintenance work on the laser
table, may cause thermal drifts and therefore are constrained to the laser table so that
they do not transit to the highly sensitive cavity apparatus.

3.3.1. Frequency lock of the laser sources

A free-running ECDL tends to spectrally drift over time over a spectral range far broader
than the natural linewidths of the employed 87Rb transitions. Therefore, most of the lasers
need to be locked to a frequency reference, which, for the Rempe working group, is an
optical frequency comb from the company MenloSystems GmbH. The special feature of this
laser technology is the spectral structure, which resembles the appearance of a conventional
hair comb with an equidistant comb tooth spacing of 250 MHz and an offset frequency of
−20 MHz over a spectral range of approximately (760− 805) nm3. The absolute positions
f of the comb teeth are therefore f = (−20 +N · 250) MHz with the integer number N .
Due to an upgrade of the optical frequency comb, FC-1500-250-WG, in year 2018, the
comb tooth linewidth is specified to be ≤ 1 Hz at an integration time of 1 s4. The upgrade
included the installation of a highly stable cavity, ORS1500 (SN0032), with a specified
linewidth of < 1 Hz at an integration time of 1 s and a finesse of 351000 at a wavelength
of 1542 nm. The cavity spacer is made out of a glass type material with an ultra low
coefficient of thermal expansion close to room temperature, which makes the cavity robust
against thermal fluctuations.

The frequency comb is locked to this cavity which increases the short-term stability, leading
to a decrease in the linewidth of the comb teeth. In addition, the frequency comb is locked
to a highly stable 10 MHz reference for long-term stability.

The frequency comb provides a mean for detecting the laser frequency not in the optical
domain but in the radiofrequency domain, which can be easily processed by analogue
and digital locking electronics, e.g., MenloSystems GmbH DXD212/200 or TOPTICA
Photonics AG (m)Falc110. The laser light is superimposed with frequency comb light,
which leads to a beat signal with a smallest frequency contribution of ≤ 125 MHz. The
latter value arises from the fact that the laser light cannot be spectrally detuned from a

3The frequency comb provides further output channels with different spectral ranges.

4The linewidth or the laser-frequency Allan variance – another representative for the frequency stability –
can be inferred from the laser-frequency-noise spectral density [103, 104], which may be measured with,
for example, phase and frequency counters.
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comb tooth further than half of the comb tooth spacing. Conventional photo detectors
measure the optical beat signal and forward the corresponding voltage signal to the locking
electronics. The latter compares the beat signal frequency with an adjustable reference
radiofrequency and outputs a corresponding control signal. This signal is fed back to the
ECDL current and/or the ECDL grating piezo in order to stabilize the laser frequency on
a fast and/or slow timescale.

Another advantage of the frequency comb is the possibility to distribute the light over
multiple optical labs by using a multichannel optical fiber beam splitter. Moreover, each
lab can lock multiple lasers to a common frequency comb beam5 as illustrated in Fig. 3.5a.
The easiest approach would be to distribute the comb light equally over all lasers that
need to be locked in frequency. However, at a large number of lasers, the optical comb
light power per laser becomes small, which is disadvantageous for a robust frequency
lock. This can be avoided by grouping lasers with similar target frequency together and
filtering out the respective comb light spectrum. This does not reduce the valuable optical
frequency comb power required for a different group of lasers, since the only comb tooth
line that contributes to the required beat signal is the one which is closest to the target
laser frequency.

The optical frequency comb light impinges on a spectral bandpass filter, Semrock LaserLine,
which filters out the comb light at (780.0± 1.5) nm wavelength. The transmitted light is
equally distributed over three lasers (D2 1− x′, D2 2− x′ and Physics) by means of λ/2
retardation waveplates and polarizing beam splitters. Each laser is superimposed with the
comb light in free space, using a polarizing beam splitter and a polarizer. Subsequently, the
superimposed light is coupled into a single-mode fiber which is attached to a photodiode,
Thorlabs PDA10A-EC (not shown in figure).

The comb light reflected at the initial spectral filter is distributed over two intracavity
dipole trap lasers, LC and SC, which have their target wavelength at 774 nm and 776 nm.
The corresponding beat signals are generated in the same way as described for the 780 nm
wavelength lasers. Note that telecom lasers which are potentially required for future
experiments can also be referenced to the frequency comb using the same technique as
described. For this reason, another frequency comb output channel must be used that
provides a photonic signal at 1550 nm wavelength.

3.3.2. AOM track

The double-pass AOM track occurs more than 15 times on the laser table and is usually
assembled in a very similar way, see Fig. 3.5c. The name of this assembly is related to
the central element, an AOM. Laser light transmitted through the modulator is diffracted
by an optically transparent crystal with a periodically modulated refractive index. The
modulation occurs due to a radiofrequency (RF) voltage signal that excites sound waves
inside the crystal. The sound waves eventually form a standing wave that resembles a
grating-like structure after reflection from the crystal boundary. The diffraction of the

5In year 2019, the number of lasers locked to a single frequency comb was over 20, taking into account all
experiments of the Rempe working group.
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Figure 3.5.: Laser table. a, Optical beam paths and optical elements used to superimpose the
laser beams with the beam of the frequency comb in order to generate an error signal for the laser
frequency stabilization. Dashed (solid) lines represent frequency comb (laser) light. b, The beam
path and the optical elements used in an double-pass AOM track. c, A photograph of the laser
table. The optical elements are labelled as follows: polarizer (P), retardation waveplate (λ/x),
polarizing beam splitter (PBS), plan-convex lens (PCX), acousto-optical modulator (AOM). Labels
with a green background represent names of ECDLs.

laser beam into higher orders causes a deflection which can be used to effectively switch on
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and off the optical beam. Moreover, the efficiency of the AOM diffraction is a function of
the applied RF signal power, which provides an excellent mean for the fine adjustment of
the optical power6.

The diffraction of the laser light in the crystal can be thought of as an interaction between
photons and phonons. Hence, laser light that is diffracted either acquires or loses energy
due to this interaction. The absolute value of the first order energy change is equivalent to
the applied RF times the Planck constant, whereas the sign is determined by the diffraction
direction7. The AOM is therefore also an excellent mean for the fine adjustment of the
laser frequency.

An example of an AOM track is shown in Fig. 3.5b next to two other AOM tracks that
are both receiving light from a common laser beam. The light is partially coupled into an
AOM track via a λ/2 retardation waveplate and a polarizing beam splitter (PBS), allowing
for a rough optical power alignment. The light coupled into an AOM track is focused onto
the AOM. The focused beam reduces clipping losses at the AOM aperture and decreases
the time taken to turn the outgoing laser pulse on and off. However, a smaller beam
diameter also causes a lower diffraction efficiency. Consequently, there is a tradeoff between
switching time and diffraction efficiency.

After the beam transmits through the AOM, it passes through an iris which absorbs the
zero diffraction order and enables only the transmission of the diffraction order −1, which is
subsequently retro-reflected at a concave mirror. The retro-reflected beam passes through
the AOM again, where the direction of diffraction order −1 equals the reverse direction of
the initial incoming beam. The double-pass AOM configuration enables a double energy
shift of the laser beam. However, the AOM diffraction inefficiency enters the overall AOM
track efficiency quadratically. For reference, typical AOM diffraction efficiencies are in the
range of (50− 80) %, depending on the laser beam diameter and the employed AOM.

The beam that transmits through the AOM for the second time is recollimated and
subsequently passes through another iris for spatial filtering. Ultimately, the light is
coupled out of the AOM track by a PBS. It is reflected at the PBS as the laser light has
previously been transmitted through a λ/4 retardation waveplate – located in front of the
retro-reflecting mirror – twice. The linearly polarized light is coupled into a polarization-
maintaining fiber which guides the light to the cavity table.

It is not recommended to couple the laser beam out of the AOM track via transmission
through the initial PBS. This is because an imperfect field polarization may lead to a
residual beam reflection as opposed to full transmission. Hence, the outcoupled light would
be guided towards the previous AOM track, leading to cross talk between two adjacent
AOM tracks.

6The detection of the (non-)diffracted optical power behind an AOM can be used to generate an error
signal for the optical power stabilization of the laser beam. The error signal can be converted into
a control signal, which is then applied to the AOM RF power, for example, by a voltage variable
attenuator.

7All installed AOMs are adjusted so that they predominantly diffract the laser light into the diffraction
order −1. The diffracted laser light is therefore red detuned with respect to the non-diffracted light.
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3.3.3. Laser beam frequencies and the D2-line of 87Rb

Two ECDLs are used to couple both hyperfine ground states, F = 1 and F = 2, to the
52P3/2 manifold. An alternative approach is to split one ECDL beam into two beams and
spectrally shift one of the beams by the hyperfine ground state splitting of 6.834 GHz by
means of an electro-optical modulator (EOM). However, this would result in significant
optical losses due to the finite efficiency of EOMs.

In the first approach, both of the lasers are blue detuned to the unshifted D2-line by
295 MHz and 218 MHz, see Fig. 3.6. As shown in the figure, the high power ECDL TA
pro is locked to the frequency comb tooth 384.228,48 THz with a red detuning of 70 MHz.
Moreover, the ECDL DL pro is referenced to 384.235,23 THz with a red detuning of 62 MHz.

By means of the double-pass AOM tracks, discussed previously, the initial ECDL frequency
is red shifted by twice the AOM RF. Here it becomes clear why all AOMs are adjusted to
the use of the AOM diffraction order −1. Fig. 3.6 illustrates the laser beam frequencies
of regularly used AOM tracks with respect to the 87Rb D2-line hyperfine structure8. The
vertical position and the height of the colored boxes, which overlap with the arrows repre-
senting the AOM RF shift, indicate the AOM center frequency and the AOM bandwidth.
Both the center frequency and the bandwith are in the range of a few 100 MHz. Note that
changing the applied AOM RF signal within the bandwidth usually comes along with a
re-alignment of the AOM track to reach the maximum diffraction efficiency.
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Figure 3.6.: Laser beam frequencies. Left, 87Rb D2-line hyperfine structure [85]. Right, Laser
frequencies of two ECDLs installed on the laser table (light blue). The laser beam enters AOM
tracks that red detune the laser frequency by twice the AOM RF (colored double arrows). Colored
boxes indicate the center frequency and the bandwidth of the employed AOMs. This figure only
considers regularly used AOM tracks installed on the laser table. Moreover, the atomic hyperfine
structure does not consider light shifts.

8The shown atomic hyperfine structure does not consider light shifts.
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3.4. Magneto-optical trap

The magneto-optical trap (MOT) serves as the starting point for the loading procedure of
single atoms into the crossed optical fiber cavities. The following two sections elaborate
on respective technical details and characterization measurements. The author assumes
the reader to be familiar with the concept of a MOT, which is discussed, for example, in
[20, 105, 106].

3.4.1. Technical description

The important requirements for a MOT are already termed in its name: a magnetic field
and optical beams. A conventional MOT requires a magnetic gradient field that is typically
generated by two current coils and three counter-propagating optical beam pairs that are
orthogonally aligned to each other. The following description of the employed elements
refers to Fig. 3.7.

The MOT coils (4) are positioned outside the vacuum chamber and are separated by
21.7 cm due to the width of the vacuum chamber. The symmetry axis of both MOT coils
points through two CF40-viewports (red-colored, related to (5)). Due to the conic angle of
27.6 ◦ for each MOT coil, the optical access through the neighboring viewports is enhanced.

This is of relevance to the absorption imaging of the atom cloud, which uses an optical
beam (3) that is guided through two adjacent CF40-viewports. The absorption beam has
a diameter of 10 mm and is imaged via an optical telescope with a magnification factor of
0.5 onto the CCD-camera, The Imaging Source DMK 31BF03, with a CCD-chip size of
(5.80× 4.92) mm2.

The MOT utilizes three retro-reflected optical beams (2), each with a beam diameter
of 12 mm. One beam is horizontally aligned, codirectional to the MOT coil symmetry
axis, and is retro-reflected on the other side of the vacuum chamber. The remaining two
beams enter the vacuum chamber via the re-entrant viewport (1). They reflect off two
in-vacuum mirrors (see b, Fig. 3.4b) and are subsequently retro-reflected (7) outside the
vacuum chamber. A λ/4 retardation waveplate is positioned in front of each retro-reflecting
mirror so as to maintain the MOT beam helicity. With this beam configuration, the MOT
beams crossing point is located 10 mm above the horizontal cavities plane.

The atoms are provided by two 87Rb dispensers (a), which are located approximately 3 cm
away from the MOT. They are positioned in a way that avoids a direct line-of-sight with
respect to the fiber cavity mirrors in order to prevent the deposition of 87Rb atoms.

Due to the spatial constraints, the relatively large distance between the MOT coils, and
the need for a magnetic gradient field of 10 mG/cm9 at the MOT position, each coil has
84 windings and is designed to operate at a relatively high current of 30 A. To minimize
ohmic losses, the copper wire measures (4× 2) mm2 in cross section with a ≈ 0.1 mm thick
layer of electronically insulating polyurethane, leading to an overall power consumption of

9A MOT does not necessarily require the specified gradient field, but previous experiments using a MOT
suggest this as a good working point.
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Figure 3.7.: Technical elements of the MOT. Left, The vacuum chamber and the MOT coils, the
optical beams required for the MOT, and the absorption imaging system. (1) re-entrant viewport,
(2) MOT beams, (3) absorption beam, (4) MOT coils, (5) CF40-viewports, (6) in-vacuum cables,
(7) retro-reflector with λ/4 retardation waveplate, (8) λ/4 retardation waveplate. Right, Close-up
view of the MOT beams (e) that pass through the re-entrant viewport (d) and subsequently reflect
off the in-vacuum MOT mirrors (b). The horizontal beam protrudes out from the image plane. The
crossing point of all beams is the MOT location. The atoms are provided by two dispensers (a).
The fiber cavity plane (c) is approximately 10 mm below the MOT.

> 200 W. Due to the high power consumption, a custom coil holder was designed in order
to thermally shield and cool the copper windings, see Fig. 3.8. The thermal shield (1) is
the closest element to the vacuum chamber and is mounted on the coil holder (3). Both
the shield and the holder have a slit on the bottom side to prevent eddy currents while
switching the coil current. In order to prevent electronical contact between the slit end
facets, the slit contains a plastic spacer (4). A groove is milled into the backside of the
holder, and a copper tube with an inner diameter of 4 mm and thermal paste for enhanced
heat conduction are placed within it. Water runs through the copper tube which cools the
entire holder to a mean temperature of (23.1± 0.1)◦ Celsius. Before placing the coils into
the final experimental setup, a stress test was applied to the coils by continuously running
30 A for 0.5 h. A maximum surface temperature of ≈ 28 ◦ Celsius was measured at the
heat shield without any coil damage. The coil holder copper tube and the water supply
lines are connected using tube adapters from the company Swagelok. The coil holder is
mounted on a three-dimensional translation stage (7), allowing for the precise alignment of
the MOT position, for the most part by means of the two yellow-colored elements. Note
that the connection between the mount and the coil holder must not electronically bypass
the slit of the holder, which is why plastic spacers and screws (6) are used.

The MOT coils are connected to an electronical circuit and to the cooling water together
with accompanying interlocks, rendering the periphery comprehensive. A schematic picture
is provided in Fig. 3.9. Both MOT coils are connected to the current source in such a way
that the current direction between both coils is opposite, leading to a magnetic gradient
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Figure 3.8.: MOT coil. An explosion view of one MOT coil used to generate the magnetic gradient
field. The components are labeled with 1-7, with the respective names of the components listed in
the figure legend respectively. The thermal shield (1) is manufactured out of stainless steel and is
closest to the vacuum chamber. It prevents the vacuum chamber from warming up due to radiation
heat emitted by the 84 copper windings (2). The coil holder is manufactured out of aluminum and
carries the copper windings and the thermal shield. Both the thermal shield and coil holder are slit
on the bottom side to prevent eddy currents when switching the MOT coil current. The slit in the
coil holder contains a plastic spacer (4). A groove is milled into the backside of the holder into
which a copper tube (5) is placed. Water flows through the tube in order to cool the coil holder
and eventually the copper windings. All parts are mounted onto a three-dimensional translation
stage (7). The connection between the coil holder and the translation stages uses plastic spacers
and screws (6) in order to prevent an electronical bypass with regard to the slits.

field at the coils’ center point. The current source consumes considerably more power when
driving the MOT coils as opposed to when in the non-driving state. The temporal length of
high-power consumption is monitored by a power guard, Eaton (Moeller) EMR4-I15-1-B,
which interrupts the power supply line if a time-out occurs. This prevents an unintentional
MOT coil driving in the event of an electronical failure. Copper speaker cables are chosen
as current supply lines since they are parallelly guided, resulting in a compensation of
magnetic fields generated by the forward and backward coil current. The experimental
control gates an insulated-gate bipolar transistor (IGBT), IXDN 55N120 D1, placed in
the return current line. This element switches the current with a 1/e turn-off time for the
current and the magnetic field of ≈ 1 ms. The time is governed by a 2.2 Ω resistor which
is connected in series with a Schottky diode, SR506. The induction energy, which arises
during the fast switch-off, dissipates dominantly via these two passive elements.

The MOT coils and the IGBT are permanently water cooled at room temperature in
order to transport the ohmic heat away from the optical table. The FESTO SFAW sensor
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Figure 3.9.: Circuit diagram of the MOT coils. The diagram can be divided into two parts separated
by the vertical, dashed line. On the left-hand side are the MOT coils (a) together with the
components that provide, switch and track the coil current. On the right-hand side, components
that provide, switch and track the water flow needed for the water cooling are shown. Left, The
MOT coils are connected to the current source in a way that ensures the current direction between
the coils is opposite (indicated by the white arrows). For current switching, an insulated-gate
bipolar transistor (IGBT) is used, which is, in turn, gated by the experimental control. A 2.2 Ω
resistor is connected in series with a Schottky diode. Both are connected in parallel to the MOT
coils. The overall electrical power consumption is monitored by a power guard which is prepended
to the current source. The guard monitors the duration of high power consumption and interrupts
the power supply line in the event of a time-out. Right, Water is used as a cooling medium for
the MOT coils and the IGBT. The water flow sensor provides a binary voltage signal (0/22 V) in
order to indicate water flow in or outside a preconfigured range. The signal serves as an input for
a custom-made box (b) which employs a voltage divider and a relay. The output signal (0/11 V)
is sent to an electronical interlock of the current source. Moreover, the input signal switches the
power supply of an electrically driven valve. The latter switches compressed air, which, in turn,
activates a pneumatically driven valve that gates the water flow. Initially, the water flow has to be
activated manually by means of a mechanical switch which bypasses the relay in box (b). Once
the water flow has settled, the mechanical switch can be released, and the water flow sensor signal
keeps the valve open.

permanently tracks the water flow and provides a binary voltage signal of 0/22 V that
depends on the water flow, which is either in or outside the range of (2.5 − 3.0) L/min.
The binary signal is sent to a costum-made box (b), which consists of a voltage divider
and a semiconductor relay, Crydom PF240D25. One output channel provides a binary
voltage signal of 0/11 V that controls the electronical interlock of the current source, which,
in turn, enables the MOT current only if water is running. The relay gates the power
supply of an electrically driven valve that gates compressed air. The latter activates a
pneumatically driven valve, Bürkert type 2000, which is prepended to the water flow sensor.
If the water flow sensor detects water flow that is too high or too low, e.g., because of
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MOT coil current 23.5 A

Dispenser current# 3.9 A

Beam diameter 12 mm

MOT duration 2 s

MOT beam power§ ≈ 9 mW

MOT repumper beam power§ ≈ 250µW

MOT beam detuning* −12 MHz

MOT repumper beam detuning† 0 MHz

Opt. mol. duration 1 ms

Opt. mol. detuning** −30 MHz

Opt. mol. repumper beam detuning** −20 MHz

# The current runs continuously throughout the duration of experiment.
§ The power is measured behind the polarizing beam splitter, which separates the horizontal

MOT beam from the two remaining beams.
* The detuning with respect to the atomic transition 5S1/2 F = 2↔ 5P3/2 F

′ = 3
† The detuning with respect to the atomic transition 5S1/2 F = 1↔ 5P3/2 F

′ = 2
** The opt. mol. beams are the same as the MOT beams but have a different AOM signal

frequency, resulting in the stated detuning and a reduction in optical power due to a lower
AOM efficiency.

Table 3.3.: Parameters of the MOT and the optical molasses (opt. mol.)

a leakage in the cooling water line, the pneumatically driven valve interrupts the water
supply. A mechanical switch is integrated into the box (b) in order to manually bypass
the relay at the water flow activation. Note that the water cooling of the MOT coils leads
to increased shaking of the fiber cavities, see [82]. Therefore, it is recommended to not
increase the water flow in order to improve the cooling capability.

3.4.2. Characterization measurements

The latest parameters used for the MOT and the subsequent optical molasses are listed in
Table 3.3. Moreover, the characterization of the MOT is comprised of both the loading
rate measurements and the measurement of the atom temperature. Both investigations
require the imaging of the atomic cloud via absorption measurements.

The principle of an absorption measurement relies on the atomic cloud absorbing an



32 Experimental setup

incoming optical beam. The attenuation of the beam that propagates through the medium
with density n(x, y, z̃) is described by the Beer-Lambert law:

I(x, y, z) = I(x, y, 0) · exp

(
−σabs

∫ z

0
n(x, y, z̃)dz̃

)
. (3.1)

The atomic density function is integrated along the imaging axis z̃. The on-resonance
scattering cross section is assumed to be σabs = 3λ2/(2π). The CCD camera measures
the absorption image I(x, y, z) and the intensity distribution I(x, y, 0), which relates to
the situation with an absent atomic cloud. With this information, one can calculate the
density distribution

n̄(x, y) =

∫ z

0
n(x, y, z̃)dz̃ = − ln

(
I(x, y, z)

I(x, y, 0)

) /
σabs (3.2)

which yields the atom number

Ncloud =

∫∫
CCD chip

n̄(x, y)dxdy, (3.3)

assuming the cloud is fully imaged onto the CCD chip. The experimental sequence of
an absorption measurement starts with the generation of the MOT. Subsequently, the
absorption image I(x,y,z) is acquired by shining the absorption beam in for a duration of
4µs. The second image I(x,y,0) is acquired 100 ms later. This allows for the measurement
of the MOT atom number versus the loading time, see Fig. 3.10a, which can be theoretically
modelled as

N(t) = R · τ
(

1− e−t/τ
)
. (3.4)

R is the loading rate and τ is the 1/e lifetime. For short loading times, this expression
is approximated by N(t) ≈ R · t, whereas for long loading times, it converges towards
the steady-state atom number R · τ . Fitting equation 3.4 to the presented data yields
R = (1198± 43) Hz and τ = (12.1± 0.6) s, which leads to the steady-state atom number of
R · τ ≈ 1.5 · 104.10

Another figure of merit for an atomic cloud is the atom temperature, which can be quantified
by time-of-flight measurements. To that end, the first absorption image I(x, y, z) is acquired
at different times after the MOT phase. Hence, the atomic cloud has time to expand due
to the finite atom temperature before it gets imaged. The absorption image yields two
waist sizes σ1,2 of the atomic cloud by fitting a two-dimensional Gaussian function. The
orange data in Fig. 3.10b show the major and minor waist size versus the time of flight,
which is modelled by

σ1/2(t) =
√
σ2

1,2(0) + σ2
v,(1,2)t

2, σv,(1,2) =

√
kBT1,2

mRb
. (3.5)

10Due to historical reasons the measurement was taken with parameters that differ from the values stated
in Table 3.3. However, the results serve as a reference. The following parameters are different: dispenser
current (continuous) = 4.2 A, MOT coil current = 30 A, MOT beam power = 1 mW, MOT repumper
beam power = 200µW, MOT beam detuning = −10 MHz.
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Figure 3.10.: Characterization of the MOT and the optical molasses. a, The number of atoms in a
MOT versus the loading time are shown. Within the first few seconds, the atom number increases
linearly in good approximation. After approximately 20 seconds the atom number starts to converge
towards the steady-state value. b, The waist sizes of an atomic cloud versus the time of flight
are shown. A two-dimensional Gaussian fit function, which is applied to the absorption images,
provides the minor and major waist size (dark and light colors). Orange-colored data represent
the waist size after the MOT, whereas blue-colored data represent the waist size after the optical
molasses. Equations 3.4 and 3.5 are fitted to the data of subfigure a and b, which are represented
as solid lines. The error bars represent the standard deviation.

Fitting this equation to the orange-colored data yields a mean temperature of (131± 4)µK
which is close to the 87Rb D2-line Doppler temperature of 146µK [85].

For sub-Doppler cooling, an optical molasses is applied directly after the MOT phase for a
duration of 1 ms. In this context, the detuning of the MOT beams increases, whereas the
optical power decreases, see Table 3.3. In order to characterize the atom temperature after
the optical molasses, a time-of-flight measurement is conducted again, see Fig. 3.10b. Here,
the light (dark) blue data points represent the major (minor) waist size. Fitting equation 3.5
to the data provides a mean temperature of (16.1± 0.8)µK, which is significantly below
the Doppler limit.11

The atom cloud density is estimated to be around (109− 1010) /cm3, given the steady-state
atom number of Fig. 3.10a and the atomic cloud waist size in Fig. 3.10b.

11Due to historical reasons the time-of flight measurements were taken with parameters that differ from
the values stated in Table 3.3. However, the results serve as a reference. The following parameters
are different: dispenser current (continuous) = 4.4 A, MOT coil current = 25 A, MOT beam power
= 7.4 mW, MOT repumper beam power = 145µW, MOT beam detuning = −10 MHz.
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3.5. Atom position alignment

The atomic cloud is located approximately 10 mm above the cavity plane. In order to trap
a single atom in the crossing point of the two cavities, the trap potential of the atomic
cloud is switched off. Hence, the atoms fall as a result of gravitational pull towards the
cavities. Atoms that pass the crossing point experience an energy dissipation due to the
cooling beam that intersects the cavity modes. As a consequence, a single atom becomes
probabilistically trapped within the three-dimensional optical dipole trap. More details on
the loading procedure are provided in [82].

The mean atom location within the two cavities is assumed to be determined by the
alignment of all three optical dipole trap laser beams. Two trapping beams are provided
by the intracavity light fields. The vertical overlap of the cavities can be tuned precisely by
atoms that scatter cooling light into the cavity modes while they fall. Hence, the remaining
beam, the vertically aligned red-detuned dipole trap, needs to be adjusted with respect
to the crossing point of the two cavities modes. Consequently, a piezo mirror, Thorlabs
POLARIS-K1S2P, is installed, which steers the beam within the cavity plane with high
resolution. The piezo element is required since the cavity mode waists at the center measure
only a few micrometers, see Table 3.2. The mirror is installed so that each piezo adjuster
moves the trap beam either along the short cavity axis or along the long cavity axis.

After a rough beam alignment of the trap beam (the trap is turned on and off whilst the
error signals of the cavity locks are observed), the mirror piezos are used together with
a trapped atom that is permanently cooled in order to conduct a fine alignment of the
beam. During the trapping time, the piezo voltage of one adjuster is swept by an applied
triangular voltage signal. Hence, the beam and the trapped atom move. Subject to the
atom location, scattered cooling light is emitted into the cavity modes and is registered by
photo detectors. Fig. 3.11 presents the result of such an alignment process, in which one
piezo moves the vertical trap beam along the long cavity axis. The data display normalized
photo detector counts given by the short cavity output versus the time referenced to the
triangular modulation voltage signal (colored orange). The latter has an amplitude of
30 Vpp with an offset voltage of +15 V. The two signal maxima provide the piezo voltage
that is anticipated with a high overlap between the trap beam and the cavity modes
crossing point. As shown in the graph, the two piezo voltages are unequal, which can be
attributed to a hysteresis effect of the mirror piezos. Hence, the optimal piezo voltage
(25 V and 30 V) relies on the past voltage change. In contrast to the displayed short cavity
photo detector signal, the inset provides the signal for the long cavity, which is measured
simultaneously. The signal is unobtrusive, indicating a good alignment between the mirror
adjusters and the cavity axes. The second measurement, in which the trap beam is moved
along the short cavity axis, shows similar qualitative results.

As an alternative approach, in contrast to maximizing the overlap between all trap beams,
one can also change the atom location dynamically. This approach has not yet been
implemented, but the required hardware is already installed. In this context, the atom
location is measured by, for example, an atom imaging system (see next section) and
subsequently tailored to the optimum position. In order to accomplish the latter for
the vertical direction, the vertically aligned standing-wave dipole trap beam propagates
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Figure 3.11.: Trap beam alignment. The vertical trap beam is aligned by means of a piezo mirror
and a trapped atom. A triangular modulation voltage (orange-colored) is used to move one mirror
adjuster. Consequently, the vertical trap beam and the trapped atom move along the long cavity
axis. Depending on the atom location, different amounts of scattered cooling light are emitted into
the short cavity mode, which are measured by photo detectors (blue-colored data points). The
dashed lines show the piezo voltages that relate to the data maxima. The inset shows the signal of
the long cavity output that is measured simultaneously.

through a 5 mm thick fused silica substrate with a 1.5 inch diameter that is mounted
on a galvo scanner, SCANLAB dynAXIS L, with an analogue controller, SSV30. By
rotating the scanner and therefore the substrate, the optical path length changes. Since
the retro-reflecting mirror, used to generate the standing wave, defines a fixed boundary
condition on the electrical field of the beam, a change in the optical path length causes the
standing-wave nodes to undergo a spatial movement. Therefore, an atom that is trapped
in an antinode of the dipole trap is vertically shifted by changing the angle of the galvo
scanner. The deflection range of the scanner is ±12◦. At an appropriate center angle of
incidence of 35◦, the difference in optical path length covers a range from −186µm to
286µm. For small rotation angles one can approximate a conversion factor of 19µm/deg,
which provides the optical path difference per rotation angle. Note that the galvo scanner
should only be operated with a moment of inertia of (8− 25) g · cm2 acting on the galvo
spindle. For reference, the moment of inertia of the mirror substrate is estimated to be
11.7 g · cm2 for a transverse rotation axis. Further information about the working principle
and the characterization of a successful implementation can be found in [88].

3.6. Atom imaging system

The interaction strength between a single atom and the two cavity modes depends on
the location of the trapped atom inside the cavity modes, see equation 2.2. In order to
maximize the coupling strength, the atom location needs to be measured and, if necessary,
re-adjusted. The measurement can be realized by an atom imaging system, as previously
demonstrated by other atom-cavity experiments [107, 108]. The system described in this
work integrates all of the optics necessary to realize the common concept of collecting
atomic fluorescent light which is imaged onto a highly sensitive CCD camera. The following



36 Experimental setup

section describes how and where related key elements are implemented and what their
performance is. Moreover, the first results of a functioning single atom imaging system are
presented.

3.6.1. Characterization of the aspheric lens

The vertical direction of the apparatus is utilized in at least two different ways. Firstly,
a standing wave optical dipole trap is applied in this direction for atom trapping. An
aspherical lens focuses the beam onto the plane of the cavity modes and is recollimated at
the bottom side outside the vacuum chamber. Secondly, the aspheric lens is also employed
as an imaging lens that collects the fluorescent light of a trapped atom. The working
distance of the asphere is 36.5 mm, which generates a 10 mm gap between the lens and the
re-entrant window (6.54 mm thickness), see Fig. 3.12a. With an aspheric lens diameter of
25 mm, this configuration leads to a numerical aperture (NA) of 0.3.

In order to decrease the lateral resolution ∆r of the imaging system in the future, one
should consider enhancing the NA since ∆r ∝ λ/NA. This could be realized either by
placing an appropriate aspheric lens closer to the re-entrant window or by increasing the
lens diameter. However, both approaches would certainly lead to higher clipping losses for
the cooling beam at the lens. The losses could be mitigated by choosing a larger cooling
beam polar angle; however, this would enhance the clipping losses at the cavity fibers.

The aspheric lens is designed to image the atom fluorescent light at the diffraction limit.
Therefore, spherical aberrations that occur dominantly when the fluorescent light is
transmitted through the re-entrant vacuum window need to be compensated. Moreover,
the lens is also used for the standing wave optical dipole trap with a potentially far-detuned
wavelength (e.g., 1064 nm) with respect to the D-line transition. Using the commercially
available software Zemax, Pau Farrera designed an aspheric lens that considers the given
system requirements as well as additional manufacturing tolerances.

The advantages of an aspheric lens are its simplicity and its requirement for less space
since it is a single lens that can be mounted into a slim lens holder, Thorlabs LMR1. In
contrast, a microscope objective may include multiple lenses that need to be accurately
positioned into a relatively complex objective holder [109, 110].

Aspheric lenses are often designed with surfaces of the form [111]

z(r) =
r2

R

(
1 +

√
1− (1 + k) r

2

R2

) +

∞∑
n=2

A2nr
2n, (3.6)

where z(r) is the sag, the z-component of the surface at distance r from the optical axis.
The coefficients A2n describe the deviation of the surface from the spherical surface specified
by the radius R and the conic constant k. The aspheric surface of our lens is specified by
R = (19.601±0.2) mm, k = −1 and A4 = 7.336 · 10−6, A6 = 3.309 · 10−9, A8 = 1.593 · 10−12.
Higher correction terms A≥10 are not included. The second lens surface is flat. The maximal
thickness between both surfaces is specified with 6 mm± 1 %. The optics is manufactured
out of N-BK7 glass, and the RMS surface accuracy is below 55 nm. Furthermore, the
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Figure 3.12.: Asphere characterization. a, Schematic of the aspheric lens placed above the re-entrant
window. 20 mm below the re-entrant window, the horizontally aligned cavity plane is located.
Red-colored (yellow) solid lines show the imaging beam path (cooling beam path, 1/e2 intensity
radius). b, A pinhole with a diameter of 200 nm is imaged with the aspheric lens in a test setup.
A two-dimensional Airy function is fitted to the image, which provides the Airy-disk radius ∆r.
A cross-section along the x- and y-direction is provided (black-colored data points, red-colored
fit function). c, The sample containing the pinhole moves along the optical axis. The maximum
intensity is shown versus the axial position. A quadratic sinc function is fitted to the data and
provides the longitudinal resolution ∆z. d, The sample translates within the focal plane (translation
distance given in each subfigure). The red-colored dashed rectangle encloses the images that show
no noticeable optical aberrations.

lens is manufactured with a broadband antireflection coating ranging from 650 nm to
1050 nm wavelength with an intensity reflectance of < 0.5% at 1064 nm. The specified
errors are given by the manufacturing tolerances (manufacturing company Thorlabs). A
Monte-Carlo simulation was conducted which includes the stated errors together with
additional imperfections, such as the variation of the viewport thickness (±0.3 mm), a
surface centration error (±1/60◦), the variation of the refractive index (±10−3), as well as
a tilt error of ±0.1◦. The Monte-Carlo parameter sampling follows a normal distribution.
The simulation predicts a diffraction limited performance with a > 90 % probability and
an Airy disc radius of 1.67µm at 780 nm wavelength.

After the custom lens was manufactured, it was characterized in a test setup built according
to Fig. 3.12a. In order to measure the point spread function, a pinhole, Leica Microsystems
4852, with a diameter of around 200 nm is used. The vacuum window is replaced by a glass
plate with a comparable thickness and refractive index.

The pinhole is illuminated with a laser beam from the backside, allowing for an image to
be taken by means of the aspheric lens. The resulting point spread function of the imaging
system is shown in Fig. 3.12b. The Airy function [110] is fitted to the image and yields
a mean lateral resolution, according to the Rayleigh criterion of ∆r = (1.64± 0.02)µm,
which is close to the aforementioned simulation result.
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In order to quantify the longitudinal resolution, the pinhole is imaged at different positions
along the optical axis. Fitting the Airy function to each image provides the maximum
intensity, which is shown in Fig. 3.12c. The longitudinal resolution is given by the first
minimum of the fitted sinc2 function, according to the Rayleigh criterion for the depth of
field. The first minimum is found at ∆z = (15.4± 0.6)µm.

The last point of the asphere characterization addresses the field of view. Therefore, the
pinhole translates within the focal plane, see Fig. 3.12d. Images at different distances to
the initial point are provided without any further evaluation. Within a distance of 30µm
(red-colored dashed rectangle), no noticeable optical aberrations are observed. Hence, the
aberration-free field of view is larger than the trapping region of an atom in the crossed
cavities, see Fig. 3.14a inset.

3.6.2. Imaging a single atom

The description of the imaging system installed in the final setup is based on Fig. 3.13a.
The concept of atom imaging is rather simple: one needs a lens to collect the atomic
fluorescent light and another lens that focuses the collected light onto a highly sensitive
camera. Following this concept, the asphere is utilized as the collecting lens, and an
achromat with a focal length of +500 mm is used as the focusing lens. The ratio between
both focal lengths provides an optical magnification factor of 13.2, which allows for the
imaging of a single atom with an Airy radius of ≈ 1.7µm over approximately three EMCCD
chip pixels (Andor iXon 897, (16 × 16)µm2 pixel area, 512 × 512 pixels). The latter is
useful for fitting a Gaussian function to the atom image in real time, leading to a higher
resolution of the atom position [112].

The atom cooling phase typically constitutes the largest temporal fraction of an experimental
sequence. Hence, the atom image signal originates dominantly due to cooling fluorescent
light. However, the cooling beam is partially scattered at the cavity fiber tips. The
scattered light may be also imaged onto the EMCCD camera. As a consequence, the atom
fluorescence signal is superimposed with fiber scattering light, preventing the detection of
a trapped atom.

Since the cooling beam frequency is close to the fluorescent light frequency, a spectral
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filtering is not possible. Alternatively, the scattered light is spatially filtered by a telescope
with two achromates (+75 mm focal length) and a pinhole of 30µm diameter positioned in
the focal plane.

Fig. 3.13b shows an example of an atom image taken with an exposure time of 0.5 s. A
two-dimensional Gaussian function is fitted to this image and yields a standard deviation of
(2.1± 0.2)µm, which is slightly larger than the Airy radius. The deviation is attributed to
a misalignment of the imaging system, which leads to optical aberrations and a reduction
in the NA due to beam clipping.

Figure 3.14.: Intensity histogram of atom images and related g(2) measurements. a, The maximum
intensity and the position of a trapped atom are inferred from more than 7000 images. The intensity
is histogrammed and the atom positions are given in the inset. The scatter plot is fitted with a
two-dimensional Gaussian function, which yields the red-colored FWHM contour line. The FWHM
of the major (minor) axis is (2.08± 0.02)µm ((0.987± 0.009)µm). b, While the atom is imaged, a
g(2) measurement is simultaneously conducted. Atoms with an intensity level of one, two and three
are chosen, and the single photon emission is analyzed with respect to the photon statistics. The
corresponding g(2) value at equal times is provided. The error bars represent the standard error.

A custom EMCCD camera software enables the acquired atom images to be read out
in real-time, allowing for a fit of a two-dimensional Gaussian function to an adjustable
region of interest (ROI) in real time. The latter is implemented in order to increase the
speed of the fitting routine. The ROI measures (10× 10) pixels, which corresponds to a
spatial window of (12× 12)µm2 in the object plane. Both the maximum intensity and the
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atom position are inferred from the fit. Fig. 3.14 displays the result of more than 7000
processed images. The maximum intensity is histogrammed, producing equidistant local
maxima. This observation is attributed to different numbers of trapped atoms. In order to
doublecheck this hypothesis, the atoms are applied to a short sequence of single photon
emission (see section 4.3) in between the cooling phase. Single photons are emitted into
the long cavity during the short sequence and are eventually measured with two photo
detectors, arranged similarly as a Hanbury Brown-Twiss setup [26]. This enables the
corresponding photon statistics to be evaluated, see Fig. 3.14b. Atoms with images that
provide an intensity maximum of one, two and three are chosen and the related second
order correlation function g(2)(τ) is computed. The g(2) value at equal times provides
information about the number of trapped atoms via the relation g(2)(0) = 1− 1/N , where
N is the number of atoms. g(2)(0) is provided in the figure and is consistent with theoretical
expectations.

The inset in Fig. 3.14a shows the atom positions. A two-dimensional Gaussian function
is fitted to the scatter plot. The related full width half maximum (FWHM) contour
line is shown, resulting in the red-colored ellipse. The FWHM of the major (minor)
axis is (2.08 ± 0.02)µm ((0.987 ± 0.009)µm). Moreover, the ellipse and, therefore, the
data distribution is rotated clockwise by (13.9± 0.4)◦. The fiber cavity axes are rotated
with respect to the diagram axes by (−1.3± 0.4)◦, leading to an effective rotation angle
between the data distribution and the cavity axes of (15± 1)◦. The origins of the strong
ellipticity and the rotation angle are not yet resolved. However, a vertical trap beam with
an elliptically-shaped beam profile and a rotation angle, as shown, would explain both
observations.

3.7. Coherent atomic state manipulation

Coherent manipulation of atomic states is one of multiple experimental tools that enable the
control of a single atom spin, which is a crucial requirement when it comes to implementing
quantum information protocols. The following sections provide a technical description of the
employed in-vacuum microwave (MW) antennas as well as characterization measurements
of the MW field with and without a single trapped atom.

3.7.1. Microwave antennas

Eight Zeeman states are part of the 87Rb 52S1/2 hyperfine manifold and can potentially be
used as eigenstates for the encoding of quantum information due to their long lifetime. In
the case of an atomic qubit, only two eigenstates must be chosen. They can be located in
two different hyperfine states (F = 1 or F = 2) and therefore are energetically separated by
the hyperfine splitting ≈ h · 6.834 GHz. Hence, the coherent coupling of these two atomic
states requires a resonant MW field that couples to the magnetic dipole moment of the
atom.

The related coupling rate is a function of the MW field magnitude. Therefore, it is advisable
to place the MW field emitter as close to the atom as possible to reduce the field divergence.
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Consequently, the emitter is preferably integrated into the vacuum chamber, in turn,
mitigating absorption, reflection and scattering losses, for example, at the vacuum window
and the vacuum chamber. Another aspect is the MW field polarization. It is a demanding
task to estimate the field polarization at the atom location, considering the surrounding
dielectric and metallic materials that distort the ideal emitter field pattern. For this reason,
three MW emitters are integrated into the vacuum chamber close to the atom location.
This allows for the superposition of three independent MW fields that are adjustable in
phase and field magnitude. Hence, it is conceptually possible to define any field polarization
of interest in order to drive the atomic transition of interest without any applied magnetic
field, which would otherwise provide the spectral resolution of the according transition.
More details about this topic can be found in the Master’s thesis of Gianvito Chiarella
[113].

The three MW field emitters are single-loop antennas which consist of a copper wire with
an outer diameter of 1 mm and a length of 4.4 cm, corresponding to the wavelength of
6.834 GHz. As a means of electronical isolation, the copper wire is coated with a Kapton
layer. The front side of the antenna loops are ≈ 1 cm away from the atom location, see
Fig. 3.15a. Using the UHV compatible solder, Allectra 315-Solder, the antenna loops
are connected to a semi-flexible coaxial cable, Allectra 380-SMA18G-MM-1000, which is
designed for UHV applications and specified with an insertion loss of (1− 1.5) dB/m at
6.8 GHz and an impedance of (50± 2) Ω. All three cables leave the vacuum chamber, as
shown in Fig. 3.15a, and are guided through an appended vacuum element where they are
eventually connected to the CF-flange, Vacom CF40-SMA50-3-GS-DE-CE-SS. The latter
provides three 50 Ω terminated SMA-plugs on both sides.

The measurements presented in this work only employ one out of the three available
antennas, which is the green-colored one shown in Fig. 3.15a. In order to drive short
MW pulses at sufficiently high MW power, a MW signal circuit is used, as depicted in
Fig. 3.15b. The circuit starts with the MW source (III), Rhode & Schwarz SMA 100B,
which is frequency referenced to a highly stable 10 MHz signal (II). The device is able to
scan an adjustable frequency range in which each frequency step is triggered by an external
pulse obtained from the experimental control. An electronical switch (V), Mini-Circuits
ZFSWA2-63DR+, is used to generate rectangular-shaped MW pulses with a duration of a
few microseconds. Subsequently, the MW pulse is amplified by (VI), Microwave Amps Ltd
AM53-6.5-7-37-37, with a gain factor of +37 dB and a maximum output power of +37 dBm.
Since the MW antennas are not yet proven to be impedance matched, a significant power
loss is expected in addition to the insertion loss of the MW cables. In order to prevent
damage to the MW amplifier caused by a partially reflected MW signal, a MW signal
circulator (VII) is appended to the amplifier. Afterwards, the MW signal is sent to the
CF-flange (I). Note that there are measurements that also require phase control over the
MW field (see section 4.6) which is not provided by the MW source. To that end, a single
sideband mixer (IV), Polyphase Microwave SSB 4080A, is added, which mixes a 30 MHz
RF signal to the MW signal. Hence, the phase control of the RF signal translates onto the
MW signal.
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Figure 3.15.: Microwave antennas. a, Three single-loop microwave (MW) antennas are shown
together with the two fiber cavities which are clamped by Macor structures and mounted on shear
piezos (red-colored). The antennas and the fiber cavities are surrounded by the vacuum chamber.
The MW cables (colored in magenta, green and blue) are guided through one vacuum chamber wall
and further through an appended vacuum element, where they are eventually screwed to a CF-flange
(I). A close-up of the MW antennas together with the cavities is provided (dashed rectangle) in
order to clarify the dimensions and distances between the antennas and the fiber cavities. Each
antenna has a circumference of 4.4 cm. The black-colored double arrows indicate the direction of the
long and short fiber cavities. The colored double arrows represent the undistorted magnetic field
direction at the center point of each antenna. b, A circuit diagram of electronical elements used to
feed a single antenna with a MW signal. A 10 MHz signal (II) serves as a frequency reference for
the MW signal generator (III). The frequency of the MW source can be scanned. A frequency step
is triggered by a pulsed voltage signal. In order to create a MW pulse with a duration of a few
microseconds, an electronical switch (V) is used. Afterwards, the MW signal is amplified (VI) and
transmitted through a MW circulator (VII). The latter is used to prevent damage to the amplifier
caused by reflected MW power due to impedance mismatch. In order to have phase control over
the MW fields, a single-sideband mixer (IV) is added, which creates a +30 MHz sideband onto the
MW signal. Hence, the phase control over the RF signal translates onto the MW signal. Element
(VIII) represents a MW antenna.
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Figure 3.16.: Microwave pulse. a, Microwave (MW) pulse as a function of time. A linear function is
fitted to the rising and falling edge of the MW pulse (dashed lines), yielding the rising and falling
time of 4 ns. b, 29 · 103 pulse areas are histogrammed. The distribution is fitted with a Gaussian
function (orange-colored line), which yields a standard deviation of σ = 0.007 given a mean value
of one.

3.7.2. Characterization measurements

In order to characterize the MW pulse shape and the stability of the pulse area, a MW
signal with a duration of 11.6µs is applied to a single antenna. The radiation field is
picked up by the two remaining antennas. The received signals are fed into a mixer, Mini
circuits ZMX-8GLH, whose output is measured by an oscilloscope. An exemplary trace
is presented in Fig. 3.16a and shows an almost rectangular-shaped pulse. The rising and
falling time amounts to 4 ns, which is three orders of magnitude faster than typically used
MW pulse durations. 29 · 103 pulses are evaluated with respect to their pulse area and
histogrammed as shown in Fig. 3.16b. A Gaussian function is fitted to the distribution and
yields a standard deviation of σ = 0.007, given a mean value of one.

The following two sections present the results of characterization measurements that use
single trapped atoms. First, a MW spectrum is presented for the 52S1/2 hyperfine manifold.
Afterwards, Rabi oscillation measurements for a single MW transition are discussed.

3.7.2.1. Microwave spectroscopy

MW spectroscopy is used to reveal the spectral position of the nine ground state transitions
in the 52S1/2 hyperfine manifold. In the presence of an external constant magnetic field B,
the Zeeman states lift their degeneracy according to the anomalous Zeeman effect, given
the field perturbation is small. The related Zeeman state energy shift can be written as
[114, 85]

∆EF,mF
= µB · gF ·mF ·B. (3.7)

µB represents the Bohr magneton and gF is the Landé g-factor of the hyperfine level F .
The product of the two yields the helpful conversion factor ±0.7 MHz/G. The Zeeman
state is described by the quantum number mF ∈ [−F,−F + 1, · · · ,+F − 1,+F ]. Fig. 3.17a
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Figure 3.17.: Microwave spectroscopy. a, Microwave transitions of the 52S1/2 manifold. A constant
magnetic field lifts the degeneracy of the Zeeman states. A microwave (MW) field is scanned in
frequency (red and blue dashed double arrow) to drive all the MW transitions. b, A full spectrum
takes about 1.8 s. During that time, the MW signal is linearly scanned from νmin to νmax. The
full spectroscopy measurement divides into sequences of 450µs duration. Each sequence is divided
into four parts: the atom cooling part, state preparation in level F = 1 or state F = 1,mF = 0 via
optical pumping (OP), a MW pulse of 25µs duration and a frequency ν, and a state detection (SD)
part that measures the population in state F = 2 within 15µs. Once the sequence has finished, it
restarts. c (d), A MW spectrum of an atom initialized in state F = 1 (mF = 0). Each transition is
fitted with a sinc2 function (light blue-colored line). The error bars represent the 1σ confidence
interval.

depicts an exemplary level structure of the 52S1/2 hyperfine manifold in the presence of a
constant magnetic field. Nine colored double arrows represent the allowed magnetic dipole
transitions of which two are degenerate (colored in yellow and green) due to the equal
number of Larmor quanta (-2 and +2).

The experimental sequence of a MW spectroscopy measurement is shown in Fig. 3.17b. After
the atom cooling phase, the atom is initialized either into the Zeeman state F = 1,mF = 0
or into the hyperfine state F = 1 via optical pumping (OP, section 4.1). Subsequently, a
MW pulse with a duration of 25µs is applied, which transfers atom population from the
initial state into the hyperfine state F = 2, if the MW frequency is close to a transition
frequency. The transferred population is eventually measured via atom state detection,
which lasts for 15µs, see section 4.2. With these parameters, a single sequence takes
450µs. Once it has finished, it restarts using the next MW frequency, which ranges from
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the adjustable minimum frequency νmin to the maximum frequency νmax. Hence, a full
spectrum takes a few seconds, depending on the frequency range and the step size.

Two experimental MW spectra are presented in subfigure (c) and (d). Both cover a spectral
range of 2.4 MHz around the center frequency of 6.834,623 GHz. The difference between
both spectra is the initial state preparation, see figure legend. In subfigure (c), seven
resonances are detected, leading to the conclusion that the MW field has a linear field
component along the magnetic guiding field as well as left and right circular polarization
components. A sinc2 function is fitted to each resonance, which yields a mean Larmor
quantum of (324± 1) kHz from which a constant magnetic field magnitude of (463± 1) mG
at the atom location is deduced, employing equation 3.7. The second spectrum shows three
resonances, since only the Zeeman states F = 2,mF = 0,± 1 couple to the initial state. As
none of the transitions are degenerate, the height of the resonance peaks is a measure for
the magnitude of the corresponding MW field component, rendering the π polarization
component (resonance at 0 kHz) the strongest for the used antenna. Note that the MW
pulse area is < π/2.

It is worthwhile to mention that spectroscopy measurements are regularly used to calibrate
a zero magnetic field at the atom location. To that end, a constant magnetic guiding field
is applied along six different directions (three orthogonal axes with two opposing directions
each). For each field direction, a single spectrum is measured and the according Larmor
quantum is inferred. Using this inference as well as the knowledge about the current applied
to the magnetic field coils, the zero-field setting can be deduced. After this calibration
measurement, another spectrum is taken, which should ideally only show a single resonance,
since all ground state Zeeman states within one hyperfine manifold are degenerate.

3.7.2.2. Rabi oscillation measurement

Once the MW transition frequencies are identified by MW spectroscopy, a transition of
interest with varying MW pulse durations can be driven in order to measure coherent Rabi
oscillations. The related Rabi frequency and the oscillation visibility represent measures
for the speed and the quality of coherent state manipulation.

The MW transition of interest is chosen to be F = 1,mF = 0 ↔ F = 2,mF = 0 for
two reasons. Firstly, this transition uses the two Zeeman states that are less affected by
magnetic field fluctuations than the remaining Zeeman states [115]. Hence, a common
decoherence source is mitigated. Secondly, these states are used for the implementation
of a quantum information protocol that is presented in Chapter 5. Therefore, an initial
characterization measurement of the employed atomic states is provided.

Fig. 3.18a depicts the 52S1/2 manifold energy level structure in the presence of a constant
magnetic field. This enables a single MW transition to be addressed, since a purely π
polarized MW field is not yet implemented. The atom is initialized in the Zeeman state
F = 1,mF = 0 (colored in red). State detection measures the population in the F = 2
hyperfine manifold (colored in green), which is conducted after the coherent driving of
the transition (light blue arrows) by means of a MW pulse with varying duration, see
Fig. 3.18c.
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Figure 3.18.: Rabi oscillations. a, 52S1/2 manifold energy level structure in the presence of a
constant magnetic field. The atom is prepared in state F = 1,mF = 0 (red-colored). A MW field
coherently couples the initial state to the state F = 2,mF = 0 (blue-colored arrows). Afterwards,
the manipulated atomic state is projected onto the F = 2 hyperfine manifold (green-colored). b,
A Bloch sphere representation of the atom state in the basis of the states F = 1,mF = 0 and
F = 2,mF = 0. In the absence of decoherence, the atomic state rotates on the sphere surface along
the blue-colored arrow. In the presence of decoherence, the atom state shrinks towards the sphere
center while it rotates (grey-colored arrows). After the coherent rotation, the atom is projected
onto F = 2, illustrated by the green-colored axis. c, The experimental sequence, which runs as a
cooling phase (orange), optical pumping (OP, red), the coherent driving via microwaves (blue) and
state detection (SD, green). The MW pulse duration is prolonged with every iteration up until an
adjustable maximum value (dark and light blue-colored). Afterwards, the sequence starts with the
shortest duration. d, The population in F = 2,mF = 0 is measured via SD as a function of the
MW pulse duration. The error bars represent the 1σ confidence interval.

Since the atomic population only distributes across two Zeeman states, the atom is
considered as a two-level system, which can be represented on a Bloch sphere, see subfigure
(b). The initial state lies on the south pole and the second state on the north pole of the
sphere. Assuming a quantum system without decoherence, the MW pulse drives the initial
state along the sphere surface towards state F = 2,mF = 0 and back to the initial state
(the light blue arrow follows the evolution). Hence, a full oscillation period is accomplished.
However, if decoherence sources are present, they may cause the Bloch sphere state vector
to also shrink towards the sphere center while the state rotates (grey-colored arrows).
Consequently, the Rabi oscillation visibility decreases. After the coherent state rotation,
state detection projects the atomic state onto the hyperfine state F = 2. The related
projection axis is illustrated by the green-colored axis inserted into the Bloch sphere.
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The result of a Rabi oscillation measurement is provided in subfigure (d) for MW pulse
durations < 40µs. A fit yields the Rabi frequency of 2π · (43.9± 0.3) kHz with a visibility
after the first oscillation period of (94± 2) %. This means that a spin flip is accomplished
after less than 12µs, with a probability of (97± 1) %. The missing 3 % are attributed to
imperfections in the atom state preparation and state detection as well as decoherence.
The latter is discussed in section 4.5.





4. Single atoms in crossed optical fiber
cavities

This chapter provides information about concepts and measurements that employ a single
atom trapped in crossed optical fiber cavities. It can essentially be divided into two groups.
First, this chapter focuses on experimental techniques that are regularly used for various
single atom-cavity experiments, such as optical pumping, atom state detection, and the
emission of single photons. The coherent manipulation of an atomic state certainly belongs
to this group; however, it has already been discussed in section 3.7 within the description
of the installed MW antennas. The second part focuses on characterization measurements
that are important for the quantum information experiment presented in Chapter 5. In
this context, normal-mode spectroscopy, atomic decoherence and atomic state tomography
measurements are discussed.

4.1. Atomic state preparation

Many atom-cavity experiments require a trapped atom which is initialized in a well-defined
hyperfine or Zeeman ground state. Measurements taken in the frame of this work require
atom initialization in the states 52S1/2 F = 1, 52S1/2 F = 2 and in 52S1/2F = 1,mF = 0
via an optical pumping process.

The idea of optical pumping (OP) is to cyclically transfer the atom to an excited state, where
it subsequently decays into a ground state with a probability that is given by the dipole
moment of the related transition. The excitation is realized in such a way that all ground
states are coupled to an excited state except for the one targeted as the preparation state.
Consequently, the targeted state does not contribute towards the emission of fluorescence
photons, explaining why it is also called dark state. Once the atom decays into the dark
state, it can no longer be excited, and therefore it remains in the target state. In the
context of this work, the D2-line is utilized as the OP transition manifold; accordingly,
optical laser beams are used for the atom excitation.

In total, four different laser beams that are closely tuned to the atomic transitions are
employed for the OP:

52S1/2 F = 1↔ 52P3/2 F
′ = 1 =⇒ 1↔ 1′,

52S1/2 F = 1↔ 52P3/2 F
′ = 2 =⇒ 1↔ 2′,

52S1/2 F = 2↔ 52P3/2 F
′ = 2 =⇒ 2↔ 2′,

52S1/2 F = 2↔ 52P3/2 F
′ = 3 =⇒ 2↔ 3′.

49
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Figure 4.1.: Laser beams used for optical pumping. Optical pumping (OP) is conducted on the
87Rb D2-line. Depending on the OP target state (top), different laser beams are employed (colored,
upward-pointing arrows). The downward-pointing wavy arrows represent possible decay channels.
Excluding laser beam 1− 1′, the laser beams enter the vacuum chamber along the cooling beam
axis. The remaining beam enters the chamber along the vertical direction in order to enable the
alignment of a π field polarization. The latter is of importance to the atom state preparation in
F = 1,mF = 0. The vertically aligned double arrows on the right-hand side show the cavity tunings
that are regularly used.

The right-hand side represents the shorthand notation which will be used in the following
lines. Independent of the target state, the OP duration – and therefore the beam pulse
duration – is typically 30µs. Except for the 1 − 1′ beam, all beams enter the vacuum
chamber along the cooling beam axis. The remaining beam is sent in the vertical direction,
allowing for a linear field polarization of π. The latter describes the photonic field direction,
which is parallel to the quantization axis and typically chosen along the long cavity in the
frame of this work.

Depending on the initialization state, a distinct subset of the four laser beams is utilized,
as illustrated in Fig. 4.1. If the OP target state is 52S1/2 F = 1, laser beams 2 − 2′ and
2− 3′ are applied, which pump the state F = 2 empty and, hence, accumulate the atomic
population in F = 1. Moreover, if the atom must be prepared in the Zeeman state
F = 1,mF = 0, the laser beam 1− 1′ is additionally used. The latter exploits the dipole
selection rules, which forbid a dipole transition between the states 52S1/2 F = 1,mF = 0
and 52P3/2 F

′ = 1,mF = 0. Consequently, state F = 1,mF = 0 remains dark, whereas
all other states of this hyperfine manifold are bright. The target state 52S1/2 F = 2 is
prepared by two laser beams 1− 2′ and 1− 1′. Due to these two beams, the population in
the hyperfine state F = 1 is emptied and, consequently, accumulated in state F = 2.

The quantification of the OP fidelity is rather difficult, as it usually involves further
techniques that are prone to errors. Using the MW spectra shown in Fig. 3.17 and the
characterization measurements provided in section 4.2, one can deduce a conservative fidelity
estimate of ' 98 % for all mentioned OP target states. This value includes the infidelity of
the atomic state detection, photo detector dark counts and dipole trap scattering processes
of the atom.
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Figure 4.2.: Hyperfine state detection. Left, Probability distribution of the number of photon
counts during the hyperfine state detection. The orange-colored (blue) distribution represents a
measurement with an atom prepared in the hyperfine ground state F = 1 (F = 2) via OP. Right,
The state detection fidelity as a function of the photon number threshold according to equation 4.1.
The threshold determines how many photons need to be detected in order to consider the atom to
be in the state F = 2. The fidelity is maximum ((98.2± 0.2) %) at a photon number threshold of
one. The error bars are smaller than the data markers and represent the 1σ confidence interval.

Future experiments might consider the implementation of OP via the D1-line when using
cavity modes that are closely tuned to a D2-line transition. As a past example, the long
cavity was tuned to the D2-line F = 1 ↔ F ′ = 1 transition while the atom was applied
to OP into the Zeeman state F = 1,mF = 0. The OP fidelity for this situation was
significantly below the regularly measured value of ' 98 %. This observation is attributed
to a change in the transition decay rates caused by the Purcell enhancement given by the
closely tuned cavity mode. Consequently, the ratios between the optical powers of the laser
beams used for the OP must be adjusted. However, this is laborious work, considering
the manifold situations for two cavities. In contrast, the OP via the D1-line would be
spectrally well isolated from any cavity closely tuned to the D2-line.

4.2. Hyperfine state detection

Hyperfine state detection is another important technique involved in many experiments
with an atom-cavity system. Examples of measurements involving state detection that
have already been discussed within this work are MW spectroscopy and Rabi oscillation
measurements. It is employed whenever the population in the hyperfine ground states
F = 1 and F = 2 is of interest. Consequently, an atom in a superposition of both states is
projected. In 2010, J. Bochmann et al. [116] were the first to demonstrate a lossless state
detection for neutral single atoms trapped inside an optical cavity. The presented scheme
is, to a large extent, adapted to this system.

Given two atom ground states need to be discriminated in terms of atom population,
one of these states can be coupled to an excited state, whereas the other is supposed
to be uncoupled. The coupling transition is ideally closed, which means that as long
as the coherent coupling field is applied, the atom cycles between the ground and the
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excited state without getting lost to a dark ground state. The latter is caused by the
simultaneous emission of fluorescence photons which renders the coupling ground state
bright and the noncoupling ground state dark. The photon detection efficiency can be
dramatically increased using an optical cavity that is closely tuned to the closed transition
frequency. It enhances the fluorescence photon emission rate due to the Purcell effect
and, moreover, channels the fluorescence photons into a well-defined cavity output mode
[117, 118]. Ultimately, the photonic output signal is measured with photo detectors.

The D2-line F = 2↔ F ′ = 3 transition is used as the coupling transition for distinguishing
between the hyperfine ground state F = 2 and F = 1. A laser beam with a blue detuning
of 32 MHz couples both states and enters the vacuum chamber along the cooling beam
axis via the top view port. The optical power amounts to 770 nW which is measured right
before the vacuum chamber. The pulse duration is 7.5µs. In addition to the laser beam,
one of the two cavities is closely tuned to the atomic cycling transition. For the quantum
information experiment presented in Chapter 5, the π polarization short cavity mode is
used for state detection and is blue detuned from the atomic transition by 130 MHz.

Fig. 4.2 presents two histograms that display the number of photon counts recorded during
the state detection. The atom is either initialized in the state F=1 (orange-colored) or F=2
(blue-colored). Both distributions are, due to their small overlap, highly distinguishable.
The dark state distribution is concentrated at the zero count number, whereas the bright
state distribution provides a mean value of ≈ 10 state detection counts. The Mandel Q
parameter for this distribution is Q = 0.83. Q compares the distribution with Poissonian
statistics and reads 0 (< 0, > 0) in the case of a (sub-, super-) Poissonian distribution1.
In order to minimize the present overlap between photon number distributions, it is
recommended to investigate the origin of the bright state photon number distribution
broadening, since J. Bochmann et al. [116] demonstrate Q = 0.5.

In order to quantify the distinguishability, the state detection fidelity is introduced as [119]

Fidelity = min

{
d∑

n=0

pdark(n), 1−
d∑

n=0

pbright(n)

}
. (4.1)

d represents the photon number threshold, whereas pdark(n) and pbright(n) describe the
probabilities of finding n photon counts in the referring distributions. The right-hand
subfigure in Fig. 4.2 presents the fidelity for different photon number thresholds. The
maximum value is (98.2± 0.2) % at d = 1. The infidelity is attributed to imperfections in
optical pumping, detector dark counts and a finite distribution component at d < 1 for the
atomic bright state.

1The analytical expression is Q =
(〈

∆n̂2
〉
− 〈n̂〉

)
/ 〈n̂〉 with the photon number operator n̂.
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Figure 4.3.: Single photon emission. Left, The atomic level structure together with the laser
excitation beam 2↔ 2′ and the long cavity (LC), which is in resonance with the atomic transition
1 ↔ 2′. After the atom is prepared in state F = 2, it is excited to state F ′ = 2, where it
predominantly decays into the ground state F = 1 by means of simultaneous emission of a single
photon into the long cavity mode (blue wavy arrow). The short cavity (SC) does not contribute to
the single photon emission process. For example, it is tuned to the 2↔ 3′ transition in order to
be employed in later atom state detection. Right, The single photon emission sequence is usually
integrated in between two atom cooling phases. It consists of an optical pumping process of 10µs
duration and a subsequent laser beam pulse with a duration of 2µs duration. After the atom
cooling phases and the single photon emission, the real experiment is executed.

4.3. Emission of single photons

Single photons are a highly valuable resource. They can transmit quantum information
over remote distances, which is a key requirement for quantum communication [55]. An
example of this is the distribution of photonic qubit states between two remote quantum
network nodes. One node can emit the single photon qubit state, whereas the other node
interacts with the received photon.

Since this interaction may be highly sensitive to higher photon numbers [95], coherent
states – a common alternative to single photons – are not always a good choice. This
can be circumvented by choosing an appropriately small mean photon number on a single
photon level. However, the vacuum component becomes significantly high, which lowers
the overall efficiency of the process.

In the frame of this work, single photons are generated in order to infer the number of
atoms that couple to the crossed cavities. To that end, the detected photons are evaluated
with respect to their photon statistics.

Fig. 4.3 illustrates the concept of single photon emission with a single atom trapped in
two cavities. The atom is prepared in the hyperfine ground state F = 2 via OP. By
means of a laser beam that is resonant to the 52S1/2F = 2↔ 52P3/2F

′ = 2 transition, the
atom gets excited to F ′ = 2 and predominantly decays into the ground state F = 1. The
decay is Purcell enhanced due to the presence of one cavity that is tuned to the transition
52S1/2F = 1↔ 52P3/2F

′ = 2. Moreover, the simultaneously emitted photon is channeled
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into a well-defined cavity mode, allowing for an efficient detection. The atom excitation is
spectrally distinguished from the decay transition so as to prevent the detection of both
the excitation laser and the single photons.

The single photon emission process is integrated into the atom cooling phase, in case of
a subsequent experiment that is sensitive to the number of coupling atoms, such as a
normal-mode spectroscopy, see section 4.4. The single photon emission process allows for
the number of coupling atoms to be evaluated against time. The cooling phase is followed
by OP with a duration of 10µs duration and the excitation beam with a duration of 2µs
duration. This sequence is repeated until the actual experiment is started.

It should be mentioned that the OP duration is significantly shorter than the typical OP
duration mentioned in section 4.1. This is because the scheme does not rely on atom state
preparation with high fidelity. An atom prepared in the wrong initial state would not
undergo the λ scheme as described and would therefore not emit a photon. However, a
Hanbury Brown-Twiss measurement, which leads to the photon statistics, is robust against
photonic losses.

Exemplary measurement results are shown in Fig. 3.14b. The second order correlation func-
tion is presented at equal times for different numbers of trapped atoms. The experimental
findings are in very good agreement with the theoretical expectation.

4.4. Normal-mode spectroscopy

A figure of merit of a light-matter interface is the coupling rate between both the light and
the matter part. The coupling rate can be quantified by measuring a normal-mode spectrum
in which the spectral distance between both normal modes is equal to twice the coupling
rate. In the Ph.D. thesis of Manuel Brekenfeld [82], such a spectrum is presented for the
long and the short cavities on the D2-line cycling transition. The respective measurements
yield a coupling rate of 2π · (36.8 ± 0.2) MHz and 2π · (43.8 ± 0.3) MHz. Both findings
are approximately a factor of two smaller than the expectation value (Table 3.2), which
is inferred from geometric considerations of the cavity mode volumes. The mismatch
is attributed to a non-perfect position of the trapped atom inside the cavity modes
(equation 2.2).

The experiment, which is presented in Chapter 5, motivates the measurement of a normal-
mode spectrum in reflection on the 52S1/2F = 1,mF = 0 ↔ 52P3/2F

′ = 2,mF = ±2
transition for the long cavity. The corresponding experimental sequence is illustrated in
Fig. 4.4a. An atom cooling phase lasting 26µs is followed by a 13µs single photon emission
sequence in order to determine the number of coupling atoms inside the cavities to be one.
Afterwards, the atom is state prepared via OP, which is then followed by a probe pulse
with a duration of 3µs. The probe field is a weak coherent pulse with a mean photon
number of 0.5 in front of the long cavity. The photonic field is in a balanced superposition
of left and right circular polarization.

What is particularly difficult about this measurement is finding an appropriate mean
that can be used to sweep the probe field frequency over a broad range without strong
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Figure 4.4.: Normal-mode spectroscopy on an open atomic transition. a, The experimental sequence
is provided together with the second order correlation function of the photonic signal emitted during
the time window g(2). The data confirms the presence of a single atom trapped inside the cavities. b,
A normal-mode spectrum (blue-colored data) for an atom which is prepared in state F = 1,mF = 0
and an empty long cavity spectrum (green-colored data). The probe pulse duration is 3µs. The
solid lines are fit functions. c, Normalized reflected probe signal versus the pulse duration. The
blue-colored vertical line shows the pulse duration used for the spectra in b. All error bars represent
the standard deviation.

fluctuations in optical power and a high signal to noise ratio of the reflected probe signal.
The intuitive choice would perhaps be to use an acousto-optical modulator (AOM) which is
already integrated into the probe field AOM track or an electro-optical modulator (EOM)
which could also be inserted into the optical beam path. However, an AOM typically
shows a strongly nonlinear transfer function over the required bandwidth of tens of MHz.
The EOM creates a frequency sideband on the probe field and is, together with its carrier
signal, sent onto the long cavity. The overall reflection signal is therefore an overlay of the
reflected sideband and a strong carrier signal that produces a small signal to noise ratio.
The best results are achieved with a frequency sweep that is directly performed at the laser
source. The laser is locked to a frequency normal, e.g., a frequency stabilized laser, with a
spectral detuning in the RF regime to the reference. By changing the locking point (the
reference detuning), the laser changes its frequency in a controlled manner. In the end, a
robust frequency lock is installed, which continuously changes its locking point over a range
of (10− 400) MHz within a time of 187 ms. The broad range is enabled by the specified
mode-hop-free tuning range of ≥ 20 GHz of the laser source, TOPTICA Photonics AG DL
pro, and the signal bandwidth of the servo controller, MenloSystems GmbH DXD200.

This allows for the normal-mode and the empty long cavity spectrum to be measured, as
shown in Fig. 4.4b.2 Both data sets are fitted with the function stated in equation 2.12. The
non-perfect agreement between the normal-mode spectrum data and the fit function reveals
an inadequate theoretical model. An infidelity of the optical pumping process, a finite
temperature of trapped atoms, as well as residual cavity birefringence, has additionally been
considered in the model, following discussions in [108]. However, a significant improvement
could not be observed. From the fit functions, the amplitudes of the mode matchings,
|µMC| = 1 ± 4.9 · 10−4 and |µFC| = 0.911 ± 0.007, as well as the ratio of their phases,

2The cavity spectrum can also be measured by changing the cavity length at a fixed probe field frequency.
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arg (µMC/µFC) = 0.033± 0.001, can be inferred. Besides the atom and the cavity detuning,
∆a/2π = (0.4± 0.9) MHz and ∆c/2π = (4.0± 0.3) MHz, the atom-photon coupling rate
reads g/2π = (18.6± 0.5) MHz, leading to a cooperativity of 1.67± 0.09.

Despite installing a piezo mirror which is employed for the precise alignment of the
vertical trap beam within the cavity plane (section 3.5), the presented coupling rate is still
significantly smaller than the maximum value estimated for this transition (compare with
Table 3.2). This leads to the conclusion that the imperfect atom position presumably arises
along the vertical trap beam direction. As a result, it is recommended to put the previously
installed galvo scanner into operation so as to provide a mean to spatially move the atom
along the vertical direction.

Another remark about the two spectra is the difference between the reflection coefficients
at zero detuning. The coefficients of the normal-mode and the empty cavity spectrum are
0.50± 0.02 and 0.117± 0.003 respectively. This observation has significant consequences for
a conditioned phase gate at reflection, which is introduced in section 2.3 and used widely in
other experiments [96, 95, 44, 120, 121, 50, 87]. Moreover, it constitutes one of the major
sources of error within the experiment presented in Chapter 5. Further related discussions
are provided in sections 2.3.2, 4.6.1 and 5.2.3.1.

The employed atomic transition is not closed since it allows for the scattering into other
atomic ground states. Hence, a strong probe field might repump the atom into a dark
state, which would produce a reflection spectrum that is equivalent to that of an empty
cavity. For the characterization of the repump process, a probe pulse with a duration of
24µs duration is applied to the atom-cavity system at zero detuning. The reflected signal
is evaluated with respect to the pulse duration, see Fig. 4.4c. As one can see, the signal is
approximately 30 % weaker in the case of a 24µs pulse duration in comparison to pulses
that are < 5µs long. This is attributed to the repump process, which causes the reflection
coefficient of the coupled system to continuously convert into the reflection coefficient of
an empty cavity system.

4.5. Atomic decoherence

The elementary unit for any quantum information process is the qubit [122]. The underlying
system that encodes the qubit requires a sufficiently long coherence time. Therefore, limiting
decoherence sources have to be identified, characterized and, if possible, eliminated. The
quantum information experiment presented in Chapter 5 uses atomic superposition states
with the basis states 52S1/2 F = 1,mF = 0 and 52S1/2 F = 2,mF = 0. In this context, two
characterization measurements are conducted in order to quantify the corresponding atom
dephasing and population scattering time.

The dephasing time is measured by a Ramsey type experiment, whose experimental
sequence is shown in Fig. 4.5a. The atom cooling phase is followed by OP into state
52S1/2 F = 1,mF = 0 which is, when represented on a Bloch sphere, the state on the south
pole. A MW pulse with a pulse area of π/2 coherently rotates the atom into a superposition
state (I) which lies in the equatorial plane of the Bloch sphere (II). Subsequently, the
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Figure 4.5.: Atomic decoherence. a, The experimental sequence for a Ramsey type experiment
used to quantify the coherence time T2. OP, MW and SD are shorthand notations for optical
pumping, microwave and state detection. After state preparation via OP in state |F = 1,mF = 0〉,
the sequence is divided into four parts. These parts are labeled in the temporal sequence as well
as in the lower part, where the atomic state is represented on a Bloch sphere. The initial state
is rotated into a superposition state with |F = 2,mF = 0〉 by means of a π/2 MW pulse (I). The
subsequent time window allows for the free evolution of the atomic state, which rotates within
the equatorial plane (II). Potential decoherence sources move the spin state towards the center of
the Bloch sphere. A second π/2 MW pulse rotates the state (III), which is then followed by SD.
The projection yields the population in state F = 2 for each evolution time. b, The population in
state F = 2 as a function of the MW pulse separation. The error bars represent the 1σ confidence
interval, whereas the solid line represents a fit function from which T2 is inferred. c, The population
in state F = 2 versus the duration of state detection. Blue-colored (orange) data represent the
results for an atom that is prepared in state F = 2 (F = 1). The orange-colored data are multiplied
by a factor of 50. The solid lines represent fit functions from which the scattering times are inferred.

atom freely evolves for a varying length of time in the range of (0− 200)µs. The temporal
evolution of a state |Ψ〉 ideally follows

|Ψ〉 =
1√
2

(
|F = 1,mF = 0〉+ eiωt |F = 2,mF = 0〉

)
(4.2)

with ω = EHFS/~3. Therefore, the atomic state rotates within the equatorial plane as
a function of time. During the evolution time, the MW signal source continues to run
internally at the same frequency as the atom rotates. As a consequence, the second π/2
pulse always rotates the superposition state (III), independently of the evolution time,
to the Bloch sphere north pole |F = 2,mF = 0〉, which is detected by hyperfine state
detection (IV). However, a residual detuning between the MW field and the ground state

3Lightshifts are not considered. HFS is shorthand notation for ground state hyperfine splitting



58 Single atoms in crossed optical fiber cavities

transition causes the F = 2 population signal to oscillate with a potentially small frequency.
The oscillation may remain unresolved due to a finite measurement time, meaning that
the detuning could be confused with decoherence. For this reason, the MW source is
intentionally shifted in frequency by 100 kHz during the evolution time, which leads to an
oscillation of the F = 2 population signal with a period that is well distinguished from the
expected decoherence time, see Fig. 4.5b. The shrinking envelope of the depicted 100 kHz
oscillation is a manifestation of decoherence which reaches its 1/e-value after (121± 5)µs.
The latter is defined as the coherence time T2.

The scattering rate is characterized by a sequence consisting of OP and subsequent state
detection. The former prepares the atom in the hyperfine state F = 1 or F = 2, and the
latter measures the population in F = 2 as a function of state detection time, see Fig. 4.5c.
The decay of the population for an atom prepared in state F = 2 is attributed to the
scattering of both the state detection and the vertical dipole trap beam4. Together with
the data of an atom prepared in state F = 1, both scattering times can be determined
unambiguously. A scattering event for the state detection is expected after (226± 51)µs
and is explained by the finite spectral distance between the states 52P3/2 F

′ = 2 and
52P3/2 F

′ = 3. However, since this scattering only appears during state detection, it is not
considered for the coherence time calculation. In contrast, the scattering of the vertical
dipole trap beam is permanently present and shows a scattering time of T1 = (10.6±0.8) ms.
T1 is larger than T2 by two orders of magnitude, leading to the conclusion that T2 is
dominantly governed by dephasing. Therefore, one can approximate T2 ≈ T ∗2 , where T ∗2
describes the coherence time limited by pure dephasing [123].

For comparison, the scattering time has been calculated for the vertical trap beam pa-
rameters. Here, the calculation utilizes a Monte-Carlo simulation that assumes an equal
distribution of the trap beam waist radius, which ranges from the ideal minimum radius
to twice the radius5. This is motivated by the fact that the focal length of the focusing
optics is not well characterized yet. According to the simulation, the atom scattering time
is (8± 3) ms.

4.6. Atomic state tomography

The previous section presents the coherence time of (121 ± 5)µs for the atom states
|F = 1,mF = 0〉 and |F = 2,mF = 0〉, which is larger than a full population transferring
MW π pulse by one order of magnitude as presented in section 3.7.2.2. Hence, coherent
manipulation processes are significantly faster than the decoherence time. This renders the
quasi two-level atom as an appropriate qubit carrier, which, in the end, can interact with
other material or photonic qubits for the purpose of quantum information processes. In
terms of characterizing the preparation of an arbitrary atomic qubit state, atomic state
tomography (AST) turns out to be a useful experimental tool that provides complete
information about the atom qubit state density matrix.

4The increase in the state detection signal within the first microseconds is attributed to the switching
time of the employed AOM. The fit yields an AOM switching time of (0.4± 0.1)µs.

5The Rayleigh range is expected to be ≈ 300µm.
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Figure 4.6.: Atomic state tomography. The upper Bloch sphere shows a blue-colored atomic qubit
state that is randomly chosen. In order to measure the density matrix, atomic state tomography
is employed. This requires the coherent rotation of the state around three axes by a π/2 angle.
The dashed arrows indicate the rotation axes and the red and (light) orange-colored state vectors
represent the rotated states. For clarity, the rotations are illustrated in the three lower subfigures
with the viewpoint along the rotation axis. After rotation, the states are projected onto the axis
that connects the north and the south pole of the sphere. The projections are indicated by the
markers on the axis. The projection values allow for the reconstruction of the initial blue-colored
qubit state.

The idea of AST is to project a qubit state onto three different axes within the corresponding
Bloch sphere. The projection values eventually enable the reconstruction of the density
matrix, similar to a tomography of classical objects. However, instead of using three
different projection axes, the atom can also be coherently rotated before the projection
process, reducing the number of required projection axes to one. This concept is illustrated
in Fig. 4.6. A randomly chosen pure state (blue-colored vector) should be measured by
AST. For this reason, one needs to define three rotation axes (dashed arrows) along which
the state can be rotated by a π/2 angle. The rotations are illustrated in the three lower
subfigures. Afterwards, the rotated state is projected onto the axis that connects the
north and the south pole of the Bloch sphere. Using the three different projection values,
the density matrix of the initial blue-colored state is reconstructed. Note that one can
disregard the rotation that has the same axis as the projection axis, since it does not alter
the projection value.
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In this work, the two coherent qubit rotations have been conducted experimentally by MW
fields, as described in section 3.7. The orientations of the rotation axes within the Bloch
sphere are determined by the relative phase between the two MW fields. For two normally
aligned axes, the relative phase angle is π/2, which is adjusted by the MW signal circuit
shown in Fig. 3.15b.

4.6.1. Measurement of the phase shift

Section 2.3.1 introduces an interaction mechanism between a single atom trapped inside
an optical cavity and a single photon. The π phase shift imprinted onto the atomic
superposition state after photon reflection can be measured by AST. The measurement
and the results are discussed in the this section.

The long cavity is tuned to the transition 52S1/2F = 1↔ 52P3/2F
′ = 2, which is the atomic

transition used to characterize the corresponding interaction mechanism in Chapter 5. The
short cavity is tuned to the cycling transition 52S1/2F = 2 ↔ 52P3/2F

′ = 3 for the
purpose of atom state detection. For the given atomic transition, there is no way to
measure the phase shift by using relatively simple photonic polarization measurements
[107], as all photonic field polarizations in the span of σ+ and σ− polarizations couple
equally to the atomic transitions 52 S1/2 F = 1,mF = 0 ↔ 52P3/2 F

′ = 2,mF = ±1.
Another way to measure the phase shift is via a photonic homodyne measurement [124].
However, this requires an additional detection setup which was not available at the time of
characterization.

The experimental sequence consists of atom cooling, state preparation, photon reflection
and AST, see Fig. 4.7a. Since the tomography requires three projection values, three
identically prepared atom states are needed. The state preparation starts with the OP
into 52S1/2F = 1,mF = 0 (I), which is chosen to be the south pole of the Bloch sphere
(subfigure b). A subsequent π/2 MW pulse rotates the atom state into the equatorial plane
(II). Depending on the reflection of a single photon, a π phase shift is imprinted onto the
atom superposition state. During a photon reflection event, the atom superposition state
flips to the opposite side of the Bloch sphere (III), which ideally lies in the equatorial plane.
Afterwards, one out of three AST steps are conducted (IV). All AST steps have the state
detection in F = 2 as the projection process. However, the prepended MW rotations are
different for each AST part, as illustrated in subfigure (a).

The experimental tomography results of state (II) and (III) are presented in Fig. 4.7c. The
measurement of state (II) is conducted in the absence of a reflecting photon. The related
state fidelity reads 0.949± 0.002 with a state purity of 0.919± 0.002. The measurement of
state (III) is conditioned on the detection of a reflecting photon by means of conventional
photo detectors. Since a single photon source was not available at the time of this
measurement, weak coherent pulses at a single photon level were employed. The fidelity of
state (III) is 0.83± 0.03 with a state purity of 0.85± 0.03. The tomography result clearly
shows an atomic superposition state that is rotated out of the equatorial plane. This is
attributed to the different reflection coefficients of the coupling and noncoupling atom-
cavity system, which is characterized in section 4.4. The ratio between the two different
coefficients is 0.117/0.50 ≈ 0.23, which is used to calculate the red-colored state vector
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Figure 4.7.: Measurement of conditional phase shift. a, The experimental sequence. b, The ideal
scenario represented on a Bloch sphere for different steps of the sequence. Optical pumping (OP)
prepares the atom in |F = 1,mF = 0〉, which is on the south pole of the sphere (I). A subsequent
π/2 microwave (MW) pulse rotates the state into the equatorial plane (II). Depending on a photon
reflection event, the atom superposition state acquires a π phase shift (III). In order to measure
the density matrix of state (II) and (III), an atomic state tomography (AST) is employed. The
latter consists of state detection (SD) in F = 2 and, if needed, a π/2 rotation pulse. Θ indicates the
requirement for a differential π/2 phase between the two AST MW fields. c, Experimental results
for atom state (II) and the one that results after photon reflection (III). Due to the conditional
reflection of the atom-cavity system, the atom state leaves the equatorial plane. Using the ratio
between the reflection coefficients, 0.117/0.50 ≈ 0.23, one can calculate the red-colored atom state
(equation 2.17), which is in good agreement with the measurement. The data markers in front of
the arrows represent the distribution of possible states within the error bar. The latter considers
the finite photon statistics.

according to equation 2.17. The measurement and theory results are in good agreement.
The differential azimuth angle between state (II) and (III) is (0.97± 0.02)π, which is close
to the ideal π phase shift.





5. Nondestructive detection of photonic
polarization qubits

The contents of this chapter was first published in

Nondestructive detection of photonic qubits
D. Niemietz, P. Farrera, S. Langenfeld and G. Rempe
Nature 591, 570–574 (2021).

Due to their velocity and their ability to carry quantum information, single photons are the
best-known candidates for distributing quantum information over long distances [125, 122].
This has enabled a spectrum of experiments, such as fundamental tests of quantum physics
[13, 126], measurements related to quantum communication [55] and quantum networks
[63, 127]. However, the inevitable loss of the transmission channels, e.g., optical fibers
or free space, caused by absorption, scattering and divergence, places a major limitation
on the transmission distance [55]. For example, the photonic losses at the most suitable
telecom wavelength are > 99 % over a distance of 100 km. These losses typically occur
independent of the qubit state, encoded, for instance, in the polarization or time-bin degree
of freedom. Moreover, by orders of magnitude, the according loss rate can be larger than
the qubit decoherence rate, which is complementary for material qubit carriers as they
are hardly lost and are often exposed to strong decoherence through, for example, their
interaction with external fields.

To overcome the limitation on communication distance caused by transmission losses, the
concept of a quantum repeater was born in 1998 [65], and still today, scientists intensively
study its realization, both theoretically and experimentally [66, 67, 68, 69]. As well as
having a sending and a receiving quantum node, a quantum repeater includes intermediate
stations that either can be equipped with heralded quantum memories realized by atomic
or solid-state qubits or can act as detector stations for photonic quantum states sent
by neighboring communication nodes. One simple and ideal quantum repeater situation
includes two end nodes and one middle node. The two end nodes send photonic quantum
states to the middle station, where they and their interference are measured. This approach
reduces the effective communication distance by a factor of two, yielding an enhanced
transmission efficiency that scales with the square root of the direct-transmission efficiency
[68].

In some situations, the repetition rate of quantum communication is limited by the
communication time, e.g., the time taken for light to propagate from the sender to the
receiver and back again. The receiver announces the arrival or the loss of the qubit photon
to the sender, which, in turn, decides to resend a photon or to wait. However, the photon

63
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Figure 5.1.: Nondestructive photonic qubit detectors (NPQDs) integrated into a quantum network.

loss can be already detected along the way, which decreases the communication time, see
Fig. 5.1. In order to do so, a nondestructive detector of photonic qubits is required. This
device detects the photon nondestructively and, at the same time, preserves the encoded
quantum information. With such a device at hand, a scenario with a sender, a receiver
and an ideal nondestructive detector located at half distance can be considered. For large
communication distances, the qubit photon losses are high and are likely to be already
detected at half distance. Consequently, the communication time would reduce by almost
a factor of two, which would enhance the repetition rate accordingly.

A nondestructive detector of photonic qubits can also be placed slightly before the receiver
node in order to signal to the end node that a qubit photon has survived the transmission
through the quantum channel. This is of importance to the receiver if precious resources,
for example, long-distance entanglement, time-expensive procedures, or loss-sensitive qubit
measurements such as detection-loophole free Bell tests [13, 126], are involved. Interestingly,
certain quantum key distribution attacks, such as a photon number splitting attack [128],
can be enabled by a nondestructive qubit detector, which can then be used to probe the
robustness of certain quantum key distribution protocols.

The expected versatility of this quantum technology and the associated advantage for
quantum information distribution underlines the need for this technology in the future.
However, the laws of quantum mechanics, which, for example, forbid the cloning of an
arbitrary quantum state [129] and the disturbance of quantum states upon measurement,
as well as technical challenges in building a suitable light-matter interface, have made the
nondestructive detector of photonic qubits a long-awaited goal to this day.

There is a broad range of experimental realizations that demonstrate the nondestructive
detection of optical and MW fields [130, 131, 132, 96, 133, 134, 135]. However, quantum
communication not only encodes the information in the energy of electromagnetical fields,
as in classical communication, but also typically uses two optical modes in order to encode
photonic qubits. However, obtaining the required technology – a nondestructive detector of
photonic qubits – with high qubit fidelity and high detection efficiency is still an outstanding
challenge. Some work has been conducted, such as the detection of bright two-mode light
pulses using cross-phase modulation [136]. This approach shows the interaction mechanism
for nondestructive detection; however, it employs light fields that are far away from the
single-photon level. Another approach uses parametric down-conversion [137], a process in
which one down-converted qubit photon serves as a herald and another as the signal qubit
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photon. This approach shows a limited efficiency of −76 dB and, moreover, relies on the
frequency conversion of the incoming qubit photon, which could hinder the downstream
computation. Furthermore, heralded qubit amplifiers could be used, which employ two
ancilla photons that interfere with the incoming qubit photon [138]. However, this approach
requires prior knowledge about the pulse shape and the arrival time. A common idea
surrounding the nondestructive qubit detector is the usage of heralded quantum memories.
In this idea, the storage process of the photonic qubit is directly followed by a readout
process, which eventually provides the herald signal and an outgoing photonic qubit. In
the Rempe group, two different heralded quantum memories have been realized [139, 70],
showing severe limitations in the context of a nondestructive qubit detector. They provide
only one herald photon that is sensitive to optical losses. Consequently, the herald efficiency
is low. In addition, the qubit/herald photon in Kalb et al. [139] may have not interacted
with the atom-cavity system due to an imperfect cavity mode matching. This renders the
herald signal not only inefficient but also unreliable.

Note that all of the aforementioned qubit heralding schemes destroy the original incoming
photon waveform, which is important for downstream interference, as for time-bin qubits
and in optical linear quantum computing [140].

In this chapter, the experimental realization of a novel nondestructive photonic qubit
detector (NPQD) is presented. It preserves the qubit information with high fidelity, shows
a high detection efficiency and maintains the incoming photon, which, in turn, preserves
the photon intensity waveform. Despite the fact that this device still has some non-
fundamental imperfections, it can already be used to improve certain applications, which
shall be quantitatively discussed.

5.1. Experimental approach

The NPQD is implemented by using a single atom that is coupled to the two modes of
the two independent crossed optical fiber cavities, see Fig. 5.2a. The long cavity (qubit
cavity) mediates the interaction between the atom and a photonic polarization qubit. The
latter is reflected off the atom-cavity system and imprints a π phase shift on a balanced
atomic superposition state independent of the photonic qubit state. Afterwards, the atomic
state is coherently manipulated by means of MW fields in order to translate the π phase
shift into information that can be read out by the short cavity (state-detection cavity),
using cavity-assisted fluorescence state detection, see section 4.2. The state-detection signal
serves as a herald for the presence of the qubit photon independent of the qubit polarization
state. Moreover, since the interaction relies on reflection, the temporal waveform of the
photon is maintained.

The qubit photon-atom interaction relies on the scheme proposed by Duan et al. [36] and
is also discussed in section 2.3. For a coupling and a non-coupling atomic state |0a〉 and
|1a〉, the reflection of a resonant photon in state |Ψph〉 causes a conditional phase shift
according to equations 2.14 and 2.15, see also Fig. 5.2c. Consequently, the atom, which is
prepared in the balanced superposition state (|0a〉+ |1a〉) /

√
2 (Bloch sphere I in Fig. 5.2d),

flips its state to (|0a〉 − |1a〉) /
√

2 (Bloch sphere II) after photon reflection. Subsequently,
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Figure 5.2.: NPQD with a single atom in crossed optical fiber cavities. a, Experimental setup of a
NPQD. The abbreviations indicate the following: microwave (MW), non-polarizing beam splitter
(NPBS), retardation waveplate λ/x, polarizing beam splitter (PBS), and single photon detector
(SPD). b, Atomic level scheme with the employed atomic qubit states and the coupling transitions
(red dashed arrows). The qubit cavity is tuned to F = 1↔ F ′ = 2 and the state-detection cavity to
F = 2↔ F ′ = 3. c, Reflection of an incoming qubit photon at an atom-cavity system. Depending
on the atomic spin state, the system is coupled or not coupled, which goes along with a conditional
phase shift of π. d, Bloch sphere representation of the atomic state for different phases of the NPQD.
Black curved arrows represent a MW rotation, whereas the red curved arrow represents the spin
flip due to the photon reflection. The yellow area in (IV) represents the emission of fluorescence
photons given an atom in |1a〉. e, Time histogram of the qubit and state-detection cavity signal
(green and blue/red-colored data) together with the time windows of the π/2 MW pulses. The
red-colored state-detection signal is conditioned on a reflected photon count (green-colored data).
The blue-colored state-detection data are taken with no incoming photon. The labeling (I)-(IV)
refers to the labeling of d.

a π/2 MW pulse coherently rotates the atomic state to |0a〉 (|1a〉), conditioned on the
presence (absence) of the photon (Bloch sphere III). Finally, atom state-detection allows
one to witness the phase flip deterministically by measuring the population in state |0a〉
and |1a〉 (Bloch sphere IV).

The interaction mechanism may remind the reader of the work of Reiserer et al. [96].
However, the NPQD is different in two important aspects: Firstly, the atomic states are
chosen to be |0a〉 :=

∣∣52S1/2 F = 1,mF = 0
〉

and |1a〉 :=
∣∣52S1/2 F = 2,mF = 0

〉
so that the

qubit cavity – with its left and right circularly polarized and almost frequency-degenerated
eigenmodes – couples to two atomic transitions, |0a〉 ↔

∣∣52P3/2 F
′ = 2,mF = ±1

〉
, see

Fig. 5.2b. The two related dipole moments are equal by definition but smaller than the
cycling transition 52S1/2F = 2,mF = ±2 ↔ 52P3/2F

′ = 3,mF = ±3 by a factor of two
[85]. However, the small mode volume of the fiber-based qubit cavity still enables an
appropriately high coupling strength of g = 2π · (18.6± 0.5) MHz, yielding a cooperativity
of C = 1.67 ± 0.09, which is also discussed in section 4.4. Secondly, the NPQD utilizes
a second independent cavity which allows for the optimal transition to be used for state
detection, the cycling transition F = 2↔ F ′ = 3, which differs from the one used for the
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atom-photon interaction, see Fig. 5.2b. The discrimination of the ground states |0a〉 and
|1a〉 occurs with a state-detection fidelity of (98.2± 0.2) %, see section 4.2.

Given the atom is prepared in the balanced superposition state of |0a〉 and |1a〉, the
nondestructive detector is ready to operate. A single photon qubit propagates along
the transmission channel, and at the location of the NPQD, is guided via an optical
circulator towards the quantum detector, see Fig. 5.1. Since the NPQD is characterized
with weak coherent pulses, the optical circulator can be replaced by a highly transmissive
non-polarizing beam splitter (NPBS, see Fig. 5.2a) that is realized by a spectral narrow-band
filter, Semrock LL01-780, with 99.5% transmission at 780 nm wavelength. Afterwards, the
photonic qubit is coupled into the single-mode fiber of the qubit cavity, where it interacts
with the atom-cavity system. The reflected qubit transmits the NPBS and is guided
towards the photonic tomography setup for qubit analysis measurements (surrounded by a
dashed rectangle in subfigure (a)). Note that scenarios involving NPQD application, the
photonic qubit would be guided back into the quantum network. The readout of the atomic
π phase shift is realized by a π/2 MW pulse with a duration of 5.8µs and a state-detection
phase with a duration of 7.5µs duration, see Fig. 5.2e.

Once the atom is trapped inside the fiber cavities, the experimental sequence starts to
run with a repetition rate of 576 Hz. It divides into three parts: the atom cooling, the
atomic state preparation and the NPQD part. The duration of the atom cooling constitutes
97 % of the full sequence time so as to minimize the MW duty cycle which prevents MW
attributed system heating and cavity shaking. Moreover, the long cooling phase is used to
intermediately conduct a 3µs long single photon emission sequence six times, following the
description in section 4.3. The qubit cavity output photons are detected by conventional
photo detectors, which ultimately enables the calculation of the autocorrelation function
g(2)(τ = 0) = 1− 1/N , ensuring that only a single trapped atom (N = 1) is present. The
atom cooling phase is followed by a 30µs long optical pumping phase in order to prepare
the atom in state |0a〉, which is further described in section 4.1. Subsequently, a 5.8µs long
π/2 MW pulse rotates the atom into the superposition state (|0a〉+ |1a〉) /

√
2. As a result,

the atom-cavity system is ready to operate as a nondestructive detector. Consequently,
the NPQD part follows with the photonic qubit reflection, a π/2 MW rotation and the
state detection, as described previously, see Fig. 5.2e.

Note that the experimental sequence finishes ≈ 15µs after the photon reflection, which
is considered to be the herald signal readout time. This is a rather long time given the
fact that the qubit photon has already travelled ≈ 3 km in an optical fiber, resulting in
significant optical losses (∼ 4 dB/km at 780 nm wavelength). However, the readout time
has wide room for improvement, as not much effort has been put into minimizing it. Hacker
et al. [44] successfully demonstrate that a π/2 pulse for atomic state manipulation can be
realized within 1µs. Moreover, this work demonstrates atom state detection within 1.2µs
at a high fidelity of 96 %. Additionally, superconducting nanowire single-photon detectors
which reach a detector efficiency of > 90 % (for reference, the employed avalanche photo
detectors have a quantum efficiency of ≈ 50 %) and a higher cooperativity of the crossed
cavities system at a given state-detection transition are a confident sign of being able to
minimizing the herald signal readout time to < 1.5µs. These improvements are possible
without major changes to the experimental setup.
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5.2. Experimental results

The characterization of the NPQD is carried out with weak coherent pulses on a single
photon level as opposed to using truly single photons. Fundamental differences between
weak coherent pulses and single photons are not expected so long as the mean photon
number is reasonably small. Moreover, the advantage of weak coherent pulses is their easy
access via coherent laser sources. In contrast, single photon sources additionally come with
an extensive technological overhead, which is why this approach was not used.

5.2.1. Photonic qubit fidelity

As NPQDs must preserve the qubit information, polarization state tomography [141, 142,
143] is conducted on the outgoing photonic qubits. The result is compared with the ingoing
qubit states, leading to the qubit fidelity F = 〈Ψin| ρout |Ψin〉. The bar diagram in Fig. 5.3a
considers tomography photon counts that are conditioned on the nondestructive detection
by the atom. In this context, a mean state fidelity of Fall = (96.2± 0.3)% is found, which
represents the overall fidelity according to [144], as the input polarization states form a
regular octahedron on the Poincaré sphere1. Taking only the polarization states |H,V,R,L〉
(|A,D〉) into account, for reasons that shall become clear in the next paragraph, the mean
state fidelity is FHVRL = (95.0± 0.5)% (FAD = (98.6± 0.3)%).

Since the tomography is conducted in all three polarization bases (H/V , A/D and R/L), it is
not just the fidelity that can be measured (which only requires the tomography measurement
of the polarization state |X〉 in basis X/Y ), but also the complete density matrix. The
outgoing states – the underlying tomography photon counts are still conditioned on a
nondestructive detection – are represented on a Poincaré sphere, see Fig. 5.3b. The states
are close to the sphere surface, which is a manifestation of high state purities. However, the
states are rotated around the A/D axis by 19.6◦ due to a residual qubit cavity birefringence
that can be anticipated from the cavity transmission spectra given in Fig. 3.2a. This aspect
is further discussed with respect to the NPQD in section 5.2.1.1. The state rotation could
be compensated by placing retardation waveplates behind the qubit cavity. A theoretically
applied back-rotation of the measured states by the stated angle around the rotation axis
allows for the estimation of the fidelity F	 = (98.0± 0.3) % (Fig. 5.3a), which is close to
the unrotated state fidelity FAD. The remaining ≈ 2 % infidelity is attributed to errors in
the calibration of the tomography setup and to fluctuations in the qubit cavity resonance
frequency.

In addition to the polarization states, the Poincaré sphere includes a blue-colored sphere
that represents a quantum process that is fitted to the polarization states via a maximum-
likelihood fit. The quantum process [141, 142, 146] is represented by function E , which maps
any allowed input state ρin to a physical output state ρout according to ρin → ρout = E (ρin).

1The same is true if the input polarization states form a regular tetrahedron on the Poincaré sphere.
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Figure 5.3.: Polarization state fidelities of the NPQD. a, Fidelities of the outgoing polarization
states. FHVRL, FAD and Fall provide the mean fidelity for the polarization states given in the
subscript. Fs,χ represents the quantum process state fidelity. F	 provides the mean fidelity if the
state rotation around the A/D axis is calculated out. b, d, Reconstructed polarization states (red,
yellow and green-colored spheres) on a Poincaré sphere together with a fitted quantum process
(blue-colored equatorial lines). The data shown in b (d) are conditioned on the nondestructive
detection by the atom (is unconditioned). c, e, The quantum process matrix χ fitted to the
polarization states. The matrix in c (e) corresponds to the process sphere shown in b (d). b - e are
generated via the Python framework QuTip [145].

The dimension of the photonic Hilbert space is two, and therefore the process function E
can be written as

E (ρ) =
∑

m,n∈[0,x,y,z]

χm,nσ̂mρσ̂
†
n. (5.1)

σ̂x,y,z represent Pauli operators and σ̂0 = 1̂2. χm,n represents the quantum process matrix,
whose fitted values are provided in Fig. 5.3c.

The aforementioned state rotation around the A/D axis can be described by R̂x (θ) =
cos (θ/2) 1̂2 − i sin (θ/2) σ̂x with the rotation angle θ. Assuming the quantum process is
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mainly governed by the rotation, an analytical expression describing the quantum process
matrix can be given as:

E(ρ) = R̂x(θ)ρR̂†x(θ), (5.2)

⇒ χ =


cos2(θ/2) −i sin(θ/2) cos(θ/2) 0 0

+i sin(θ/2) cos(θ/2) sin2(θ/2) 0 0

0 0 0 0

0 0 0 0

 . (5.3)

With the stated rotation angle θ = −19.6◦, the process matrix can be calculated to be

χ19.6◦ =


0.971 −0.167i 0 0

+0.167i 0.029 0 0

0 0 0 0

0 0 0 0

 (5.4)

which is close to the maximum-likelihood fit result.

The quantum process provides the quantum process fidelity Fχ, which is equal to χ0,0 and
compares the underlying process with the identity process. However, this must not be
confused with the overall state fidelity, which can be inferred from the process fidelity by
Fs,χ = (2Fχ + 1) /3. The fitted quantum process provides a quantum process state fidelity
of Fs,χ = (96.3± 0.6) %, which is in very good agreement with Fall, see also Fig. 5.3a.

So far, the state tomography data have been conditioned on the nondestructive detection
by the atom. Fig. 5.3d and (e) show the state and process tomography result without any
conditioning of the photon counts. The overall mean state fidelity is Fall = (93.6± 0.3) %,
≈ 3 % less than with conditioning. The overall decrease in fidelity occurs due to a
significantly lower fidelity of the polarization states |H,V,R,L〉, FHVRL = (91.3± 0.5) %,
whereas FAD = (98.2 ± 0.3) % remains nearly unchanged. The lower fidelities are also
reflected by the Poincaré sphere representation of the polarization states. In comparison
to when conditioning was applied, a significant shrinking of the quantum process sphere
can be observed in normal direction to the A/D axis. The decoherence is attributed to
residual qubit cavity birefringence, which is discussed in the next section.

The fidelity of each polarization state as well as the fidelity mean values are summarized in
Table A.1.
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Figure 5.4: Polarization eigenmodes of the
qubit cavity. A probe field with linear polariza-
tion impinges on the empty qubit cavity. The
cavity transmission maximum is measured for
different angles of linear input polarization. The
maximum and minimum frequencies correspond
to the eigenmode polarizations. The solid curve
is a fit and produces the following parameters:
a frequency splitting of 0.23 · 2κ and an an-
gle between both polarization eigenmodes of
(90.2± 0.5)◦.

5.2.1.1. Cavity birefringence in the context of a NPQD

Fig. 5.3b clearly shows a rotation of the polarization states |H,V,R,L〉 by 19.6◦ around the
A/D axis. As previously mentioned, the unitary operation can be compensated experimen-
tally by placing retardation waveplates after the photon reflection. However, it is interesting
to know about the origin of this rotation, which is attributed to a residual birefringence of
the qubit cavity, leading to a polarization eigenmode splitting, see section 2.2.2.

The eigenmode splitting can be determined by measuring the center frequency of the qubit
cavity transmission as a function of the angle of the linear polarization of the probe light.
The center frequency oscillates, and the maxima and minima determine the eigenmode
polarizations. The spectral distance between both extrema yields the eigenmode frequency
splitting of a fifth of the cavity linewidth, see Fig. 5.4.

Using an λ/2 waveplate, the eigenmode polarizations are rotated into the polarizations A
and D at the detection setup. Hence, these polarizations do not experience a rotation due
to the birefringence. In contrast, any superposition state collects a differential phase shift,
which manifests in a polarization rotation of 42◦ around the A/D axis on the Poincaré
sphere in the event of an empty cavity. Since the detector relies on an atom that is in a
superposition of a coupling and a noncoupling state, the incoming photonic qubit does not
experience the full rotation (42◦ → 19.6◦).

A closer look into the polarization state fidelities of the NPQD reveals a significant reduction
in noneigenstate polarizations in the event of unconditioned SPD counts (compare Fcond.

with Funcond. in Table A.1). This is attributed to a partial entanglement between the
photonic polarization state and the atomic state after the photon reflection. The photon
interacts with the atom-cavity system and can both enter the cavity and be reflected at the
incoupling mirror. Hence, the photon propagates through the system via two trajectories
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which act in different ways on the polarization state. This aspect has already been discussed
in section 2.3.3. Adapting equation 2.18 to this scenario produces

|Ψph〉
|0a〉+ |1a〉√

2
→

r0 |Ψph〉 |0a〉+ r1(R̂⊗ 1̂) |Ψph〉 |1a〉√
|r0|2 + |r1|2

. (5.5)

This assignment assumes no qubit rotation if the atom is in the coupling state |0a〉.
However, the uncoupled state |1a〉 leads to a rotation of the photonic state, which is
described by the operator R̂. When the atom is not observed in the measurement, the
partial entanglement translates into decoherence, which results in the Poincaré sphere
shrinking. Since the eigenmode polarizations |A〉 and |D〉 are invariant under the rotation
operation, the corresponding output states in equation 5.5 become separable and therefore
follow the ideal situation, producing a higher qubit fidelity.

5.2.1.2. Classical limit

One might ask the question of whether the nondestructive detection of photonic qubits
could be reproduced with a classical strategy. An example of such would be cloning of a
qubit photon and then carrying out the conventional detection of one clone, which provides
the herald signal, whilst the other clone travels further along the transmission line and
provides the qubit information. However, it is not possible to construct a device that
creates an exact copy of an arbitrary quantum state [129]. But what is the maximum
fidelity that can be reached with a universal quantum cloning machine? Scarani et al. [147]
provide the following relation for the maximally achievable fidelity F , given N input and
M output qubits with the condition N ≤M :

FN→M =
M(N + 1) +N

M(N + 2)
. (5.6)

A rather simple example of a cloning machine consists of measuring the incoming qubits,
storing the result classically and generating new qubits based on the obtained measurement
result. In the described scenario, the number of outgoing qubits can be infinitely high
(M →∞) due to the classical knowledge of the bits. Equation 5.6 is therefore FM→∞ =
(N + 1)/(N + 2) and yields an upper limit of 2/3 in the case of a single incoming qubit.
Specht et al. [148] consider this to be a classical limit for quantum memories. Moreover,
due to the usage of weak coherent pulses in the work of [148], the maximal achievable
fidelity is increased as a result of higher photon number contributions. For a weak coherent
pulse with |α|2 = 1, the upper bound is shifted to 70.9 %. A mean photon number of 24.3
is required to reach the fidelity limit of 96 %, which is the fidelity that is reported here for
the NPQD using weak coherent pulses with |α|2 = 0.2.

Another example of a cloning machine is based on stimulated emission processes in three
level systems (e.g. atoms in a cavity) or parametric down-conversion. Simon et al. [149]
propose that these two schemes reach the upper bound of the fidelity of a N = 1→M = 2
cloning machine. Here, equation 5.6 produces a maximum fidelity of 5/6 ≈ 83 %.

To incorporate the usage of weak coherent pulses, the following scenario can be considered.
Firstly, the weak coherent pulse is first projected onto a photon number Fock state.
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Figure 5.5.: Photonic intensity waveforms with the NPQD. Three different waveforms are sent to
the NPQD. The blue-colored data show the outgoing waveform. As a reference, the yellow-colored
data show the outgoing waveform when the photonic pulse is reflected off an empty cavity. The
intensity waveform overlap between the yellow and the blue-colored data is ≥ 99.5% for all three
cases. The error bar represents the standard deviation.

Afterwards, the qubit is either cloned with a maximum fidelity of 5/6 or a single qubit
photon is subtracted from a higher photon number Fock state. The subtracted photon
serves as a herald and the other part carries the full qubit information which is accompanied
by a fidelity of one. Eventually, the fidelity limit for weak coherent pulses would increase
again and would yield a limit of 84.9 % for |α|2 = 0.2.

The fidelity limit depends on the cloning maching. However, all stated fidelities are
significantly lower than what can be demonstrated by a NPQD. Consequently, the quantum
detector presented here operates in the quantum regime.

5.2.2. Preservation of the photonic waveform

A very promising aspect of the NPQD is how it is also anticipated to work also for time-bin
qubits, which, again, distinguishes this approach from others. This is due to the reflection
interaction mechanism which maintains the original incoming qubit photon and does not
rely on photon absorption and re-emission. Initial investigations in this direction have
involved measuring the photonic intensity waveforms and comparing them to waveforms
from a photon that is reflected off an empty cavity system. Fig. 5.5 presents three different
measurements which produce a waveform overlap of ≥ 99.5 %.

5.2.3. NPQD characterization with different mean input photon number

Besides the qubit fidelity, there are other figures of merit that characterize a nondestructive
qubit detector, such as the dark-count rate, the qubit photon survival probability and the
detection efficiency. These points are addressed below.

The dark count rate is characterized in the same way as for any other classical detector.
The NPQD is operated without any incoming photonic qubit, and the results are evaluated
with respect to the probability of finding a false positive quantum detector event. Here,
the NPQD shows a dark-count probability of pDC = (3.3± 0.2) %, which is attributed to
imperfections in the atom state preparation, in the state detection and in the coherent
atom state rotation.
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The survival probability of a qubit photon is ηsurv = (31± 1) %, which is given by the two
different intensity reflection coefficients of the coupled and noncoupled atom-cavity system,
see section 4.4.

Another property is the efficiency of the NPQD. In this context, the definition of efficiency
is ambiguous, since it depends on the final application. Furthermore, it is highly dependent
on the mean photon number of the employed weak coherent pulses, as higher photon
number contributions cause an ambiguous interaction phase shift of m ·π, where m denotes
the number of photons. A mean photon number of |α|2 = 0.13 has shown to be a rather
good working point. Here, one can find a conditional probability of detecting the atom
in the qubit-heralding state |0a〉, either given a qubit at the qubit cavity output (1oq),
P (0a|1oq) = (79± 3) %, or given a qubit at the NPQD input (1iq), P (0a|1iq) = (45± 2) %.
Both probabilities are considered to be measures for the detection efficiency.

A time histogram of the corresponding SPD photon counts of the qubit and the state-
detection cavity output is given for the NPQD part of the experimental sequence in Fig. 5.2e.
The state-detection signal is either conditioned on a conventional detection of an outgoing
qubit photon (colored red) or is taken without any incoming qubit photon (colored blue).
The height ratio of both state-detection signals reflects P (0a|1oq).

As the efficiency is expected to be highly dependent on the number of incoming photons,
the NPQD performance is investigated experimentally with respect to |α|2, see Fig. 5.6.

Subfigure (a) shows the nondestructive detection probability upon qubit survival P (0a| ≥
1oq) with a maximum at |α|2 = 0.13. Here, the major inefficiency source is attributed to
the difference between the intensity reflection coefficients for the coupling and noncoupling
atom-cavity system. This point is discussed further in section 5.2.3.1. For high |α|2, the
probability converges towards 0.5 due to the balanced contribution of odd and even photon
numbers [87]. For |α|2 � 1, the probability decreases due to classical dark counts of the
photonic qubit measurement setup.

The plot also contains the unconditioned probability P (0a), which shows the same conver-
gence for high |α|2 and is bound by pDC in the limit of |α|2 → 0.

Another efficiency definition is the probability of having a photonic qubit at the NPQD
output conditioned on its nondestructive detection, P (1oq|0a), see subfigure (b). Since the
characterization is done with weak coherent pulses and not with single photon Fock states,
the conditioned mean photon number n(0a) is evaluated, rather than P (1oq|0a). Both
expressions are equivalent to each other for small |α|2. |α|2 = 0.2 yields n(0a) = 0.56± 0.2
and decreases when using a smaller mean input photon number due to the finite NPQD
dark count probability pDC. The measurement is supported by numerical simulations,
which are discussed further in section 5.2.3.2. The simulation that reproduces n(0a) yields
a value of 52.3 % for |α|2 → 0 under the assumption of pDC = 0 (dashed line). This value
is smaller than one because of the parasitic losses of the cavity mirrors, imperfect mode
matching and a finite atom decay rate.

Interestingly, it is not only the mean photon number but also the photon statistics that
change after the qubit photon reflection, see inset in Fig. 5.6b. The qubit measurement setup
does not only enable tomography measurements, but can also be utilized as a Hanbury
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b

a

Figure 5.6.: Characterization of the NPQD with different mean input photon numbers. a, The
probability of nondestructively detecting a qubit photon conditioned on outgoing qubit photons,
P (0a| ≥ 1oq). Moreover, the unconditioned probability is shown, P (0a). The dashed horizontal line
represents the dark-count probability pDC. b, The mean number of outgoing photons conditioned
on the nondestructive detection, noq(0a). The inset shows the second-order correlation function
g(2)(0) for photon counts conditioned on a nondestructive detection. All solid data points are taken
with Gaussian intensity waveforms and linear near-vertical polarization. Open circle (square) data
points are taken with orthogonal polarization states (different waveforms, Fig. 5.5). Each data set
is supported by theoretical simulations described in section 5.2.3.2. The dashed line in b assumes
pDC = 0. The error bars in a represent the 1σ confidence interval. The error bars in b (inset)
represent the standard error (standard deviation).

Brown-Twiss setup [26], which enables the evaluation of the second-order correlation
function g(2)(0). The autocorrelation function is taken by measuring the reflected qubits
conditioned on their nondestructive detection. The obtained sub-Poissonian statistics
g(2)(0) < 1 originates from the distillation of single photons out of the incoming weak
coherent pulse [87]. For the limit of |α|2 → 0, the dark counts of the conventional detectors
result in an uncorrelated signal that ultimately limits the lowest value obtained for g(2)(0).
On the other side, |α|2 > 1, unequal field reflection coefficients (r0 and r1) lead to a photonic
state after reflection, ∝ |r0α〉+ |r1α〉, that allows for photon statistics with g(2)(0) > 1.

The measurements presented in Fig. 5.6 mostly use photonic pulses with a Gaussian intensity
waveform and linear near-vertical polarization, represented by solid data markers. The
remaining measurements are taken with orthogonal polarization (open circle markers) and
different intensity waveforms (open square markers, see Fig. 5.6) in order to demonstrate
the robustness of the detector performance with respect to the photonic polarization and
the waveform.
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Figure 5.7: Conditional reflection in the con-
text of a NPQD. The atom is initialized in
state (|0a〉+ |1a〉)/

√
2 and experiences a phase

flip after the qubit photon reflection. The red-
colored state (|0a〉 − |1a〉)/

√
2 represents the

ideal situation without conditional reflection.
The green-colored state (left) represents the
situation with different reflection coefficients
which causes the atom state to leave the equa-
torial plane towards state |0a〉. A subsequent
π/2 MW pulse rotates the state beyond the
qubit-heralding state |0a〉 (green-colored vector,
right).

5.2.3.1. Conditional reflection in the context of a NPQD

The principle of conditional reflection is addressed in the theory section 2.3.2 and also
in the context of atomic state tomography in section 4.6.1. The two different intensity
reflection coefficients of the coupled and noncoupled atom-cavity system cause the balanced
atomic superposition state (blue-colored state in Fig. 5.7) to leave the equatorial plane
of the Bloch sphere after photon reflection towards the state |0a〉 (green-colored state,
left). Consequently, a subsequent π/2 MW pulse rotates the atom state beyond the
qubit-heralding state |0a〉 (green-colored vector, right), yielding a finite projection onto the
non-heralding state |1a〉. Adjusting the second MW pulse area to prevent the overshoot
is unfortunately not a solution, since the atom cannot be rotated to |1a〉 anymore, in the
event of an absent qubit photon. Hence, this strategy would only trade false negative
against false positive events.

5.2.3.2. NPQD theory model

The experimental data in Fig. 5.6 are supported by numerical simulations. The underlying
theoretical model is based on the cavity input-output theory [93, 150] and is used in a
similar way to that which is demonstrated in [87, 124].

Similar to the experiment, the theoretical model considers weak coherent pulses |α〉 in
front of the qubit cavity that interact with the atom-cavity system. After the interaction,
the photonic part populates five different modes: the reflection at the resonator back into
the fiber mode r0a,1a and back into the fiber cladding due to an imperfect fiber-cavity
mode matching ro0a,1a , the transmission through the resonator t0a,1a , and the scattering and
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absorption losses given by the fiber-cavity mirrors m0a,1a as well as by the atom a0a,1a . The
amplitudes of the arising weak coherent fields in the aforementioned modes are given by:

r0a,1a =

(
1− µ2

FC

2κOC

Ng2/(i∆a + γ) + i∆c + κ

)
α,

ro0a,1a =
√

1− µ2
FCµFC

2κOC

Ng2/(i∆a + γ) + i∆c + κ
α,

t0a,1a = µFC
2
√
κOCκHR

Ng2/(i∆a + γ) + i∆c + κ
α,

m0a,1a = µFC

2
√
κOCκparas

Ng2/(i∆a + γ) + i∆c + κ
α,

a0a,1a = µFC
2g
√
κOCγN/(i∆a + γ)

Ng2/(i∆a + γ) + i∆c + κ
α.

(5.7)

Here, N is the number of atoms in the state that couples to the cavity mode (e.g., N = 0
when the single atom is in state |1a〉 and N = 1 when it is in |0a〉). The atom has an
atomic dipole decay rate γ and a coupling strength with the qubit cavity mode of g. The
spectral detuning between the incoming weak coherent field and the atomic transition
(qubit cavity mode) frequency is given by ∆a (∆c). κOC, κHR and κparas describe the cavity
field decay rates via the outcoupling mirror, the high-reflective mirror or via parasitic
losses at the cavity mirrors. κ describes the total cavity field decay rate according to
equation 2.11. Additionally, the fiber-cavity mode matching µFC is included, whereas the
mode matching between the fiber mode and the incoupling mirror µMC (see equation 2.12
for comparison) is assumed to be one since previous measurement results suggest µMC ≈ 1.
For convenience, the notation of the state of the loss modes is simplified to |l0a,1a〉 :=∣∣ro0a,1a , t0a,1a ,m0a,1a , a0a,1a

〉
. After the coherent pulse has interacted with the atom-cavity

system, the atom-photon state can be written as∣∣Ψ1
rla

〉
=
|r0a , l0a , 0a〉+ |r1a , l1a , 1a〉√

2
. (5.8)

A π/2 rotation operator is subsequently applied to the atomic part, as the MW pulse does
in the experiment, leading to

∣∣Ψ2
rla

〉
= 1̂r ⊗ 1̂l ⊗ R̂a(π/2)

∣∣Ψ1
rla

〉
. With |Ψrla〉 at hand, one

can calculate the parameters that characterize the NPQD, which is described as follows.

Unconditional nondestructive detection probability P (0a): To investigate the detection
probability P (0a), the photonic part needs to be traced out in order to obtain the atomic
part ρa. Afterwards, the overlap with the qubit-heralding state |0a〉 is calculated,

ρa = Trrl
∣∣Ψ2

rla

〉 〈
Ψ2
rla

∣∣ ,
p0 = 〈0a| ρa |0a〉 ,

(5.9)

which provides the probability of nondestructively detecting the input qubit photon. Due
to NPQD dark counts, there is a small probability pDC of detecting the atom in state |0a〉,
even if the NPQD has not interacted with any photon. This is taken into account in order
to obtain the final nondestructive detection probability,

P (0a) = p0 + (1− p0) · pDC. (5.10)
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For an incoming weak coherent pulse with |α|2 → 0, p0 is expected to converge towards
zero. However, equation 5.10 shows that P (0a) is then governed by pDC which sets the
lower limit.

Nondestructive detection probability conditioned on qubit survival P (0a| ≥ 1oq): This
quantity is similarly evaluated as P (0a); however, it additionally underlies the condition
of a reflected photonic qubit. In the simulation, the reflection mode of state

∣∣Ψ1
rla

〉
is therefore projected onto all non-vacuum components, using the projection operator
P̂r =

∑
nr>0 |nr〉 〈nr| ⊗ 1̂l ⊗ 1̂a. After this projection, the atom-photon state becomes

ρ1
la = P̂rρ

1
rlaP̂r/Tr(P̂rρ

1
rlaP̂r). In order to obtain the final atomic state, the second atom

rotation is applied ρ2
la = (1̂l ⊗ R̂a(π/2))ρ1

la(1̂l ⊗ R̂a(π/2))† and the state of the photonic
loss modes is traced out, ρ2

a = Trl(ρ
2
la). Additionally, the density matrix projected onto

the photonic vacuum state is added and weighted with the probability of measuring a
conventional detector dark count. The overlap between the resulting density matrix and
state |0a〉 provides the figure of interest.

Mean photon number at the NPQD output conditioned on a nondestructive detection
n̄oq(0a): To compute n̄oq(0a), the atomic part of state

∣∣Ψ2
rla

〉
is projected onto |0a〉. In order

to end up having the state in reflection mode ρr(0a), the state of the photonic loss modes
|l0a〉 is traced out. Accordingly, n̄oq(0a) = 〈n̂r〉ρr(0a) is obtained, where n̂r is the photon
number operator acting on the state in reflection mode. Furthermore, the contribution of
false nondestructive detection events due to NPQD dark counts pDC is included,

ñoq(0a) =
n̄oq(0a) · p0 + n̄oq(1a) · (1− p0) · pDC

P (0a)
, (5.11)

where ñoq(0a) is governed by pDC as soon as p0 converges towards zero, whereas an absent
pDC would lead to the convergence towards n̄oq(0a).

Autocorrelation function g(2)(0) of the NPQD output field upon nondestructive detection:
Having derived ρr(0a), it is an easy task to calculate the well-known second-order correlation
function,

g̃(2)(0) =

〈
â†râ
†
rârâr

〉
ρr(0a)〈

â†râr

〉2

ρr(0a)

, (5.12)

where âr is the photonic annihilation operator acting on the state in the reflection mode.
In the limit of small |α|2, the uncorrelated dark counts of the SPDs are noticeable and are
considered in the correlation function,

g(2)(0) =
g(2)(0) · p≥2 + 2 · p≥1 · pspd + p2

spd

p≥2 + 2 · p≥1 · pspd + p2
spd

, (5.13)

where p≥x gives the integrated probability of finding ≥ x photons in ρr(0a). pspd describes
the probability of measuring a SPD dark count event.
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Figure 5.8.: Four NPQD applications. a, Entanglement generation between an atom-photon
entanglement source and a heralded quantum memory (HQM) with a distance L to each other.
A NPQD is positioned along the transmission channel. The herald signals of the receiver and
the NPQD are classically communicated to the sender (dashed grey lines). The entanglement
speed-up represents the ratio of the entanglement time with and without NPQD. Solid (dashed)
lines represent the situation with the here presented (ideal) NPQD. b, Photonic qubits are sent to
a receiver for a follow-up operation that involves precious resources, such as remote entanglement.
The qubit amplification is the ratio between the probabilities of having a photon before Piq and
having a photon after nondestructive detection. The solid line represents the situation with the
NPQD presented here. The dashed line considers the same NPQD without dark counts. The data
points are inferred from the measurement results presented in Fig. 5.6. c, Qubit photons propagate
to a noisy qubit measurement setup (QMS), where the presence of a qubit slightly before the QMS
is measured, which, in turn, gates the QMS. This improves the signal to noise ratio (SNR). The
solid (dashed) line considers the here presented (ideal) NPQD. d, Bell test based on precertification
of the photon’s presence [151].

5.3. NPQD applications

As mentioned previously, the photonic losses in a transmission channel can be mitigated
by the use of nondestructive photonic qubit detectors. Hence, a NPQD is potentially a
very valuable quantum technology in the field of quantum communication and also in
fundamental tests of quantum physics.

In order to explore its potential, four example of its application shall be discussed, whilst
considering the parameters of the device here presented. In this context, the performance
is expected to improve in comparison to the situations that do not employ NPQDs.
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5.3.1. Sender-receiver entanglement

This example assumes an atom-photon entanglement source [24] (sender) that sends
photonic qubits along an optical fiber to a heralded quantum memory [139, 70] (receiver)
in order to generate sender-receiver entanglement, see Fig. 5.8a. The herald signal of the
receiver is classically communicated to the sender. In the case that a NPQD is installed
along the transmission channel, the additional herald signal is classically communicated to
the sender, which can significantly reduce the entanglement time when a qubit photon is
absent at the NPQD. A figure of merit for the entanglement generation is the ratio between
the entanglement times with and without a NPQD, Tent/T

NPQD
ent . Fig. 5.8a provides the

ratio along with the absolute time TNPQD
ent versus the sender-receiver distance L. The

NPQD location is chosen such that TNPQD
ent is minimal. The situation with the NPQD

present here (solid lines) outperforms direct transmission at channel distances ≥ 14 km,
whereas a perfect NPQD (dashed lines) would provide an advantage at any distance. The
entanglement speed-up and the entanglement time for multiple NPQDs is addressed in
appendix B.

It is assumed that the ideal situation is one in which the time required to entangle the
two systems is given by the communication time (e.g., the time to distribute the entangled
photonic qubit plus the time to communicate back if the heralded storage succeeded). In
such a situation, the mean entanglement time is given by Tent = 2L/(c · pent), where c is the
speed of light in an optical fiber and pent = ηAP10−αL/10ηH is the heralded entanglement
distribution probability. The probability depends on the atom-photon entanglement source
efficiency ηAP, the attenuation coefficient of the transmission channel α, and the heralding
efficiency of the heralded quantum memory ηH. Since the operating wavelength for the
NPQD presented here is 780 nm, the fiber attenuation is assumed to be α = 4 dB/km.

When a NPQD is inserted along the transmission channel at a distance l < L from the
sender, the mean entanglement time reads TNPQD

ent = 2 〈l〉 /(c · pNPQD
ent ). In contrast to Tent,

〈l〉 replaces L and is given by 〈l〉 = P (0a)L + [1 − P (0a)](l + tNPQD · c/2). It consists
of two terms. First, the NPQD may provide a nondestructive detection event which is
accompanied by the full distance L. Second, the NPQD does not detect any qubit photon,
leading to a shortening of the effective distance to l. In this case, one has to consider the
herald signal readout time tNPQD, which delays the subsequent classical communication.
Both terms include the probability for a nondestructive detection event, which is

P (0a) = ηAP10−αl/10P (0a|1iq) · (1− pDC) + pDC. (5.14)

The above equation takes into account the nondestructive detection probability of an
incoming qubit P (0a|1iq) and the NPQD dark counts pDC. In addition to replacing L

by 〈l〉 in TNPQD
ent , one needs to provide the entanglement probability in the presence of a

NPQD, pNPQD
ent , which replaces pent. It is given by pNPQD

ent = pent ·P (0a|1iq) ·P (1oq|0a) that
additionally considers the NPQD inefficiencies. Using these expressions, the entanglement
time TNPQD

ent is calculated and compared with the situation that does not include a nonde-
structive detector, Tent, in order to obtain the entanglement speed-up. Both simulations
assume ηAP = 0.5 and ηH = 0.11, which are realistic parameters that have been obtained
in [63] and [70].
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5.3.2. Precertification of photonic qubits

After a qubit photon has propagated through a long transmission channel, it can be applied
to a complex operation (e.g., quantum teleportation), which might require preparatory
steps that are expensive in terms of resources. Therefore, it is important to know whether
the qubit photon has survived the transmission channel or if it has been lost along the way.
This is detected by a NPQD that communicates its detection result to the end node. A
good figure of merit is the ratio between the probability of having a reflected qubit photon
after the NPQD, P (1oq|0a), and the probability of having an incoming qubit photon, Piq,
which is also called qubit amplification [138]. Fig. 5.8b shows the qubit amplification versus
Piq. It is significantly higher than one for Piq � 1 for the NPQD presented here (solid
line), and it would notably improve for the same quantum detector without dark counts,
pDC = 0.

As mentioned previously in section 5.2.3, the probability P (1oq|0a) can be approximated
by n̄oq(0a) in the event of weak coherent pulses. Moreover, Piq can be approximated by
|α|2 for small values. Taking this into account, the qubit amplification can be calculated
according to A = n̄oq(0a)/ |α|2, allowing one to use the experimental data from Fig. 5.6b.

5.3.3. Signal to noise ratio

NPQDs can improve a subsequent photonic qubit measurement. Fig. 5.8c shows a scenario
in which qubits are sent to a remote receiver that uses noisy detectors for the qubit mea-
surement setup. A NPQD positioned right before the receiver allows for the measurement
of the qubit only when it is not lost along the transmission line, reducing the impact of
measurement noise. This is useful for quantum key distribution, since classical detector
dark counts (noise) become an important limitation on the minimum quantum key rate
(signal) for large distribution distances [152]. The signal to noise ratio (SNR) gain is defined
as the ratio between the SNR with and without a NPQD, SNRNPQD/SNR, and is given
for different sender-receiver distances, L, where the gain starts to be larger than one for
L > 1 km (solid line). For longer distances, this ratio converges towards approximately
seven, which could be raised with a smaller NPQD dark count rate. Additionally, the
figure demonstrates the gain for an ideal NPQD (dashed line), which does not show any
convergence due to the absence of NPQD dark counts.

The SNR without NPQD can be written as SNR = ps/pn. When a NPQD is employed,
the qubit measurement is gated and thus the noise detection probability is reduced by
pNPQD
n = P (0a) · pn. However, due to the inefficiency of the detector shown here, the signal

is also reduced according to pNPQD
s = P (0a|1iq) ·P (1oq|0a) · ps. P (0a) can be calculated

in a similar way to equation 5.14 where the distance l must be replaced with the total
distance L in the transmission loss factor. Moreover, ηAP is not given and can be assumed
to be one. Given this background, the SNR gain versus the distance L can be calculated.
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5.3.4. Detection-loophole-free Bell test

The last example relates to a loophole-free Bell test, see Fig. 5.8d. The herald signals of
NPQDs positioned right before the measurement setups allow two parties to be certain
that they share an entangled photon pair, which helps to close the detection loophole
[151]. The important parameter here is the photonic qubit reflection probability that is
conditioned on its nondestructive detection. The characterization measurements provide
n̄oq(0a) = (0.56 ± 0.02) for input |α|2 = 0.2, see Fig. 5.6b. This value exceeds the
minimum detection efficiency of 43 % (assuming no detector background noise) required
for a detection-loophole-free asymmetric Bell test [153].

Note that the finite readout time of the quantum detector is accompanied with additional
transmission losses, since the reflected qubit photon must not be detected by the measure-
ment setup before the NPQD reads out the herald signal. Hence, the detector efficiency
n̄oq(0a) decreases due to additional transmission losses that would occur when using an
appended storage fiber. However, as discussed in section 5.1, the readout time can be
minimized to < 1.5µs, causing additional losses that still allow for an efficiency of 43 %,
which coincides with the minimum efficiency threshold.



6. Summary and outlook

At the beginning of the year 2015, towards the beginning of this work, the CavityX team of
the Rempe group was founded with the mission of developing a next-generation light-matter
interface. The idea of this project arose in previous works by Manuel Uphoff and Manuel
Brekenfeld; both learned to control a CO2 machining process in order to generate concave
mirror structures on the end facets of optical fibers [91].

The fiber mirrors enable the construction of optical fiber cavities that notably provide three
advantages. Firstly, they allow for a small mode volume – a requirement for a high light-
matter coupling rate. Secondly, the lateral size of the optical fibers is on the order of 100µm,
which enables a second crossed cavity with a comparable cavity length. Consequently, two
independent light modes couple to a single atom, which, in turn, significantly extends the
range of possible quantum information protocols, e.g., [70] and [154]. Thirdly, since the
cavities are made from optical fibers, they can be naturally integrated into a fiber-based
quantum network.

This work provides a description of the new fiber apparatus which is complementary to
the descriptions in the Ph.D. thesis of Manuel Brekenfeld [82]. Moreover, upgrades and
extensions that were of importance for this work are discussed.

The fiber cavities are described with respect to their mounting and their integration into
the custom-made vacuum chamber. Furthermore, a comprehensive overview of related
optical parameters is provided.

In addition, technical details of further in-vacuum components, such as the dispensers and
cavity piezo elements, are discussed. Moreover, a description is given for the components
attached to the vacuum chamber, as for example, the fiber and electronical feedthroughs,
the viewports, the UHV pump, and the pressure gauge. The apparatus receives light from
another optical table on which the properties of light are adjusted and stabilized.

The magneto-optical trap builds the starting point for the loading procedure of single atoms
into the crossed cavities. The MOT beams, the current coils for the magnetic gradient
field and the related circuitry are thoroughly discussed. Moreover, experimental results
considering the atom cloud temperature and the size are presented. The transfer of a single
atom from the atom cloud into the cavities is further discussed in [82].

The fine alignment of the location of a trapped atom occurs via a piezo mirror and a glass
plate which is mounted onto a galvo scanner. The former is demonstrated experimentally,
and the latter is installed but not yet in operation.

Another experimental tool is the atom imaging system. The technical implementation is
discussed, and the atom images are evaluated with respect to the atom position and the
maximum fluorescent light intensity. The former yields a trap region of approximately
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(2× 2)µm in cavity plane. The latter shows an intensity distribution with local maxima
of equal distance that is correlated to the photon statistics that is recorded during the
imaging process.

In order to coherently manipulate the atomic spin state, the vacuum chamber contains three
MW antennas. A technical description is provided and characterization measurements with
a trapped atom are discussed. A Rabi frequency of 2π · (43.9± 0.3) kHz with a visibility
after the first period of (94± 2) % is demonstrated. The three antennas can, in principle,
be superimposed in order to adjust the MW field to an atomic transition of interest; this is
described further in the Master’s thesis of Gianvito Chiarella [113].

Another part of this work focuses on the experimental tools that are regularly used in
atom-cavity experiments, such as optical pumping, cavity-assisted state detection and
single photon emission. Furthermore, the work presents characterization measurements,
such as normal-mode spectroscopy, atomic decoherence measurements and atomic state
tomography, which serve as a preparation for the quantum information experiment discussed
as a topic in the last part of this work.

A nondestructive detector for photonic polarization qubits is presented, which preserves
the qubit with a fidelity of (96.2 ± 0.3) %, resulting in a detector that operates in the
quantum regime. The photonic intensity waveform remains nearly unchanged (overlap of
≥ 99.5 %), which is a promising indicator for using time-bin qubits. The qubit photon
survival probability is (31±1) %, which is governed by the reflection coefficients of the atom-
cavity system. Multiple detection efficiencies are provided since the definition of efficiency
is ambiguous in this context. For example, the probability of nondestructively detecting a
qubit photon conditioned on the detection of a qubit at the qubit cavity output is (79±3) %.
With these findings, it has been shown that employing the quantum detector can already
lead to a superior performance of applications in the field of quantum communication and
fundamental tests of quantum mechanics, as has been discussed quantitatively.

One example of its applications is a remote entanglement situation in which the sender is
entangled with a qubit photon which propagates along a fiber quantum channel towards
a receiving heralded quantum memory. It has been shown theoretically that the sender-
receiver entanglement rate increases when a nondestructive qubit detector is placed along
the transmission channel. A future experiment could be the experimental demonstration of
the entanglement speed-up since all sub-processes [63, 154] have already been demonstrated
experimentally.

Another future project may be the demonstration of nondestructive detection of time-bin
qubits, which is advantageous for applications in which strong polarization fluctuations
in optical fibers occur. Moreover, this could be used for the nondestructive detection of
photonic quantum information which is encoded in a four-dimensional Hilbert space (2
polarization states and 2 time-bin states as basis). High-dimensional quantum states are
a valuable resource as, for example, they allow for a higher quantum channel capacity in
quantum communication protocols [155]. Another advantage is the improved robustness
against eavesdropping attacks in quantum cryptography scenarios [156].

In addition to continuing previous work, one could also think of completely different
experiments that are well suited for the crossed cavities platform. One idea would be
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to investigate the interaction between two light fields that are approaching the crossed
cavities via two distinct quantum channels (short and long single-mode cavity fibers). The
two-photon interaction is mediated by the single atom via an N-type EIT scheme [157],
leading to cross-phase modulation between two photons.

Another possible experiment is the realization of a heralded atom-photon entanglement
scheme at telecom wavelength, as presented in Uphoff et al. [67]. This theoretical work
proposes to use a crossed cavity setup together with a cascaded transition scheme in a single
87Rb atom. After a two-photon excitation of the atom, the polarization qubit photon is
emitted into the telecom cavity. Subsequently, a π polarized photon at 795 nm wavelength
is emitted into the herald cavity. The atomic telecom transition directly provides a photon
at the most suitable wavelength for long distance transmission. Hence, quantum frequency
conversion units [158] are obsolete in this situation. Moreover, the herald transition is at
a wavelength for which highly efficient photo detectors are available, leading to a high
heralding efficiency. The drawback of this proposal is the need for a telecom cavity, which
is currently not installed in the setup and which would therefore require time-expensive
changes to it.

Alternatively, one can investigate the two-photon excitation and the subsequent cascaded
atomic decay by employing the 52D3/2,5/2 manifold as opposed to 42D3/2, which is proposed
in [67]. The former manifold couples to 52P3/2 at 776 nm wavelength, which is a supported
wavelength of the present cavities. Note that the electric dipole moment of the telecom
transition is larger than that of the 776 nm transition by a factor > 5 [108, 159, 160]. Hence,
the probability of photon emission into the cavity mode is significantly reduced.

In conclusion, the new crossed fiber cavities setup is the first of its kind to have a wide
range of novel quantum information experiments in reach. One of these experiments has
been demonstrated in this work and holds great potential, for example, in the field of
quantum communication and in fundamental tests of quantum physics.





A. NPQD: Polarization state fidelities

Input Fcond.
* Funcond.

†

|H〉 0.94± 0.01 0.92± 0.01

|V 〉 0.969± 0.008 0.92± 0.01

|A〉 0.985± 0.004 0.985± 0.004

|D〉 0.986± 0.004 0.978± 0.004

|R〉 0.944± 0.009 0.90± 0.01

|L〉 0.943± 0.009 0.910± 0.009

Fall
‡ 0.962± 0.003 0.936± 0.003

F	§ 0.980± 0.003 0.944± 0.003

Fχ¶ 0.944± 0.009 0.91± 0.01

F s,χ
** 0.963± 0.006 0.938± 0.007

* SPD counts are conditioned on the nondestructive qubit detection
† SPD counts are unconditionally evaluated
‡ Mean value of all six polarization states
§ An inverse unitary rotation around the A/D axis is applied to the measured output states

before calculating the mean fidelity
¶ Quantum process fidelity
** Mean state fidelity inferred from the quantum process fidelity via F s,χ =

2Fχ+1
3

Statistical errors: The polarization state fidelities, Fall and F	, are assigned with a 1σ confidence
level, accounting for statistical uncertainties due to the finite number of detected photons. The

uncertainty of Fχ is assessed with a Monte Carlo method and represents the standard error.

Table A.1.: NPQD - Polarization state fidelities
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B. Multiple NPQDs

This section presents a theoretical model that estimates how multiple NPQDs improve
the entanglement time for a sender-receiver entanglement situation with a communication
distance, L, similar to the scenario discribed in section 5.3.1 where only one NPQD is
considered. A good figure of merit is the entanglement rate RNNPQD that assumes N NPQDs.
This rate is compared with the rate R which does not assume any quantum detector. The
relation between both can be written as

RNNPQD = ηNPQD ·

2L

〈l〉
·R. (B.1)

The fraction compares the effective lengths for both scenarios. A shorter effective length
with many NPQDs (denominator) is expected, which, consequently, enhances the rate
RNNPQD. However, the sender-receiver entanglement probability pent is reduced when
multiple NPQDs are employed due to the additional losses considered by ηNPQD. Therefore,
a situation with multiple NPQDs reveals an advantage only when ηNPQD ·

2L
〈l〉 > 1. The

following two sections derive the two quantities 〈l〉 and ηNPQD.

B.1. The effective length 〈l〉

With a NPQD located along a transmission channel, one should question how many different
scenarios might occur for the NPQD with respect to the herald signal and the in- and
outgoing qubit photon. Seven different cases have been found and discussed in the following
lines. Fig. B.1 illustrates each scenario.

1. The qubit photon transmits through the transmission channel, is detected by the
nondestructive detector and leaves the NPQD towards the next quantum node (which
could be either another NPQD or the receiver). A dark count event is excluded. This
situation represents the ideal situation and occurs with the probability P1.
2. The qubit photon transmits through the transmission channel, is detected by the
quantum detector but does not propagate towards the next quantum node due to losses at
the NPQD. A dark count event is excluded. This situation happens with the probability
P2.
3. The qubit photon transmits through the transmission channel but is not detected by the
nondestructive detector. Instead, a detection event is triggered by a dark count. However,
the qubit photon survives the NPQD and propagates further to the next quantum node.
The according probability is P3.
4. This situation is similar to 3.. In contrast, the qubit photon does not propagate towards
the next node. The situation occurs with the probability P4.
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5. The qubit photon transmits through the transmission channel but is not detected by
the NPQD. A dark count event is excluded. The situation occurs with the probability P5.
6. The qubit photon is lost in the transmission channel. However, the NPQD yields a
detection event due to a dark count. The corresponding probability is P6.
7. Neither the qubit photon is transmitted through the transmission channel nor a dark
count is detected by the NPQD. The corresponding probability is P7.

Given the description of the seven scenarios, the according probabilities are:

P1 = e−α∆l/10
·P (0a|1iq) ·P (1oq|0a) · (1− pDC),

P2 = e−α∆l/10
·P (0a|1iq) · (1− P (1oq|0a)) · (1− pDC),

P3 = e−α∆l/10
· (1− P (0a|1iq)) · pDC · ηsurv,

P4 = e−α∆l/10
· (1− P (0a|1iq)) · pDC · (1− ηsurv),

P5 = e−α∆l/10
· (1− P (0a|1iq)) · (1− pDC),

P6 =
(

1− e−α∆l/10
)

· pDC,

P7 =
(

1− e−α∆l/10
)

· (1− pDC).

∆l represents the distance between the previous quantum node and the present NPQD and
must not be confused with the overall distance L between the sender and the receiver. The
exponential function considers the optical fiber transmission loss. P (0a|1iq) provides the
probability of a nondestructive detection event occurring, given a photon at the NPQD input
channel. P (1oq|0a) provides the probability of having an output photon that propagates
towards the next node, given a nondestructive detection event. pDC describes the dark
count probability and ηsurv represents the unconditional qubit photon survival probability.

With the probabilities at hand, one can define the following recursive expression,

〈lj〉 = (P5 + P7) · (2lj + c · tNPQD) +

+
N∑

i=j+1

(P2 + P4 + P6) · (2li + c · tNPQD) · (1− pDC) · p
i−(j+1)
DC +

+ (P1 + P3) · 〈lj+1〉 ,
〈lN 〉 = (P5 + P7) · (2lN + c · tNPQD) +

+ (P1 + P2 + P3 + P4 + P6) · 2L,

which enables the calculation of the effective length 〈l〉 = 〈l1〉. The recursion is terminated
by 〈lN 〉. tNPQD represents the NPQD readout time. The length lj is the distance between
the jth NPQD and the sender.
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Figure B.1.: Possible scenarios in a sender-receiver entanglement situation with NPQDs. The goal
is to create sender-receiver entanglement similar to the scenario discussed in section 5.3.1. The
schematics present seven different scenarios that occur with the probabilities P1 to P7. Green arrows
represent an in- and outgoing qubit photon. A red cross represents the condition of an absent qubit
photon. A green-colored NPQD circle represents the nondestructive detection of a qubit photon. A
green-colored circle with a red outline represents a dark count event. The red-colored circle signifies
no NPQD detection event.

B.2. Sender-receiver entanglement probability with multiple
NPQDs ηNPQD

The sender-photon entanglement rate pent needs to be multiplied by the conditional
probabilities P (0a|1iq) and P (1oq|0a) for N NPQDs in order to consider the additional
losses at each nondestructive detection. Hence, it is calculated according to

ηNPQD = pent · [P (0a|1iq) ·P (1oq|0a)]N (B.2)

with pent = ηSP · e−αL/10
· ηH. ηSP represents the entanglement probability between the

sender and the photonic qubit. ηH is the heralding efficiency of the receiving quantum
memory.

B.3. Simulation results

One of the remaining questions is where to locate multiple NPQDs along the transmission
channel. In section 5.3.1, the single NPQD position is varied and the location which yields
the smallest entanglement time is chosen. However, this approach is rather impractical
when multiple NPQDs are involved since the parameter space grows exponentially. For
this reason, an initial approach would be the assumption of equal distances between the
sender, receiver and the NPQDs. With this in mind, the simulation results need to be
considered as a conservative estimate, as the situation might considerably improve for ideal
NPQD locations.

Fig. B.2 considers ideal NPQDs which are applied to a sender-receiver entanglement
situation with a distance of L = 15 km. The parameters of sender and receiver are those
described in section 5.3.1. The entanglement speed-up and the entanglement time are given
for different numbers of NPQDs and for three different detection probabilities P (0a|1iq).
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Figure B.2: Multiple NPQDs used for long dis-
tance entanglement. As figures of merit, the en-
tanglement speed-up and the entanglement time
are provided for different numbers of NPQDs.
The nondestructive detectors distribute with
equal distance to each other and to the sender
and to the receiver. The sender-receiver dis-
tance is chosen to be 15 km. The NPQDs are
considered to be ideal except for the efficiency
P (0a|1iq). The latter is either 1, 0.9 or 0.7, see
labels. The blue-colored (green) markers refer
to the entanglement speed-up (entanglement
time). The lines are a guide for the eye.

Using ideal NPQDs yields an increasing entanglement speed-up with a growing number of
quantum detectors. Consequently, the entanglement time decreases. However, for non-ideal
devices (P (0a|1iq) = 0.9 and P (0a|1iq) = 0.7), the speed-up increases only until a certain
number of NPQDs (6 and 2), since the additional losses exceed the fiber transmission losses.
One can anticipate that the presented NPQD would not provide any advantage in such
a situation. One could consider using longer sender-receiver distances in order to have
higher fiber transmission losses which would mitigate the NPQD inefficiency. However,
the corresponding absolute entanglement time would, in turn, not be useful for a real
application.

In conclusion, the usage of multiple NPQDs certainly helps in a sender-receiver entanglement
situation with a reasonable entanglement time. However, this requires a rather ideal NPQD
which has not been yet demonstrated experimentally.
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[9] Heisenberg, W. Über den anschaulichen Inhalt der quantentheoretischen Kinematik
und Mechanik. Z. Physik 43, 172–198 (1927).
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