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Abstract
Speech is perceived as a sequence of meaningful units of

various lengths, from phones to phrases. Prosody is one of the
means by which these are segmented: Prosodic boundaries sub-
divide utterances into prosodic phrases. In this corpus study, we
study prosodic boundaries from a neurolinguistic perspective.
To be perceived correctly, prosodic phrases must obey neuro-
biological constraints. In particular, electrophysiological pro-
cessing has been argued to operate periodically, with one elec-
trophysiological processing cycle being devoted to the process-
ing of exactly one prosodic phrase. We thus hypothesized that
prosodic phrases as such should show periodicity. We assess
the DIRNDL corpus of German radio news, which has been an-
notated for intonational and intermediate phrases. We find that
sequences of 2–5 intermediate phrases are periodic at 0.8–1.6
Hertz within their superordinate intonation phrase. Across ut-
terances, the duration of intermediate phrases alternates with the
duration of superordinate intonation phrases, indicating a de-
pendence of prosodic time scales. While the determinants of pe-
riodicity are unknown, the results are compatible with an asso-
ciation between periodic electrophysiological processing mech-
anisms and the rhythm of prosody. This contributes to closing
the gap between the the neurobiology of language and linguistic
description.
Index Terms: prosodic phrasing, rhythm, electrophysiology

1. Introduction
Speech is a temporal succession of phonological units of var-
ious lengths, from phones to phrases. The topmost supraseg-
mental level is prosody: patterns of rhythm, stress, and tune that
convey the phrasing of an utterance; that is, multi-word units
termed intonation phrases [1, 2, 3, 4]. In the literature, there is
no universally accepted definition of intonation phrases, partly
due to cross-linguistic variability [5]. It is generally agreed that
they are delineated by prosodic phrase boundaries, which are
multi-dimensional combinations of a falling or rising pitch con-
tour, often followed by a pause and a pitch and energy reset
[6]. The widely used Tones and Break Indices (ToBI) annota-
tion system further defines longer intonation phrases (IPs) that
consist of shorter intermediate phrases (ips). IP boundaries are
perceived as more salient than ip boundaries; furthermore, ip
boundaries are often not marked by pauses. In ToBI, ip and IP
boundaries correspond to the two strongest break indices, that
is 3 and 4, respectively [7, 8].

Prosodic phrases are a core object of psycholinguistics [9]
because prosodic phrasing guides the formation of macroscopic
syntactic and semantic units [10, 11, 12, 13, 14, 15, 16, 17].
IPs delineate syntactic units, whereby prosodic boundaries scale
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with the size of the unit [18, 19]. It is often proposed that the
sampling of the words contained within an IP allows the listener
to decode a single piece of information [20, 21, 22].

Prosodic phrasing is also an object of neuroscientific re-
search on speech processing. In particular, the timing of phras-
ing has recently entered focus. This reflects evidence for a
role of rhythmic neuronal activity, so-called neural oscillations,
in speech processing. Neural oscillations are rhythmic fluctu-
ations in electrophysiological potentials; each cycle provides
a time window for the processing of one piece of informa-
tion [23, 24, 25]. During speech processing, oscillations were
found to synchronize with acoustic rhythms on the time scales
of phonemes, syllables, and prosody [26, 27].

One major assumption of this neuroscientific framework is
that prosody is rhythmic enough to be processed by rhythmic
electrophysiological activity. But is this really the case? Our
corpus analysis tests this assumption, addressing a gap between
the linguistic description of prosodic phrases and the electro-
physiological mechanisms of the human auditory system. We
follow two hypotheses: First, phrase duration should match the
duration of those electrophysiological cycles that have been re-
lated to prosody processing. Second, phrase onsets should be
regularly spaced, such that phrases are periodic. The quantifi-
cation of rhythmicity in speech corpora is an emerging field of
linguistic research [28, 29, 30] and periodicity of prosody is a
recent hypothesis in linguistics [28]. Indeed, the onsets of pairs
of intonation units that are analogous to ToBI’s ip were found
to associate with a consistent phase angle of the speech enve-
lope at a frequency of ∼1 Hertz [31, 32, 20]. This suggests that
acoustic amplitude modulations at prosodic boundaries might
be regular enough to synchronize to.1

Building on this prior investigation of prosodic amplitude
modulations, we here investigate the periodicity of prosodic
phrase boundaries by taking into account the multiple acous-
tic dimensions that trigger human perception [6]. We make use
of a corpus of German radio news that has been manually an-
notated with ToBI [39]. Prosodic events in the ToBI framework
are considered multi-dimensional in the sense that annotators
take several perceptual cues into account. Using autocorrelation
analysis, we find evidence of short-term periodicity of prosodic
phrasing. Within more that 60 percent of IPs, we observed
periodic series of 2 to 5 subsequent subordinate ips. Further-
more, we find that periodicity ranges within a narrow band from
roughly 0.8 to 1.6 Hertz, critically depending on the duration of
the superordinate IP. We discuss implications for phonological
theory, the neurobiology of language, and the interplay between
neurobiological constraints and speech as such.

1By analogy, syllable frequency across languages is confined to a
narrow band between 4 and 8 Hertz [33, 34, 29], consistent with the
previously proposed role of theta-band synchronization in syllable pro-
cessing [35, 36, 37, 38].
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Figure 1: Distributions of IP and ip durations. (A) Histogram of IP durations. (B) Histogram of ip duration. (C) Joint histogram of ip
duration (ordinate) as a function of IP duration (abscissa); colors indicate counts within 100 × 40 equispaced bins.

Table 1: Variance of pairwise differences in intermediate phrase length with increasing distance between each pair of phrases (counted
in number of intermediate phrases). Distance of one means that the phrases are neighbors.

Distance between ips (number of ips)

Measure 1 2 3 4 5 6 7 8 9 10 11

Number of ip pairs 4,975 2,311 892 349 141 63 32 14 5 2 0
Average variance within bin 1.23 1.13 1.20 1.46 1.30 1.53 1.73 0.75 0.15 – –

2. Speech Data
The DIRNDL corpus is a database of German radio news broad-
casts [39, 40]. It consists of speech recordings of male and
female professional speakers, with time-aligned transcriptions.
Prosody, including IP and ip on– and offsets, was manually la-
beled by experts for a 5-hour subset of the corpus according to
the Stuttgart German adaptation of the ToBI system [41]. The
dataset contains 3,947 IPs and 9,041 ips. DIRNDL was col-
lected over the course of a few days, and thus the news items
are repeated, but not always read by the same speaker. Since
the data is not annotated for speaker ID, we account for speaker
differences using recording ID in our statistical analyses. Data
was pre-processed using Python; statistical analyses were per-
formed in R [42].

3. Data Analysis & Results
As first step to assessing the regularity of IPs and ips, we cal-
culated durations and variances. Median IP duration was 3.8 s
with a variance of 3.53. Median ip duration was 1.65 s and vari-
ance was 0.69; ip duration was thus less varied than IP duration,
hinting at temporal regularity (Figure 1A/B).

We also explored the relationship between the durations
of IPs and ips, based on the visual impression of a harmonic
relationship (Figure 1C). We employed linear mixed-effects
model comparison implemented in the lme4 package [43]. The
baseline model included random intercepts only to account for
recording-specific (and thus speaker-specific) differences. The
dependent measure was ip duration. Through Analysis of Vari-
ance (ANOVA), this model was compared to a model that also
included the duration of the superordinate IP as a fixed ef-
fect [44]. Fit improved (χ2(1) = 277.61, p < 0.001), in-
dicating that ip duration depends on the duration of the su-
perordinate IP. A confound of this could be speech rate dif-
ferences, which was expected to affect both ip and IP dura-
tion. To test for this, we made two additional models that
assessed the effect of speech rate (phones per second) on ip
and IP duration; both included recording ID as random inter-
cept. The models outperformed baseline models that contained
only the random intercept (χ2(1)ip = 23.12, p < 0.001;
χ2(1)IP = 23.11, p < 0.001). Standardized coefficients

suggested equal effects across models ((βip = −0.03; βIP =
−0.03); yet, IP duration in the above model was a stronger pre-
dictor of ip duration (β = 0.09). Hence, ip and IP duration
scale with speech rate, but ip duration still scales with IP dura-
tion. In other words: At identical speech rates, long IPs contain
long ips, but short IPs contain short ips.

We thus decided to continue periodicity analyses within IP
duration bins of 1 s width. The lack of long IPs in DIRNDL
had us consider IPs of up to 9 s. As an initial step, we com-
pared the variance across ips within IP (total number of IPs
= 2,664; average number of ips per IP = 2.87) to the vari-
ance across the corpus. Average variance is 0.39—smaller than
across the corpus. Yet, visual inspection did not show equispac-
ing of ips either (Figure 2A). To test this, we added the linear
ip index as fixed effect. This led to further model improvement
(χ2(1) = 430.54, p < 0.001), suggesting that ip duration de-
pends on ip position within the IP. To assess this, we calculated
variance across pairs of increasing distance within IP duration
bin (e.g., ips 1–2 versus 1–3 versus 1–4, etc.; see Table 1). Vari-
ance was lower for nearby ips (Table 1). Hence, ip periodicity
is more likely within shorter stretches of speech.

To assess periodicity of series instead of pairs, we then ran
autocorrelation analyses on ip series within IP duration bin. Be-
cause of the increase of duration variance with distance, we
ran separate analyses for series of incrementally increasing ip
count. Each series was converted into a binary time series,
where 1 marks an ip offset. A sampling rate of 100 Hz was
chosen, that is, each one or zero marks a 10-ms frame. To avoid
aliasing, the maximum lag matched the next ip offset minus one.
To determine significant lags, we performed a permutation test
within individual ip series. We created 1,000 permutations of
each series to obtain 1,000 random autocorrelation functions. A
lag was considered significant when the observed r was above
the 97.5th percentile of the random autocorrelations at this lag,
corresponding to a corrected p < 0.05 [45]. We removed all
series for which the only significant lag was the first one; a 10-
ms period would likely not be meaningful. A lack of long series
limited the maximum ip count to 7. This analysis yielded a
significant lag in 4,474 out of 7,346 ip series (i.e., 61 % of ip
series), pointing to substantial periodicity of ip series.

Visual inspection suggested that lags were more normally
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Figure 2: Autocorrelation results. (A) Boxplots of ip offsets, binned into 1-second IP duration bins (major ordinate); minor ordinate: ip
index. (B) Probability density of lags (minor abscissa) as function of ip count (major abscissa) and bin (major ordinate); black lines:
normal probability density functions generated from mean and standard deviation of data; KLD = Kullback–Leibler Divergence.
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Figure 3: Dependence of ip periodicity on ip count. (A) Kullback–Leibler Divergence (KLD) as function of ip count (major abscissa)
and IP duration bin; ordinate: KLD. (B) Correlation of median KLD with number of subsequent ips, partialing out bin.
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distributed for short as compared to long ip series (Figure 2B).
To test this, we calculated, within duration bin and ip count, the
Kullback-Leibler Divergence (KLD) between the lag distribu-
tion and a normal distribution. A small KLD would indicate a
periodicity of ip series. The baseline normal distribution con-
sisted of 10,000 random data points organized into 100 bins,
based on the mean and standard deviation of the lag distribu-
tion. We bootstrapped a median KLD from 10,000 iterations of
this procedure (Figure 3A). Median KLDs were then correlated
with ip count. To account for covariance between ip count and
IP duration bin (i.e., large counts are only present in long IPs),
we partialed out IP duration bin. Because of the skewness of the
KLD distribution, we employed Kendall’s Partial Rank Corre-
lation. This was significant (rτ = 0.62, p < 0.001; Figure 3B),
indicating that periodicity was high within short series of 2–5
ips. This indicates short-term periodicity of ips.

Table 2: Median autocorrelation lags by IP duration bin and ip
count within ip series, converted from samples to milliseconds.

Count of ips within series

IP bin (s) 2 3 4 5 6 7

1–2 610
2–3 930 730
3–4 1,050 860 760
4–5 1,140 1,000 785 735
5–6 1,180 1,140 900 650 445
6–7 1,200 1,165 990 885 830
7–8 1,140 1,100 935 795 930
8–9 1,140 1,170 1,090 1,040 750 860

4. Discussion
We found that series of 2–5 ips are periodic within their superor-
dinate IP. The exact period depends on the duration of the super-
ordinate IP—longer IPs contain longer ips. This entails short-
term periodicity of prosodic phrasing within a specific range.

Previous work has reported that amplitude modulations,
which make up one type of cue to prosodic boundaries, are pe-
riodic at 1 Hertz [20, 31, 32]. Our study extends this research
in several ways: First, we consider ToBI-annotated boundaries,
i.e. events determined by several perceptual cues. Second, we
report periodicity beyond the previously reported time window
of 2 seconds [20], containing 2 ips on average (Figure 2B). Fi-
nally, we show that ip period exhibits a range rather than a fixed
value. While our study does not aim to assess the underlying
mechanisms of these effects, it opens several interesting ques-
tions for further research. In the following, we discuss the im-
plications of the above findings.

Why does periodicity stop after a few seconds? One pos-
sible reason is breathing: IP production requires exhalation;
exhalation frequency fluctuates with metabolic demands [46].
IP offsets accompany, but do not always consistently coincide
with the end of a breathing cycle [18, 47, 48]. Hence, cog-
nitive constraints are a more plausible explanation. Auditory
memories deteriorate after 2.4–2.7 seconds. Hence, informa-
tion integration across the constituent ips of an IP must by then
occur [31, 49, 47, 50, 51, 52, 53]. Our result is consistent with
the idea that the brain samples the constituent ips of an IP with
the help of electrophysiological rhythms. Furthermore, the cur-
rently observed ip periods of 610–1,200 milliseconds (Table 2)

translate to a frequency range from 1.64–0.83 Hertz, consistent
with evidence for an oscillatory synchronization with the speech
envelope below 4 Hertz [54, 55, 56]. Note that a simpler alter-
native explanation could also be annotator error: Intervening ip
boundaries can easily be misclassified as pitch accents, full IP
boundaries, or even missed by human annotators [57, 58, 59].
An annotator error that disrupts an otherwise longer periodic ip
series would shorten the periodic series found in our study.

One curious aspect of our results is the discrepancy between
the median duration of ips across the corpus (1.65 seconds)
and the median periods of ip series (0.6–1.2 s; Figures 1B/C
and 3 and Table 2). At first glance, this could mean that short
ips are more likely to be periodic. However, shorter ips are
more frequent than longer ips (i.e., the histogram in Figure 1A
is skewed). Hence, autocorrelated series of long ips are less
probable, shortening the median autocorrelation lag.

A difference to previous studies is the use of annotations
instead of acoustics. Prior work [20] assessed the amplitude
envelope, a critical cue for boundary perception [6]. The en-
velope dominates the cochlear output, which is forwarded to
the cortex for the cognitive inference of boundaries [60, 61].
Yet, boundaries are a multi-dimensional construct [6] and auto-
matic detection of boundaries based on one acoustic dimension
alone is inferior to multi-dimensional detection [62]. ToBI’s
formal definition of boundaries takes multi-dimensionality into
account [7] and human annotators tend to agree on boundary lo-
cations [63, 64]. While one could argue that human annotators
are not immune to cognitive constraints either, we consider it
unlikely that annotation labor as such evoked periodicity of ips
in DIRNDL. Nevertheless, future work should specify the link
between the periodicity of the multiple dimensions of prosody
and the periodicity of boundaries as such.

Generalization of our results would require replications on
further languages, registers, and annotation systems. First, there
may be cross-linguistic variability in periodicity, in particular
when typological boundaries are transversed [20]. Second, id-
iosyncrasies of radio news [65, 66, 67] could lead to an overes-
timation of periodicity; hence, conversational and spontaneous
speech should be assessed, which are characterized by short ut-
terances, frequent turn-taking, and disfluencies such as hesita-
tions, pauses, and repairs [68]. Finally, ToBI could have biased
the current analyses [69], which should thus be replicated on
corpora annotated with other standards [20, 31].

5. Conclusion
In this study, we aimed to find evidence of periodicity in
prosody that could reflect neural oscillatory processing of
speech. Our corpus analysis showed that the prosodic phrases in
a German radio news corpus are periodic within a specific fre-
quency range, confirming our assumption that prosody may be
rhythmic enough to conform with current neuroscientific frame-
works of speech processing. While this investigation was lim-
ited to one corpus and one annotation standard (ToBI) we be-
lieve that it motivates further research on the rhythmicity of
speech corpora to help bridge the gap between phonological
theory and neurolinguistic research.
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