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ABSTRACT
The impact of humidity observations on forecast skill is explored by producing a series of global forecasts using
initial data derived from the ERA-40 reanalyses system, in which all humidity data have been removed during the data
assimilation. The new forecasts have been compared with the original ERA-40 analyses and forecasts made from them.
Both sets of forecasts show virtually identical prediction skill in the extratropics and the tropics. Differences between
the forecasts are small and undergo characteristic amplification rate. There are larger differences in temperature and
geopotential in the tropics but the differences are small-scale and unstructured and have no noticeable effect on the
skill of the wind forecasts. The results highlight the current very limited impact of the humidity observations, used to
produce the initial state, on the forecasts.

1. Introduction

Recent investigations making use of so-called reanalysis data
have demonstrated that the accuracy of numerical weather pre-
diction (NWP) has improved significantly over the last decades
(Bengtsson, 2001). This improvement is due to a combination
of the deployment of new observing systems, such as satel-
lites which provide information with global coverage, and to
more efficient ways of utilizing the available observations based
on more sophisticated models and data assimilation systems
(Simmons and Hollingsworth, 2002). The predictive skill of
weather forecasts is inherently limited to about two weeks on
average because of the rapid growth of errors in the initial state
(Lorenz, 1982). The initial state is defined by the state of pres-
sure, density, temperature, wind and humidity through the depth
of the atmosphere. A key objective in NWP has therefore been
to find ways to improve the initial state as much as possible. The
predictive skill also depends on accurate information of sea sur-
face conditions, such as temperature and sea ice, land surfaces
and atmospheric composition including aerosols. Here it is as-
sumed that this information is known and we will only consider
the effect of atmospheric data on the prediction of weather.

To determine the initial state for a forecast integration, at the
resolution required by present atmospheric global models, calls
for the knowledge of all prognostic variables to be known every
20–100 km in the horizontal and at some 30–100 vertical levels
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from the surface to the top of the atmosphere (30–100 km above
the surface). Fortunately, this extremely demanding requirement
can be significantly relaxed.

First, pressure and density through the atmosphere can be ac-
curately obtained from knowledge of surface pressure, humidity
and temperature through the use of the equation of state and
the hydrostatic relation. For the scales of motions considered in
global weather models, these relations can be applied with high
accuracy (Phillips, 1973). Secondly, fields of temperature, wind
and humidity have characteristic structures in time and space,
making it possible to determine a high-resolution field from a
much smaller number of observational data than the number of
grid points. Thirdly, fields of temperature together with surface
pressure and wind are coupled through a semi-balancing relation
such as the geostrophic relation, which means that the temper-
ature field (mass field) can approximately be obtained from the
wind field, and vice versa the wind field from the temperature
field. The geostrophic adjustment is a more complex process
than the hydrostatic adjustment as it depends on the latitude and
on the scale of atmospheric fields. For large scales and high lat-
itudes, the mass field has preference over wind, while the oppo-
site is the case for smaller scales and lower latitudes (Temperton,
1976). The geostrophic adjustment has a time-scale which is de-
termined by the inverse of the vertical component of the local
Coriolis force, corresponding to about half a day at middle lat-
itudes. The intrinsic adjustments depend on the actual weather
systems and cover a broad range from hours to a few days and
are largely unrelated to the time-scale of observations and data
assimilation.
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Finally, the evolution of the state of the atmosphere as de-
scribed by a complex model includes internal adjustments be-
tween the dynamical state of the model and internal physical
processes influencing, for example, many aspects of the hydro-
logical cycle. Present models handle the large-scale aspects of
the hydrological cycle rather satisfactorily (Bengtsson and Arpe,
2000; Hagemann et al., 2004). Evaporation is largely determined
by boundary layer fluxes and precipitation by the convergence of
water vapour driven by dynamical processes in the atmosphere.
This means, for example, that if a model integration begins with
an incorrect humidity field, this will change to a new state which
is consistent with the three-dimensional fields of wind and tem-
perature and their evolution in time. In a dynamically active
region, such as where a cyclogenesis is taking place, this pro-
cess is fast, with a time-scale of several hours only, while in less
active regions it may extend over a few days.

However, the reverse does not take place. Assume that a fore-
cast is started with incorrect wind or temperature fields but with
the correct humidity field. Areas of divergence and convergence
will immediately start to change the humidity field, but the hu-
midity field will not change the temperature and the wind field, as
there are no immediate physical processes by which this can oc-
cur. It might be expected that the condensation of water vapour,
creating a source of latent heat, would result in a change in the
temperature distribution and gradually, through geostrophic ad-
justment, also the wind field. However, the latent heat sources
are generally small-scale and the corresponding change in the
wind field is generally slow and disorganized.

It has been suggested that more advanced data assimilation
systems, such as four-dimensional variational (4DVar) assimila-
tion should be able to handle the assimilation of humidity much
better (Hólm et al., 2002). We believe that this will not neces-
sarily be the case because of the slowness of the feedback, via
latent heat sources to the three-dimensional wind field, which
could be of the order of days. 4DVar assimilation cannot span
an overly large time interval, as then the underlying assump-
tions behind the 4DVar assimilation, such as small incremental
changes, become invalid.

Different techniques have been used to overcome this intrinsic
problem. Krishnamurti et al. (1991) have introduced estimated
heat sources based on synoptic and empirical rules. Mahfouf
et al. (2003) have assimilated rainfall rates from the Special Sen-
sor Microwave/Imager (SSM/I) and Tropical Rainfall Measuring
Mission (TRMM) Microwave Imager (TMI). However, before
the data assimilation community embarks on the development of
methods for humidity assimilation, which unavoidably include
strong empirical components of an ad hoc nature, we believe we
need to better understand the impact of humidity observations on
predictive skill. We are in no way questioning in this paper the
effect of humidity observations on prediction but only the pre-
dictive impact of that part of the humidity field which cannot be
formed within an advanced prediction model through the action
of assimilated wind and temperature data. Recent work by Erik

Anderson (private communication) at the European Centre for
Medium-Range Weather Forecasts (ECMWF) using a new for-
mulation for the assimilation of humidity (Hólm et al., 2002) has
shown there is an impact of humidity observations in the short
range, but found no impact in the medium range. Humidity ob-
servations have also been found to have an impact on forecasting
tropical cyclones (Kamineni et al., 2003) and small-scale events,
again in the short range. This is consistent with the previous dis-
cussion and our results presented here.

Early studies by Smagorinsky et al. (1970) investigated the
relative importance of several variables in the initial conditions
for dynamical weather prediction. Although the study was lim-
ited to the Northern Hemisphere (NH) and to one integration,
it showed that initial humidity data had insignificant effect on
the predictive skill. In order to explore further the impact of the
humidity observations on the predictive skill of a more current
model, a radical experiment has been performed whereby all the
humidity data in the meteorological observations are rejected and
instead the model and the subsequent assimilation of temperature
and wind and surface data are allowed to determine the humidity
field. Needless to say, this can only satisfactorily work when the
atmospheric model is physically and dynamically realistic and
capable of describing the different aspects of the hydrological
cycle sufficiently well. Bengtsson et al. (2004a) have investigated
this by removing all humidity data from the different observing
systems used in the ECMWF 40-yr reanalysis (ERA-40) system
(Simmons and Gibson, 2000) and then repeating the data assimi-
lation. The result was that hardly any differences could be found
in the extratropics, while minor differences could be identified in
the tropics, although without any systematic organization. In or-
der to explore further the significance of the assimilation without
humidity observations, we have here undertaken a major predic-
tion study using the operational ECMWF forecasting model and
using the analyses from the original ERA-40 analyses as well
as our previous ERA-40 experiment (Bengtsson et al., 2004a)
for the initial states. We describe the new experiment in Section
2, and discuss the results in Section 3. In the final section we
analyse the results of the study in a more general context and the
possible consequences it may have for setting priorities in ob-
serving and monitoring the atmosphere and in the development
of data assimilation systems.

2. The Experiment

We have undertaken global, 7-d forecasts starting from an analy-
sis every 6 h during the period 1 December 1990 to 28 February
1991 (360 forecasts). Additionally, a further set of forecasts has
been produced for the period 1 June 2000 to 31 August 2000
(368 forecasts). These two sets of forecasts for two different
seasons and two different years allow us to exclude any depen-
dency on the chosen period from our results and conclusions. For
this experiment we have used the ECMWF operational model
(for a detailed description of the model, see White, 2000) and
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the analyses are from our original no-humidity data assimila-
tion experiment (Bengtsson et al., 2004a) as well as the original
ERA-40 analyses. This model is one of the most advanced in
operational use and capable of predicting the global atmosphere
with an accuracy just barely less than what is theoretically pos-
sible (Simmons and Hollingsworth, 2002). We have used a later
and further improved version of the ECMWF model, IFS 26R3,
than that used in ERA-40 (IFS 23R4). The horizontal (spectral)
and vertical resolution of T159L60 is identical to that used in
ERA-40, so no interpolation was required. However, the hori-
zontal resolution used here is significantly less than that used in
the current ECMWF operational version (T511).

As well as producing new forecasts from the original ERA-
40 analyses to exclude any dependency on the use of different

Fig 1. RMSE based on geopotential at 500 hPa for (a) the NH (20◦–90◦N), averaged for DJF 1990/1991, (b) the Southern Hemisphere (20◦–90◦S),
averaged for DJF 1990/1991, (c) same as (a) but for JJA 2000, (d) same as (b) but for JJA 2000. Error is normalized by the standard deviation of the
ERA-40 analysis before area averaging. The full line denotes ERA-40, the dashed line NOHUM, and the dash-dotted line the forecast–forecast
comparison for NOHUM–ERA-40. Verification is against ERA-40.

models on our results and conclusions, we have also compared
our results with the original ERA-40 forecasts, i.e. generated with
the 23R4 version of the model. As measures of the predictive
skill the root mean square error (RMSE) of the geopotential at
500 hPa (Z 500) is used for the extratropics normalized by the
standard deviation (StD) of the ERA-40 analyses. In the tropics,
the absolute error in the winds, 〈[(�U )2 + (�V )2]1/2〉, at 850
and 250 hPa, is used.

3. Results

For convenience, the new prediction experiment using humidity
fields generated by the assimilating model and without using
humidity observations in the assimilation will be called NOHUM

Tellus 57A (2005), 5



704 L. BENGTSSON AND K. I . HODGES

to distinguish it from the ERA-40 forecasts (26R3 model) and
analyses (23R4 model). The two sets of forecasts have been
verified against the original ERA-40 analysis poleward of 20◦N
and 20◦S, respectively, for the two chosen periods.

The two sets of predictions, from the ERA-40 and the NO-
HUM experiment, are for all practical purposes identical in qual-
ity in the extratropics of both hemispheres and for both periods, as
shown in Fig. 1. The NOHUM experiment has in general slightly
less error growth than ERA-40, but the difference in the skill of
the forecasts for both hemispheres (Fig. 1) is so small that it can
hardly be considered as significant. This is true for both periods,
although in the NH the error growths are almost identical and for
the JJA 2000 period the skill (Fig. 1c) is slightly worse than the
corresponding DJF 1990/1991 period. The reason for this dete-
rioration in the skill needs further study. One possibility is the
indirect impact of some of the other satellite temperature chan-
nels on the moisture field. We have also considered the evolution
in time of the difference between the two sets of predictions, in-
dicating the predictability. These results are shown in Table 1 for
the winter periods of both hemispheres. After an error saturation
of some 25% (6% of the error variance), which occurs after about
5 d, the error growth is virtually identical to the predictability
estimate that we have calculated from the differences of suc-
cessive forecasts (Lorenz, 1982). Performing the same analysis
with the original ERA-40 forecasts (produced with 23R4) pro-
duced nearly identical results. We have examined a number of
other parameters, but there are no notable differences between
the two sets of forecasts. Nor are there any systematic differ-
ences between the two sets of forecasts, as can be seen from
Fig. 2 showing the mean absolute error at day 5 for Z500 for
the winter periods of the two hemispheres for ERA-40 and
NOHAM. The error patterns are virtually identical in both struc-
ture and amplitude. The analysis as shown in Fig. 2 has also been
performed with the original ERA-40 forecasts with no noticeable
differences from the results presented here.

As we expect humidity observations to have the largest ef-
fect in the tropics, we have validated the forecasts in the band
20◦N–20◦S. As the height field has very little variance in the
tropics, we validate instead the wind field at 850 and 250 hPa.
These results are shown in Fig. 3, for both periods, for the ab-
solute error for ERA-40 and NOHUM, as well as the change in
time of the difference between the two sets of forecasts. Both
sets of forecasts have been validated against ERA-40, which
means that the ERA-40 runs have unrealistic small errors in
the short range. Comparison with National Center for Environ-
mental Prediction (NCEP) analyses suggests that the ERA-40
predictions have much larger errors for the first 3 d or so. In-
dependent estimates of the initial wind error are suggested to
be of the order of 1–2 m s−1 at best. From day 3 onward, the
errors of the two sets of forecasts are the same and so are the
slopes of the error growth curves. As with the extratropics, these
results are consistent for both periods and also for the original
ERA-40 forecasts (not shown). However, for the JJA 2000 pe-

Table 1. (a) Summary of the normalized error for the NH of 500-hPa
height for DJF 1990/1991, averaged over 360 forecasts and the area
poleward of 20◦N. Column 2: growth of the difference between the two
forecasts day by day. Column 3: growth of the difference between
successive forecasts (same as Lorenz, 1982). Column 4: ERA-40
prediction error growth validated against ERA-40 analyses. Column 5:
the same for the NOHUM forecasts, validated against ERA-40
analyses. All results have been normalized before area averaging by the
standard deviation of the ERA-40 analysis for each grid point. Area
averaged standard deviation for this period was 103 m. (b) The same as
in (a) but for the Southern Hemisphere (SH) for JJA 2000, averaged
over 368 forecasts and the area poleward of 20◦S. Area averaged
standard deviation for this period was 102 m.

Time (d) NOHUM–ERA-40 NOHUM ERA-40 NOHUM

(a) NH, DJF 1990/1991
0 0.031 – 0.000 0.031
1 0.051 0.158 0.156 0.159
2 0.082 0.195 0.258 0.262
3 0.123 0.260 0.362 0.368
4 0.171 0.346 0.483 0.488
5 0.232 0.439 0.607 0.608
6 0.309 0.541 0.731 0.727
7 0.397 0.641 0.842 0.840

(b) SH, JJA 2000
0 0.046 – 0.000 0.046
1 0.079 0.161 0.161 0.175
2 0.130 0.216 0.289 0.301
3 0.197 0.292 0.422 0.427
4 0.280 0.392 0.567 0.571
5 0.382 0.503 0.713 0.713
6 0.499 0.627 0.852 0.844
7 0.623 0.750 0.979 0.964

riod there is again a slight deterioration in the skill, as seen in the
NH Z500 comparison (Fig. 1). In Fig. 4 we have calculated the
day-5 mean wind field error for 850 hPa for the two periods. The
result is the same as for the extratropical 500-hPa height field,
namely that the two sets of forecasts have almost identical error
patterns.

We conclude therefore that the observed humidity has a neg-
ligible effect on the forecast skill even in the tropics.

We have estimated the predictability of the model by this ex-
periment and established that the error growth between days 4
and 7 is 1.2–1.5 d for variance doubling. The same error growth
is found by Simmons and Hollingsworth (2002) comparing con-
secutive predictions as suggested by Lorenz (1982). However,
because the original error level is higher with this approach (as
it is identical to a 1-d forecast error) a similar variance doubling
time in this case occurs between days 2 and 5 of the forecasts
(Table 1). As pointed out by Simmons and Hollingsworth, the
error growth is faster for smaller errors and thus faster in the early
part of the forecast. The error growth is also faster than found by
Lorenz. It is interesting to note that when the error has reached the
same level in the two estimates of predictability, the error growth
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Fig 2. (a) Spatial distribution of the day-5 absolute errors based on geopotential at 500 hPa: (a) NH mean geopotential for DJF 1990/1991; (b) the
same for the Southern Hemisphere for JJA 2000; (c) mean of the day-5 absolute error for the NH for ERA-40 for DJF 1990/1991; (d) mean of the
day-5 absolute error for the Southern Hemisphere for ERA-40 for JJA 2000; (e) the same as (c) but for NOHUM; (f) the same as (d) but for
NOHUM. Verification against ERA-40; units are m.

is also the same. When the model has reached a level of around
6% error variance saturation, the error growths in both ERA-
40 and NOHUM are almost identical and only 10–15% higher
than the estimated predictability. Following Lorenz, we consider

the estimated predictability to be an upper bound on predictive
skill. This means that, given no further reduction of the initial
error, the possibility of further forecast improvements is limited.
As both the ERA-40 and the NOHUM forecasts have the same
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Fig 3. (a) Absolute error in the winds, determined as 〈[(�U )2 + (�V )2]1/2〉, for the tropics (20◦N–20◦S) for (a) 850 hPa, DJF 1990/1991, (b) 250
hPa, DJF 1990/1991, (c) 850 hPa, JJA 2000, (d) 250 hPa, JJA 2000. The full line denotes ERA-40, the dashed line NOHUM, and the dotted line the
forecast–forecast comparison for NOHUM–ERA-40. Verification against ERA-40.

error growth and consequently the same skill, we conclude that
higher forecast skill from more accurate humidity observations
is highly unlikely.

4. Discussion

The experiments demonstrate that humidity observations have
very little impact on forecast skill beyond about 1–2 d. This
is a robust result, as indicated by very similar results being
produced from two widely separated periods and for two differ-
ent seasons. On the other hand, the incorporation of additional
observations for temperature and wind (Bengtsson et al., 2004b)
have a distinct impact on the quality of the numerical forecasts.
The reason is related to the way the different variables in the

model influence each other. In an advanced numerical model, the
hydrological cycle is calculated in considerable detail, including
sources (through evaporation), sinks (through precipitation) and
by transporting it vertically and horizontally. A crucial role is
played by winds (all aspects of the hydrological cycle) and tem-
perature essentially in affecting vertical stability. Assume that we
start a numerical integration with a dry atmosphere. Evaporation
will immediately commence as determined by the gradient of
water vapour over wet surfaces. Water vapour will disperse from
the sources and after a time period of some weeks the atmo-
sphere will end up with a distribution of water vapour consistent
with the three-dimensional circulation of the model. As demon-
strated by different studies (Wang and Zwiers, 1999; Jacob, 2001;
Hagemann et al., 2004) numerical models today are able to
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Fig 4. Mean day-5 absolute error (same as in Fig. 3) of winds for the tropics (20◦N–20◦S) at 850 hPa: (a) mean winds for DJF 1990/1991,
(b) ERA-40 day-5 error for DJF 1990/1991; (c) NOHUM day-5 error for DJF 1990/1991; (d) mean winds for JJA 2000; (e) ERA-40 day-5 error for
JJA 2000; (f) NOHUM day-5 error for JJA 2000.

generate a hydrological cycle in good agreement with clima-
tology. In fact, such a generated hydrological cycle is in sev-
eral ways comparable to what can be inferred from observations
(Bengtsson and Arpe, 2000).

What will then happen if we have accurate data of humidity but
poor wind and temperature data? Unfortunately, this is not very

helpful because we can hardly reproduce wind and temperature
from the humidity field as the humidity field itself is the result
of changing temperature and wind over a period of time. It has
been suggested that a variational approach in time and space, so-
called 4DVar, could do so. However, a 4DVar system can only
successfully be applied over a period during which non-linear
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processes can be ignored. This limits the time to the order of
12 h and hardly longer than 24 h, while the time-scale for water
vapour in the atmosphere is at least one week. This means that
even in cases where humidity data are more accurate than wind
and temperature the influence on the forecast will be minor as the
wind and temperature fields in any case will modify the humidity
field through the dynamical circulation taking place during the
forecast.

Our experiments show that very little additional skill, if any,
is achieved by the use of observed humidity data beyond about
1–2 d. Instead we suggest that more accurate observations of
wind and temperature are needed preferably in the upper tropo-
sphere where present temperature and wind observations have
deficiencies.

Needless to say, as clouds and water vapour are generally
more easily observed than at least the wind field, a practical
question to ask is whether there are other ways we can make use
of moisture data either prior to the assimilation process or during
the assimilation. One idea recently investigated by Mahfouf et al.
(2003) was to identify areas of precipitation rates as indicated
from SSM/I and TMI. The success in this approach depends
on how accurately the heat sources can be determined. Another
possibility is to use the moisture data to infer the winds, which
can then be assimilated, as is already done with cloud motion
winds.

A valid question to ask, in view of the fact that this study under-
pins the early work by Smagorinsky et al. (1970), is whether this
result is a consequence of principal limitations of present models
and data assimilation in using moisture information or whether
the result here is rather an indication of poor NWP models and
assimilation methods? Based on these investigations we are not
able to answer such a question. We suggest, though, that analysed
water vapour may have a positive impact on the short-range pre-
diction of precipitation, cloudiness and small-scale structures,
but is less likely to have any significant impact on the longer
forecasts in general beyond 2–3 d.

As always in model studies a general reservation is required
whether the result is an artefact of the specific model being used.
We do not expect this to be the case, as the ECMWF model is
probably the most advanced model presently in operational use.
Whether any other observations or future model will behave in
a different way is an open question. We suggest, however, that
similar studies as here are undertaken with future models as we
consider it essential to demonstrate the need and positive impact
of any set of observations in NWP.

5. Acknowledgments

The authors would like to thank the ECMWF for making the
ERA-40 and operational systems available to us and for pro-
viding the computing resources for running the forecasts and
analyses.

References

Bengtsson, L. 2001. Numerical modelling of the energy and water cycle
of the Baltic Sea. Meteorol. Atmos. Phys. 77, 9–17.

Bengtsson, L. and Arpe, K. 2000. Wasser im Klimasystem. In: Wasser
(eds B. Busch, and L. Förster). Kunst- und Ausstellungshalle der Bun-
desrepublik Deutschland. Wienand Verlag, Bonn und Köln, pp. 116–
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