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We integrate the all-electron electronic structure code FHI-aims into the general ChemShell
package for solid-state embedding quantum and molecular mechanical (QM/MM) calculations. A
major undertaking in this integration is the implementation of pseudopotential functionality into
FHI-aims to describe cations at the QM/MM boundary through effective core potentials and there-
with prevent spurious overpolarization of the electronic density. Based on numeric atomic orbital
basis sets, FHI-aims offers particularly efficient access to exact exchange and second order pertur-
bation theory, rendering the established QM/MM setup an ideal tool for hybrid and double-hybrid
level density functional theory calculations of solid systems. We illustrate this capability by calcu-
lating the reduction potential of Fe in the Fe-substituted ZSM-5 zeolitic framework and the reac-
tion energy profile for (photo-)catalytic water oxidation at TiO2(110). © 2014 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4885816]

I. INTRODUCTION

Periodic boundary conditions (PBC) and their use in su-
percell geometries constitute a most efficient approach to bulk
and surface electronic structure calculations of solids. While
focusing the computational effort on the finite supercell, this
approach elegantly captures, e.g., long-range electrostatic ef-
fects and in particular the delocalized electronic bonding in
metallic systems. Much of this elegance and efficiency is lost
though in the application to localized perturbations of the
lattice periodicity, for instance, in form of defects or adsor-
bates. Large supercells are then needed to suppress spurious
interactions with periodic images, and for explicitly charged
systems intricate correction schemes are required to reach
convergence with respect to supercell size at all.1–3 For non-
metallic systems, this has long motivated an alternative solid-
state embedding approach in form of hybrid quantum and
molecular mechanical (QM/MM) calculations.4 Here, a fi-
nite “quantum region” is embedded in a surrounding environ-
ment, generally modeled using classical molecular mechanics
(“MM region”). Such aperiodic embedded-cluster models do
not suffer from spurious interactions between defects, adsor-
bates, and charges. Simultaneously, the extended MM envi-
ronment ensures correct long-range electrostatics and elastic-
ity, and mitigates quantum confinement effects in comparison
to approaches based on bare or hydrogen-saturated clusters.

a)Electronic mail: daniel.berger@ch.tum.de
b)Electronic mail: a.logsdail@ucl.ac.uk

The exploration of advanced density-functional the-
ory (DFT) exchange-correlation (xc) functionals for solid-
state applications adds another motivation for the QM/MM
ansatz. With computationally particularly efficient implemen-
tations presently achieved for localized basis sets and fi-
nite systems, solid-state embedding promises unprecedented
access to extended systems. With this objective, we here
present a QM/MM implementation integrating the FHI-
aims program package5 into the general ChemShell
framework.6, 7 Exploiting tailored numeric atomic orbital
(NAO) basis sets,5, 8 the resolution-of-identity technique9 and
massively parallel algorithms10–12 FHI-aims offer a wealth
of tractable functionality beyond semi-local DFT. This in-
cludes in particular exact exchange and second order pertur-
bation theory (PT2),13 rendering FHI-aims an ideal plat-
form to test the performance of hybrid and double hybrid
xc functionals. On the other side, ChemShell is a power-
ful computational chemistry environment, which takes over
the communication and data handling in hybrid QM/MM cal-
culations. For solid state embedding in particular, Chemshell
allows the use of polarizable core-shell model potentials to fit
the electrostatic potential to that of a periodic calculation.6, 7

In order to prevent spurious charge leakage out of the
QM and into the MM region, solid-state embedding often re-
quires the introduction of an intermediate shell at the QM
boundary. In this shell, all cations are replaced by effective
core potentials, which prevent the spurious overpolarization
of the electron density through adjacent bare positive MM
charges, i.e., a spurious charge leakage into the MM region. A
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major part of the FHI-aims–ChemShell coupling there-
fore concerns the implementation of efficient pseudopoten-
tial (PP) functionality into the all-electron full-potential code
FHI-aims. Tailored to the NAO basis sets of FHI-aims
we specifically achieve this through norm-conserving PPs of
Kleinman-Bylander type.14

The performance and validity of the resulting QM/MM
implementation is demonstrated using Fe-substituted ZSM-
5 zeolites and the TiO2(110) surface as examples for semi-
covalent and ionic systems, respectively. For the former, the
purely electrostatic embedding is successfully benchmarked
against previous QM/MM calculations using the Gamess-
UK package for the QM calculations.15 For the latter, we
exploit the FHI-aims capability of calculating finite and pe-
riodic systems within the same numerical framework and sys-
tematically compare the solid-state embedding against PBC
slab calculations. Both for reduction potentials of Fe in Fe-
substituted ZSM-5 and adsorption energies of reaction inter-
mediates in the (photo-)catalytic water oxidation at TiO2(110)
the obtained results underscore the importance of capturing
the long-range electrostatics of the extended systems and
the need to scrutinize more readily available semi-local DFT
energetics.

II. THEORY

A. Solid-state embedding with ChemShell

The embedded-cluster models used in the QM/MM
ChemShell calculations generally consist of multiple con-
centric regions, each of which is described using more ap-
proximate methods as one moves further from the center of
the cluster, as illustrated in Figure 1. The central region of the
embedded cluster is described quantum mechanically, with
the applied level of theory being DFT, Hartree-Fock (HF), or
higher post-HF as offered by the employed QM calculator.
Atoms in the outer MM regions are treated at the level of in-

FIG. 1. Schematic representation of the embedded-cluster models used in
the QM/MM calculations: The central QM atoms, represented by individual
red and blue circles, is surrounded by regions of active (yellow) and frozen
(light blue) MM atoms. If necessary, such as for ionic systems, an additional
embedding potential (yellow circles) is included around the QM region in
the form of atom-centered pseudopotentials (PPs). The outer shell of point
charges (dark blue) is fitted to ensure reproduction of the correct long-range
electrostatic potential within the active region.

teratomic potentials and are represented within the QM calcu-
lations as external point charges. The MM region is typically
divided into an inner “active” part, where atoms are allowed
to relax their positions, and an outer part where atoms are con-
strained to their lattice positions. Shell model potentials can
be employed in the MM region for an accurate treatment of
polarizable materials. A final exterior shell of point charges is
added to the embedded cluster, with the point charges fitted to
reproduce the full electrostatic embedding potential of an in-
finite bulk reference calculation within the regions of physical
and/or chemical interest (the “active” region).7

This zero-reference potential for a given extended “per-
fect” system can be, e.g., the bulk of a three-dimensional pe-
riodic solid, i.e., a crystal, or one of its surfaces or interfaces
with another material or solvent. In this way, a common abso-
lute potential reference is provided for all embedded-cluster
calculations. The latter is of special importance when mod-
eling atomic and electronic processes involving a change in
the charge (oxidation) state or comparing systems in differ-
ent charge states. For example, calculation of defect levels
in semiconductors and insulators that represent energies of
defect ionization with electrons or holes becoming delocal-
ized over conduction states depend crucially on this prop-
erty. Another example is given by complementary oxidation-
reduction cycles in acid-base and redox chemistry in
solutions that involve ions or electrons to be removed or added
to the system from remote locations. In all of these cases, a
straightforward summation of the electrostatic contributions
to the potential over a neutral extended system is typically
performed using Ewald-like techniques.7 The values of this
potential on a grid of points spanning the active region serve
then as reference for the embedded cluster model, i.e., the val-
ues of the point charges around the embedded cluster are fitted
to reproduce optimally the potential of the extended reference
calculation.

The energy of the QM region, EQM, thus combines the
actual QM Hamiltonian (Ĥ QM) with the surrounding environ-
ment,

EQM = 〈�|Ĥ QM + V̂ MM|�〉 + E
QM
nuc + E

QM/MM
nuc , (1)

where V̂ MM is the external embedding potential acting on |�〉
from the surrounding point charges, E

QM
nuc is the Coulombic

interaction among QM nuclei, and E
QM/MM
nuc is the Coulombic

interaction between the QM nuclei and the MM charges. For
covalently bound, or semi-covalent/semi-ionic systems such
as siliceous frameworks, saturation of dangling bonds on the
exterior of the QM region with “link”-atoms is a commonly
used methodology.16, 17 Such a setup is sufficient for strongly
covalent materials with directional bonds, for example, of a
σ character. However, in the case of heteropolar semiconduc-
tors and ionic insulators, direct linkage of the field of MM
point charges with the QM region as in Eq. (1) results in a
spurious overpolarization of the wavefunction, aka a charge
leakage towards the attractive cations of the immediately sur-
rounding MM region. In this instance, the introduction of a
boundary region is necessary between QM and MM atoms.
In the present work, this is realized by replacing the cationic
point charges in an intermediate shell surrounding the QM
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region with norm-conserving PPs of Kleinman-Bylander type
mimicking the corresponding ions. The energy of the QM re-
gion then reads

EQM = 〈�|Ĥ QM + V̂ PP + V̂ MM|�〉 + E
QM
nuc + E

QM/MM
nuc ,

(2)
where V̂ PP is the potential acting on |�〉 in form of the PPs.

The MM energy term (EMM), discussed in detail
previously,7 depends on the problem being addressed, with
the ChemShell package accommodating various forms: the
General Utility Lattice Program (GULP) offers comprehen-
sive MM functionality, especially in the implementations for
strongly polarizable materials such as ionic oxides;18 an alter-
native such as DL_POLY provides excellent parallelisation of
larger molecular dynamics problems, and contains forcefield
implementations more suited for semi-covalent systems.19

The total energy (Etot) of the embedded-cluster system is fi-
nally given by simple additive definition,

Etot = EQM + EMM. (3)

ChemShell manages the properties of an embedded
cluster during calculations, outsourcing the calculation of en-
ergy and force terms through the varied QM and MM inter-
faces. The program couples a number of quantum chemistry
and classical forcefield software packages: In a given geom-
etry, the QM driver computes the energy as given in Eq. (1)
or (2), and the forces acting on all particles (atoms, PPs, and
point charges). The forcefield software then evaluates further
forces on point charges, and geometry optimization is per-
formed using the DL-FIND routine.20 Iteratively, this leads
to self-consistent embedding and polarization. In this work,
we use the FHI-aims package for the QM calculations and
modified it to be run as a library package rather than runtime
executable. For the MM calculations, GULP and DL_POLY
are used for the ionic and semi-covalently bound showcase
systems, respectively.

B. FHI-aims as QM calculator

FHI-aims is a full-potential all-electron electronic
structure theory package providing both DFT and “beyond-
DFT” functionality.5, 9, 13 Notably, this comprises efficient
treatments beyond standard semi-local DFT, such as bare
or screened single-determinant exchange; quantum-chemical
perturbation theory for the Coulomb interaction, e.g., second-
order Møller-Plesset (MP2) perturbation theory, bare (MP2)
or screened (GW) self-energies for single-electron excita-
tion energies; or the random-phase approximation (RPA) in
the adiabatic connection fluctuation dissipation theorem. It is
based on hierarchical sets of all-electron atom-centered NAO
basis functions of the form

〈r|φα〉 = φα(r) = ul(r)

r
Ylm(�), (4)

where Ylm(�) are the spherical harmonics, and the radial
functions ul(r) are numerically tabulated and therefore fully
flexible. Each basis function is strictly localized inside a
given radius, which enables a highly efficient computation
of both finite and (within PBCs) infinite systems within

the same numerical framework. The regular basis set lev-
els (called tiers, i.e., tier1, tier2,. . . ), as well as the recent
valence-correlation consistent NAO-VCC-nZ basis sets for
light elements8 are constructed to enable systematic accu-
racy improvements from fast qualitative to meV per atom.
Radial functions are integrated on a dense one-dimensional
grid with logarithmic spacing. Global integration is efficiently
achieved on a sparser three-dimensional concatenation of
atom-centered grids21, 22 (see Ref. 10 for details of the present
implementation). Converting between logarithmic and global
integration grid is done by using cubic splines. When work-
ing with embedding potentials (particularly, bare monopoles)
inside the range of other integrands (e.g., the Kohn-Sham
Hamiltonian matrix elements), these singularities must be
integrated accurately, e.g., by placing an additional atom-
centered grid on the site of the embedding potential.

With analytic forces provided, the major effort in the in-
terfacing of FHI-aims with the ChemShell environment
is the implementation of PP-functionality to describe cations
at the boundary between the QM and MM region. For nu-
merical efficiency reasons described below, we opt for norm-
conserving PPs of Kleinman-Bylander type.14 In general, PPs
are constructed to replace the atomic all-electron potential
such that core states are eliminated and the then missing or-
thogonalization constraint of valence and core wavefunctions
is achieved through appropriate scattering properties of the
PP.23, 24 In a real-space representation convenient to use with
localized basis sets, this energy-dependent scattering is ex-
pressed by a dependence on the angular momentum,

V̂ PP =
∑
lm

|Ylm〉Vl(r)〈Ylm|. (5)

For every angular momentum l up to a maximum lmax, usu-
ally 2 or 3, there is thus a different spherically symmetric PP
channel Vl(r) with corresponding eigenfunctions,

〈r|ψlm〉 = ψlm(r) = vl(r)

r
Ylm(�). (6)

The radial functions vl(r) as well as the potentials Vl(r) are
commonly tabulated on a logarithmic grid. Our implementa-
tion is specifically tailored to read the tabulated format of the
*.cpi PP files provided with the FHI98PP package.24, 25 In
principle, any kind of PP can be used though, as long as it is
made available in the *.cpi format of FHI98PP. An almost
complete database of PPs is, e.g., available on the abinit
webpage.26

Mimicking an ion with a net charge, all PP channels Vl(r)
must embody the same Coulomb behavior and are thus in-
dependent of the angular momentum in the far field, i.e., all
Vl(r) are the same outside the core radius rcore of the PP by
construction. One channel can thus be chosen to embody all
ionic long-range behavior. This local potential V loc(r) then
acts on all electrons independent of their angular momentum,
while the remaining channels δVl = Vl(r) − V loc(r) are now
short-ranged with δVl(r) = 0 for r > rcore. Mathematically,
the choice of the local component is hereby arbitrary. In prac-
tice, a proper choice is crucial for the performance and trans-
ferability of the PP.27 For instance, the routine pswatch in
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the FHI98PP package provides full analysis capabilities ac-
cording to rigorous criteria by Gonze et al.27

Numerically, it is most convenient to further transform
the PP into the fully separable form of Kleinman-Bylander,
where the short-ranged part δV KB is a fully nonlocal operator
in r-space,14

〈r|V̂ PP|r′〉
= 〈r|V̂ loc|r′〉 + 〈r|V̂ KB|r′〉

= V loc(r)δ(r − r′) +
lmax∑
l=0

l∑
m=−l

〈r|χlm〉EKB
l 〈χlm|r′〉.

(7)

Here, the projector functions |χ lm〉 are defined as

|χlm〉 = 1√〈ψlm|(δVl)
2|ψlm〉δVl|ψlm〉 (8)

with energies

EKB
l = 〈ψlm|(δVl)

2|ψlm〉
〈ψlm|δVl|ψlm〉 . (9)

The local potential part is straightforward to implement.
It is mapped from the (finite) logarithmic grid around the PP
center onto the global integration grid with the help of cubic
splines,5, 22 and its long-range part beyond the limits of the
atom-centered grid is extrapolated by its Coulombic behavior
(formal charge over distance). In the evaluation of the Hamil-
tonian matrix, V loc is then evaluated exactly like all other lo-
cal potentials. The general matrix expression of the nonlocal
potential involves the evaluation of a sum over the projections
of every basis function |φα〉 on to every Kleinman-Bylander
projector function |χ lm〉

〈φα|V̂ KB|φβ〉 =
lmax∑
l=0

l∑
m=−l

〈φα|χlm〉EKB
l 〈χlm|φβ〉. (10)

For a given geometry, this matrix is computed once and is
added to the Hamiltonian matrix Hαβ in every iteration in the
self-consistent field (SCF) cycle.

The strength of the Kleinman-Bylander formalism lies
generally in its scaling behavior. Rather than having to eval-
uate and store all 〈φα|δVl|φβ〉 matrix elements, resulting in
O(N2) scaling with the number of basis functions, the fully
separable KB form only requires evaluation and storage of N
× M projections with M the (small) number of KB projector
functions. In case of atom-centered basis sets, the projections
〈φ(j )

α |χ (i)
lm〉 correspond furthermore to a two-center integral of

basis function |φ(j )
α 〉 of atom j at Rj and |χ (i)

lm〉 of PP i at Ri.
The explicit expression to be evaluated is then

〈
φ

(j )
α )|χ (i)

lm

〉 = 1∫
dr(δVl(r)vl(r))2

×
∫

drφα(r − Rj )
δVl(|r − Ri |)vl(|r − Ri |)

|r − Ri |
Ylm

×
(

r − Ri

|r − Ri |
)

, (11)

which can be most efficiently computed with the help of
spherical Bessel transformations28–30 already implemented in
FHI-aims.9 Again, the radial functions vl(r) and the poten-
tial Vl(r), respectively, potential differences δVl(r) of the pro-
jector are pretabulated in *.cpi format and provided as input
for each relevant element. The total number of overlap inte-
grals that needs to be computed at all is further reduced by
locality, as overlap integrals are exactly zero if the distance
of the involved atom centers exceeds a maximum value. This
maximum value is given by the maximum extension of any
basis function plus the maximum extension of any KB pro-
jector function, and is typically in the range of 8 Å.

For geometry optimization, molecular dynamics or vi-
brational analysis, force contributions on the PP with formal
charge qi and centered at position Ri also need to be evaluated.
Hellman-Feynman contributions arise from the embedding of
the PP into the electrostatic fields of the electron density and
all other nuclei in the QM region at positions Rj and with
charges Zj,

Floc
i = −

natoms∑
j

Zjqi

|Rj − Ri |3
(Rj − Ri)

−
∫

d3rρ(r)∇iV
loc(r). (12)

Here, ∇iV
loc(r) is the gradient of V loc with respect to the po-

sition Ri and is needed on every global integration grid point.
This is efficiently computed from a cubic spline interpolation
of V loc created before entering the SCF cycle. Analogous to
the first term in Eq. (12), the Coulomb interaction between
nuclei and PPs gives rise to a force term of the same shape
that complements the general QM-force expression for atoms
in FHI-aims (Eqs. (69) and (71)– (75) in Ref. 5). As written
and implemented, Eq. (12) will work for non-periodic geome-
tries. For periodic geometries, a formalism analogous to Eq.
(70) in Ref. 5 would have to be adopted.

The overlap, Eq. (11), between any basis function and a
KB-projector function |χ (i)

lm〉 of the PP i at Ri is a function of
Ri . This gives rise to a force acting on the PP,

FKB
i = −

∑
k

fk

natoms∑
j,h

∑
α∈J ,β∈H

ckαckβ

∑
χ∈I

∑
lm((

∂

∂ Ri

〈
φ

(j )
α

∣∣χ (i)
lm

〉)
EKB

l

〈
χ

(i)
lm

∣∣φ(h)
β

〉

+〈
φ

(j )
α

∣∣χ (i)
lm

〉
EKB

l

(
∂

∂ Ri

〈
χ

(i)
lm

∣∣φ(h)
β

〉))
, (13)

where fk is the occupation number of Kohn-Sham state k, and
ckαckβ is the density matrix. I, J , and H are the subspaces
of projector, respectively, basis functions belonging to PP i
and atoms j and h, respectively. Again, derivatives of overlaps
only have to be calculated for those pairs of functions, which
have a non-zero overlap. Since the overlap, Eq. (11), is also
a function of the position of atom j, this gives reciprocally
rise to a negative force acting on atom j complementing the
general force expression on atoms.
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In order to compute the Hartree potential, FHI-aims
follows the strategy of an atom-centered multipole (MP)
decomposition as introduced by Delley.22 Here, the density
difference to a sum-over-free-atom density is partitioned into
atom-centered components on the integration grid shells cen-
tered around individual atoms.5 Applying a MP decomposi-
tion to these atom-centered components leads (together with
the known MPs of the free-atom density components) to the
total MP components of the Hartree potential.5, 22 Although
the ionic PPs do not introduce any electron density of their
own, they do act as integration grid centers and are thus in-
cluded into the partitioning. As a result, some electron density
components are assigned to the PPs, even when no basis func-
tions are centered at the position of the PP. The MP expansion
always introduces an error ρ(r) − ρMP(r) though, as the ex-
pansion is truncated beyond a maximum angular momentum
lmax
MP . This error leads to a net force,5

FMP
i = −

∫
d3r[ρ − ρMP]∇iV

loc(r) (14)

as the missing multipole terms move with the position of the
center.

III. RESULTS

A. Reduction potentials in Fe–ZSM-5

For a first demonstration of the established QM/MM
embedded-cluster framework, we address the zeolite ZSM-
5 as an example for a semi-covalent system, where neither
embedding PPs nor a polarizable MM environment are re-
quired. In problems of current interest, it is essential to de-
scribe the time averaged response in a zeolitic system to a
perturbation near the center of the cluster, which is accounted
for already by the current model. Long-range polarization
effects here are less important than in many other classes
of dielectric materials due to a combination of their rela-
tively low static permittivity (ε ∼ 4) with low density. The
local electronic and ionic polarization fields are fully cap-
tured within the QM part of the total system, and the smaller
static dielectric response from the MM vicinity is included as
point charges can relax. ZSM-5 is commonly used in catalytic
applications,31, 32 and has previously been the subject of in-
vestigations with the ChemShell package coupled with the
QM calculator Gamess-UK.15 Belonging to the MFI struc-
tural family, ZSM-5 is a porous aluminium silicate framework
(SiO2 building units with Al-substitutions), which can be fur-
ther doped with catalytically active transition metals such as
Fe and Ti.33 Quantifying the reaction energetics at such tran-
sition metal centers is then an obvious milestone on the route
to improved catalyst design. The accurate calculation of cor-
responding energies has proven problematic though, due to
the difficulty in accounting for both the extended bulk frame-
work and the electron localization around the active site. As
semi-local DFT does not appropriately accomplish the latter
(vide infra),34, 35 calculations at hybrid xc level are at least
required. Existing work for Fe–ZSM5 at this level of theory
has hitherto been restricted to finite fragments that only re-
produce the active site of the catalyst.36–40 As the surrounding

framework undoubtedly does have an influence on the elec-
trostatic potential at the active site,6, 41, 44 efficient QM/MM
calculations are an ideal tool that in combination with power-
ful QM calculators such as FHI-aims also allows to assess
the performance of advanced functionals. Here, we illustrate
this approach by calculating the reduction potential for intra-
framework Fe3 + sites in MFI using semi-local, hybrid, and
double-hybrid functionals. Double-hybrid functionals such as
XYG345 are still rather uncommon in the application to ex-
tended systems, while their implicit ability to improve elec-
tron localization could render them particularly appealing for
systems such as Fe–ZSM-5.

We construct three different embedded clusters from the
undoped parent MFI framework, each centered on a tetrahe-
dral Si atom (T-sites) of differing structural nature within a
framework active site:6 a T-site at a straight channel (M7-
T1), at a sinusoidal channel (Z6-T4), and at a channel in-
tersection (I2-T12), cf. Fig. 2. Around this central atom the
QM region includes all other members of the active site, as
well as any extra Si atoms that are first neighbours to the
active site, and all the corresponding linking oxygen atoms.
Bigger clusters are not necessary for such simple chemisorp-
tion processes, but only for larger molecules interacting with
the entire channel.42, 43 All incomplete bonds from the oxy-
gen atoms are saturated with H link-atoms, and a bond-dipole
correction is added to the MM representation.44 Concentric
regions of MM atoms are then added; first, an active region
up to a radius of 10.58 Å (20 bohrs) and then a fixed region
up to a radius of 21.17 Å (40 bohrs). This results in a to-
tal number of atoms in the embedded clusters in the range
2155–2180. The MM interactions are represented using the
forcefield of Hill and Sauer,46 and energy/force calculations
are performed using the DL_POLY package. The accuracy of
the FHI-aims–ChemShell coupling is validated by calcu-
lating the same embedded clusters also with Gamess-UK as
QM calculator, and using the same TZVP Gaussian basis sets
of Ahlrichs and Taylor47 in both QM codes. At the PBE48 xc

FIG. 2. Illustration of the QM clusters used in our calculations of Fe-ZSM-5:
(a) M7-T1; (b) Z6-T4; and (c) I2-T12. Fe, Si, O, and H atoms are represented
in yellow, mauve, red, and white, respectively. The extended embedding en-
vironment included in the QM calculation of (c) is illustrated in (d), with the
MM point charges represented in grey.
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level of theory and using converged integration grid settings
in both codes differences in total energies are below 10 meV
for each cluster, while forces on QM atoms differ by less than
5 meV/Å.

With this confidence, production calculations with FHI-
aims are henceforth performed with the code’s own numer-
ical basis sets. For the three embedded clusters at PBE level,
already tier1 leads hereby to total energies lower by 1 eV than
for the TZVP basis set, demonstrating the better description
of, e.g., the near-nuclear potential and kinetic energy integrals
by the purposely designed NAO basis sets. The Fe3+ active
center is introduced to the embedded clusters by replacing the
central Si atom. The reduced Fe2+ state is described by coor-
dinating an additional H atom to an O atom directly adjacent
to the central Fe species. The reduction potential can then be
defined as

ERed(Fe3+/2+)

= Etot(Fe2+-MFI) + 1

2
Etot(H2) − Etot(Fe3+-MFI), (15)

where Etot(H2) is the energy of a gas-phase hydrogen dimer.
Calculations are performed for the semi-local PBE and BLYP,
for the hybrid PBE0 and B3LYP, as well as for the double-
hybrid XYG3 functionals.45, 48–53 All geometries are fully re-
laxed at the corresponding semi-local level, with hybrid and
double-hybrid calculations performed on these geometries,
and specifically those of the according correlation treatment
(i.e., B3LYP and XYG3 on the BLYP geometry, PBE0 on the
PBE geometry). The XYG3 calculations are furthermore per-
formed post-SCF on the optimized B3LYP Kohn-Sham or-
bitals. At tier2 basis set level the obtained reduction poten-
tials are already numerically converged to within 1 meV for
the semi-local and hybrid functionals. At the double hybrid-
level a sufficient convergence to within ±20 meV can instead
only be reached using the tier3 basis set for Fe and for all
other (light) species the NAO-VCC-4Z basis set that specif-
ically converges the unoccupied-space sums.8 The more dif-
fuse functions contained in this basis set then require an en-
suing counterpoise correction54 though.

The efficiency of this QM/MM approach can be seen by
comparing the computational cost for one SCF iteration with
that of the reference PBC setup. The I2-T12 cluster geome-
try comprises 21 atoms, while the MFI unit cells consist of
288 atoms. On the level of PBE, the average SCF iteration for
the QM/MM setup takes 30 s using 4 CPUs (AMD Opteron
Processor 250, 2393 MHz), compared to 1200 s for the pe-
riodic calculation (k-grid reduced to �-point) on the same
machine. Periodic references on the hybrid and double hy-
brid level, moreover, demand a prohibitive amount of mem-
ory. Such levels of theory are thus only accessible through a
QM/MM approach.

Table I compiles the obtained reduction potentials for
Fe at the three structural sites in the MFI framework. At all
levels of theory the differences between these three sites are
very small, indicating a low structure sensitivity for the cat-
alytic properties of the active center. This structure insensi-
tivity warrants to directly compare to previous experimen-
tal voltammetry by Pérez-Ramírez et al.,55 which gave very

TABLE I. Computed reduction potentials (in eV) for Fe3+ /2+ embedded
intra-framework within a MFI siliceous structure. Active sites are modeled
as the M7-T1, Z6-T4, and I2-T12 sites shown in Fig. 2. Calculations per-
formed using semi-local and hybrid functionals used the tier2 basis level for
all atoms; at the double hybrid-level the NAO-VCC-4Z basis set was used for
all atoms except Fe, for which a tier3 basis set was used.

M7-T1 Z6-T4 I2-T12

ERed
PBE(Fe3+ /2+) −0.18 − 0.16 −0.18

ERed
BLYP(Fe3+ /2+) −0.29 − 0.39 −0.17

ERed
PBE0(Fe3+ /2+) −0.05 0.04 −0.03

ERed
B3LYP(Fe3+ /2+) −0.09 0.01 −0.02

ERed
XYG3(Fe3+ /2+) −0.34 − 0.20 −0.18

small reduction energies for intra-framework Fe3+ of the or-
der 0.05 eV � VRed(Fe3+ /2+) � −0.15 eV. There is, thus, a
huge effect induced by the siliceous framework, when con-
sidering that the corresponding reduction potential of Fe3+ in
a hexagonally coordinated [Fe(H2O)6]3+ complex was, for in-
stance, calculated as 1.07 eV at PBE level.56 This framework
effect is well captured by essentially all xc levels studied,
which in good overall agreement with the experimental find-
ings yield small reduction potentials scattering around zero.
More specifically, the majority of the xc-treatments agrees
that the reduction potential is negative, indicating stability for
Fe(II) in the material. Interestingly, the double-hybrid func-
tional XYG3 yields reduction potentials closer to the ones at
the semi-local (BLYP) level, and thus makes up for most of
the change observed at the hybrid (B3LYP) functional level.
At least within the small scatter of Table I there is thus no
clear trend in the calculated reduction potentials that would
prominently reflect the allegedly gradually increasing elec-
tron localization achieved in the sequence BLYP → B3LYP
→ XYG3.

B. Water splitting reaction energetics at TiO2 (110)

As a show case application to a polarizable material,
where both effective core potentials at the QM/MM boundary
and core-shell potentials in the MM region are essential, we
next consider the TiO2(110) surface. Among many other ap-
plications, this semiconductor catalyst is particularly known
for its ability to oxidize water using light.57–59 The desire for a
molecular-level understanding of this intriguing property mo-
tivates detailed mechanistic studies unraveling the chemical
steps involved. In surface science studies especially, the rutile
TiO2(110) surface has been frequently studied,57, 60 with re-
cent theoretical work considering a reaction mechanisms in-
cluding an OOH intermediate on a defect-free surface.61, 62

Characteristic for the field of surface catalysis, these calcula-
tions were performed at the semi-local DFT level, specifically
with the rPBE63 functional. Arguably because of its accept-
able description of hydrogen bonds, this functional has been
frequently employed in the context of water dissociation and
photocatalysis at TiO2,62, 64–68 but, of course, as a GGA func-
tional it still suffers from the well-known electron delocaliza-
tion problems. The possibility to perform hybrid and double-
hybrid level calculations efficiently with our QM/MM setup



024105-7 Berger et al. J. Chem. Phys. 141, 024105 (2014)

FIG. 3. Perspective view of the Ti17O34 cluster, exposing at its top center
the fivefold coordinated Ti adsorption site of the TiO2(110) surface. Ti atoms
are shown as large white spheres, O atoms as small red spheres, and semi-
transparent grey spheres mark the positions where PPs represent the immedi-
ately surrounding Ti-cations.

offers therefore an ideal platform to assess how much this af-
fects the reaction energetics.

For the QM region and systematic size convergence tests,
we employ a series of three clusters proposed by Anmal and
Heyden,69 Ti17O34, Ti29O58, and Ti33O66, with the Ti17O34
cluster including the employed PPs at the boundary region
illustrated in Fig. 3. At each level of theory, the embedded
clusters are constructed on the basis of optimized rPBE lat-
tice positions. Formal charges are used for the embedding
point charges (+4 for Ti and −2 for oxygen), whereby any
positive point charge in a 8 Å vicinity of the QM region
was replaced by Ti4+ PPs. The MM region extends up to
a distance of 27 Å from the central adsorption site, involv-
ing a total number of 4480 point charges. The interactions in
the MM region are described with the well-established polar-
izable TiO2 forcefield from Ref. 70, where only the spring
potential between oxygen shell and oxygen core has been
modified to V = kd2(cosh( r

d
) − 1) with k = 20 eV/Å2 and

d = 0.1 Å. This improves the representation of the dielec-
tric constant of the MM region when setting it up with the
DFT lattice parameters. In order to describe the intrinsic sur-
face polarization properly, the position of the top-row O MM
atoms is fully optimized for the clean TiO2(110) surface. For
the neutral systems studied here, further geometry optimiza-
tion and self-consistent polarization of the MM region in re-
sponse to the adsorbates is neglected. The position of the ad-
sorbates on top of the central fivefold-coordinated Ti site in
the QM region, cf. Fig. 3, is optimized at the rPBE level;
higher-level calculations are then performed for these fixed
geometries. As reference we also compute supercell geome-
tries with a 5 O–Ti2O2–O trilayer slab, a 50 Å vacuum, and
applying the identical surface geometry optimization protocol
as for the embedded clusters. For (1 × 2) and (2 × 4) surface
unit cells (4 × 4 × 1) and (2 × 2 × 1) Monkhorst-Pack k-
point grids were used, respectively, while for the density of
states (DOS) calculations of the clean (1 × 2) cell this grid
was increased to (40 × 40 × 1).

Following earlier theoretical work,61, 62, 71 we assume the
water oxidation pathway at defect-free TiO2(110) to proceed

along four electron-coupled proton transfer steps,

H2O + (∗) → OH∗ + H+ + e−,

OH∗ → O∗ + H+ + e−,

H2O + O∗ → OOH∗ + H+ + e−,

OOH∗ → O2 + (∗) + H+ + e−,

where the asterisk stands for the fivefold coordinated Ti cen-
ters offered by the catalytic surface (*) and particles attached
to them (e.g., O*), respectively. Central energetic quantities
for this pathway are correspondingly the binding energies of
O, OH, and OOH, defined as

Eb[X] = Etot[X@TiO2] − Etot[TiO2] − Etot[X]. (16)

Here, Etot[X@TiO2] and Etot[TiO2] are the total energies of
the TiO2(110) surface with and without adsorbate X, respec-
tively, and Etot[X] is the total energy of the isolated adsorbate.
At the hybrid and double-hybrid functional levels, identical
spin states are obtained in corresponding QM/MM and slab
calculations. At the semi-local level, which significantly suf-
fers from self-interaction, this needed to be explicitly ensured
by fixing the spin states to those of the higher-level calcula-
tions, i.e., doublet for OH and OOH, and triplet for O. This
is an important issue, as most semi-local functionals yield the
wrong spin-polarization for the O adsorbate, and already due
to this produce a large deviation in the corresponding binding
energy with respect to the higher-rung calculations.71 Simi-
lar to the findings made for the zeolitic system, tier2 basis
sets readily converge all Eb to within 10 meV at the semi-
local and hybrid level, while at the double-hybrid level the
valence-correlation consistent NAO-VCC-4Z basis set for all
O atoms together with a counterpoise correction54 was re-
quired to reach this level of convergence.

Table II compares the rPBE binding energies computed
with the embedded clusters against results obtained for a
bare cluster and from supercell calculations with two cover-
ages, 0.5 monolayer (ML) in a (2 × 1) surface unit-cell and
0.25 ML in a (4 × 2) surface unit-cell. In the QM/MM
setup, convergence with respect to the size of the QM re-
gion is rapidly reached. Already the Ti17O34 cluster yields

TABLE II. Calculated rPBE binding energies (in eV) of O, OH, and OOH
on the rutile TiO2(110) surface. Compared are results from different clusters
with and without embedding against results obtained from a periodic super-
cell setup and differing surface unit-cells.

Eb O OH OOH

PBC
(2 × 1) −0.46 −0.53 − 0.17
(4 × 2) −0.46 −0.52 − 0.26

Free cluster
Ti17O34 −0.52 −0.51 0.01

QM/MM without PP
Ti17O34 −0.58 −0.76 − 1.28

QM/MM
Ti17O34 −0.45 −0.49 − 0.26
Ti29O58 −0.45 −0.50 − 0.25
Ti33O66 −0.44 −0.50 − 0.27
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binding energies converged to within 10 meV, which we at-
tribute to the correct polarization treatment of our solid-state
embedding approach. In contrast, in the supercell calcula-
tions large (4 × 2) surface unit-cells are needed to reach the
low-coverage limit modeled in the QM/MM approach for the
OOH adsorbate. This, in turn, we attribute to the high dipole
moment of this adsorbate, which sensitively feels nearby pe-
riodic images.

In case of the bare cluster or an embedded cluster without
using PPs, the adsorption energies are significantly affected
by spurious polarization of the QM-region boundary. If only
point charges are used to saturate the cluster, electron den-
sity can spill over onto the Coulomb singularities of the pos-
itive point charges. Then, the band gap breaks down and, as
demonstrated in Table II, adsorption energies are off by 1 eV.
This highlights the importance of employing PPs in the tran-
sition region.

For all three adsorbates, representing a wide range of
electron affinities and ionization potentials, low-coverage su-
percell and size-converged QM/MM calculations agree within
20 meV, demonstrating the accuracy of the established solid-
state embedding approach and its huge potential for future
work on explicitly charged systems (without need for intri-
cate charge-compensation schemes).

Most importantly, this agreement between supercell and
QM/MM calculations is not only restricted to the binding en-
ergetics, but extends, for instance, also to the more sensitive
underlying electronic structure. This is illustrated in Fig. 4,

FIG. 4. Comparison of the total density of states (DOS) for the clean
TiO2(110) surface at the rPBE level: Even a relatively large free Ti54O108
cluster (upper panel) still shows huge deviations with respect to the cor-
responding embedded Ti54O108 cluster (lower panel), whereas the latter
achieves almost perfect agreement with the corresponding PBC supercell cal-
culations (lower panel), in particular in the valence and lower conduction
band region. The vacuum level represents the zero reference throughout, and
filled states are depicted in darker colour.

TABLE III. Calculated binding energies (in eV) of O, OH, and OOH on the
rutile TiO2(110) surface. Results are obtained from an embedded Ti17O34
cluster at different levels of theory (GGA, hybrid, and double-hybrid), see
text.

Eb O OH OOH

rPBE −0.45 −0.49 −0.26
BLYP −0.60 −0.62 −0.30
PBE −0.71 −0.79 −0.43

B3LYP −0.36 −0.56 −0.35
PBE0 −0.39 −0.64 −0.41
HSE06 −0.41 −0.66 −0.43

XYG3 −0.36 −0.64 −0.53

which compares the total DOS for the clean TiO2(110) sur-
face. Whereas the DOS of an already quite large free Ti54O108
cluster still exhibits huge deviations with respect to the DOS
obtained for the same-size embedded cluster, there is es-
sentially perfect agreement between the latter and the DOS
obtained from a PBC supercell calculation. This agreement
extends not only to the band gap, i.e., relative difference of
highest occupied molecular orbital (HOMO) and lowest un-
occupied molecular orbital (LUMO), but also to the abso-
lute band edge positions, which are, of course, of utmost im-
portance for photoelectrochemical applications like the light-
driven water oxidation reaction studied here. The position of
the delocalized LUMO is hereby more sensitive to the finite
QM-region of the solid-state embedding approach. For the
smaller Ti17O34 cluster, it is 0.3 eV higher in energy com-
pared to its converged position in the large Ti54O108 cluster,
whereas the position of the localized HOMO is essentially in-
dependent of the employed cluster size.

Table III compiles the results obtained at GGA, hybrid,
and double-hybrid level. Generally, we observe a somewhat
larger scatter among the three GGAs tested as compared to
the group of hybrid and double-hybrid functionals. As widely
perceived, in particular the PBE functional seems to be more
on the overbinding side. Interestingly, hybrid and double-
hybrid xc level reduces the bond strength of the O adsor-
bate and increases the bond strength of the OOH intermediate
as compared to the semi-local description. Together with its
overall weaker binding, rPBE mimics this best, which to some
extent seems to support the arguments made in its favor in
preceding work at the semi-local level. The inclusion of PT2
correlation in the XYG3 double-hybrid functional primarily
changes the most polarization-affected OOH binding as com-
pared to its parent B3LYP hybrid functional. This breaks the
trend in bond strength OH > O > OOH that was consistently
obtained for the semi-local and hybrid functionals.

Notwithstanding, these differences are primarily due to
the description of the bare radical in the gas phase, which
is used as reference in the definition of Eb in Eq. (16) and
which is, of course, most sensitively affected by a varying
degree of electron localization achieved at the different xc-
levels. To circumvent this, adsorption energies in photoelec-
trochemical calculations are often given with respect to the
computational standard hydrogen electrode (SHE).61 Table IV
reproduces the same binding energies of Table III with
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TABLE IV. Calculated binding energies (in eV) of O, OH, and OOH on
the rutile TiO2(110) surface, but referenced against the standard hydrogen
electrode (SHE) following Eqs. (10) – (12) of Ref. 72. Results are obtained
from the same computational setup and settings as in Table III.

ESHE
b O OH OOH

rPBE 4.80 2.43 4.60
BLYP 4.75 2.34 4.59
PBE 4.90 2.34 4.61

B3LYP 4.86 2.37 4.78
PBE0 4.92 2.36 4.86
HSE06 4.87 2.32 4.84

XYG3 4.88 2.39 4.89

respect to this reference and demonstrates that this indeed re-
moves most of the scatter and leads to consistent trends at
all xc functional levels studied. Under the above described
constraint that the GGA functionals are enforced to yield the
correct spin polarization, these results thus suggest that de-
spite the known electron localization problems, a description
at the semi-local level seems indeed sufficient for computa-
tional screening work relying on trends and correlations be-
tween reaction intermediate binding energies,72, 73 rather than
quantitative differences within 0.2 eV.72 Of course, this may
be quite different when addressing adsorption at defects, in
charged states, or when calculating reaction barriers – with
the present QM/MM-setup then forming an ideal tool to con-
duct higher-level calculations either directly for production or
as reference.

IV. SUMMARY AND CONCLUSIONS

We have presented a general-purpose QM/MM-setup
integrating the all-electron electronic structure theory code
FHI-aims into the ChemShell package. In this course,
pseudopotential functionality was implemented into FHI-
aims, which in the solid-state embedding context is em-
ployed to prevent spurious charge leakage out of the QM zone
into nearby cationic MM charges. The FHI-aims NAO ba-
sis sets enable particularly efficient access to exact exchange
and second order perturbation theory. The here established
QM/MM-approach is therefore ideally suited for hybrid and
double-hybrid DFT calculations of extended systems.

The performance of our approach was demonstrated
by the application to two different examples: The calcula-
tion of the Fe reduction potential in a Fe-substituted ZSM-
5 zeolitic framework and the calculation of adsorption en-
ergies of reaction intermediates in the water oxidation at
defect-free TiO2(110). In both cases, our results confirm the
crucial importance of the appropriate description of the long-
range electrostatics achieved through the solid-state embed-
ding. Systematic comparison to PBC supercell calculations
for the more demanding TiO2 system even shows that the pos-
sibility to adequately capture its polarizability through core-
shell potentials in the MM region yields reliable absolute band
edge positions, which predestines the approach for (photo-
)electrochemical applications.

The calculation of the reduction potentials and adsorption
energies at hybrid and double-hybrid xc level demonstrates

the value of being able to scrutinize more readily available
semi-local DFT data. In case of the reduction potentials, the
higher-level reference data confirm the low structure sensi-
tivity and the huge effect of the siliceous framework, with
the small remaining scatter increasing the confidence in the
quantitative numbers. In case of the adsorption energies, the
higher-level reference data reveal that the electron delocaliza-
tion problem of the semi-local description can lead to wrong
spin polarizations, which in turn would lead to qualitatively
wrong results. If the correct spin polarization is enforced, the
benchmark against the hybrid and double-hybrid numbers in-
dicates that the semi-local binding energetics of the neutral
reaction intermediates is reliable enough for computational
screening work, in particular if referencing is done against the
standard hydrogen electrode rather than delicate bare radicals.
Whether this prevails for more demanding cases like adsorp-
tion at (charged) defects remains to be seen and is the topic
of on-going work – with the here established solid-state em-
bedding approach providing a powerful tool that enables such
calculations at higher xc-level efficiently and without the need
for intricate charge compensation schemes.
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APPENDIX: FULL PP-FUNCTIONALITY IN FHI-AIMS

In the QM/MM-context, the PP-functionality is exclu-
sively used to prevent overpolarization of the QM charge due
to immediately adjacent MM cationic monopoles. As such,
the monopole term of the cation is replaced by a bare ionic
PP with equal formal charge. In contrast, when using the PP
in regular electronic structure calculations, valence electrons
would be considered for the pseudoized atom and would then
contribute to the total electronic energy. As the xc energy and
potential are not additive with respect to the electron density,
a nonlinear core correction (NLCC)74, 75 may be required to
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make up for the missing core density of the pseudoized atom
and therewith allow to properly capture the xc contribution of
the added valence electrons. The essential idea of the NLCC
is to simply add the core density ρcore of a free atom in the
calculation of the pertinent parts of the total energy expres-
sion.

FHI-aims calculates the total energy, referred to as
EQM in the main text, as5

EQM =
Nstates∑

i

fiεi −
∫

dr3[ρ(r)vxc[ρ](r)]

+Exc[ρ]

−1

2

∫
dr3[ρ(r)VH[ρ](r)] + Enuc−nuc (A1)

with fi the occupation number of Kohn-Sham state εi and VH
the Hartree potential. The eigenvalues εi are hereby obtained
in the standard manner from diagonalization of the Hamil-
tonian of the Kohn-Sham system, ĥKS = t̂s + v̂ex + v̂es + v̂xc.
Here, t̂s is the kinetic energy operator, v̂ex the external poten-
tial, v̂es the electrostatic potential, and v̂xc the xc potential for
the single electrons. The NLCC correspondingly affects the
first three terms in Eq. (A1), which are thus replaced as fol-
lows:

ENLCC
xc [ρ + ρcore] =

Nstates∑
i

fi〈ψi |v̂xc[ρ + ρcore]|ψi〉

−
∫

d3r ρ Vxc[ρ + ρcore]

+
∫

d3r (ρ + ρcore)εxc[ρ + ρcore].

(A2)

Even though not of concern for the QM/MM focus, this ex-
pression was also implemented into FHI-aims. Thus, if an
“empty” site (no nucleus, but including basis functions and in-
tegration grids) is placed atop a PP in FHI-aims, our present
implementation also allows to perform norm-conserving PP
calculations in FHI-aims. As smoothness of the core den-
sity is not an issue for NAO basis sets and integration grids
designed for an all-electron code, we hereby employ the full
atomic core density ρcore and not a smoothed auxiliary repre-
sentation as is commonly done in plane-wave codes.24

As the added core density is atom centered, a Pulay-type
force term on the pseudoized atom i arises when adding the
NLCC.76–78 Differentiating Eq. (A2) determines this term as

FNLCC
i = −∂ENLCC

xc [ρ]

∂ Ri

= −
∫

δ((ρ + ρcore)εxc[ρ + ρcore])

δ(ρ + ρcore)

∂ρcore

∂ Ri

= −
∫

dr3Vxc[ρ + ρcore]
∂ρcore

∂ Ri

(A3)

at the level of LDA.
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