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A B S T R A C T

Arctic coastal erosion threatens coastal communities, damages infrastructure and
releases organic carbon from permafrost, potentially increasing atmospheric green-
house gas concentrations. However, no projections of Arctic coastal erosion exist so
far. In this thesis, I take a novel approach, combining observations with ocean-wave
and Earth system model (ESM) simulations to examine Arctic coastal erosion at
present and under future climate change.

I close the gap between fine-scale coastal erosion and coarse-resolution ESMs
in two complementary steps: connecting the temporal, and the spatial variability
of erosion with mechanisms represented in ESMs. I show that the main modes of
coastal erosion interannual variability, identified in observations from the Laptev Sea,
respond to large-scale sea-ice and atmospheric variability, such as that modulated
by the Arctic Oscillation, for example. About half of the spatial variability of long-
term mean coastal erosion rates, at the pan-Arctic scale, is explained by a linear
combination of ground-ice content, surface ocean wave and thawing degree-day
exposure. I thus demonstrate, for the first time, that a semi-empirical description
of coastal erosion at the pan-Arctic scale is possible, taking into account its main
drivers at scales compatible with ESMs.

I present the first twenty-first century projections of Arctic coastal erosion, forcing
my semi-empirical model with an ensemble of ESM simulations. Thereby, I make the
first estimates of magnitude, timing and sensitivity of Arctic coastal erosion increase
to climate change. I project the Arctic-mean coastal erosion rate to roughly double
by 2100, and exceed its historical range of variability before the end of this century,
even in a moderate-emission scenario. The sensitivity of Arctic coastal erosion to
climate also increases, follwing the Arctic Amplification effect. Arctic coastal erosion
could release about 2 PgC from permafrost by 2100, or by about 2.5 TgC year−1

oC−1 in future global warming scenarios. Moreover, initial results from coupled
ESM simulations, including erosion OC fluxes, suggest that the atmospheric CO2

concentration increase in response to Arctic coastal erosion could be larger than the
permafrost OC loss itself, due an amplifying effect resulting from changes in Arctic
Ocean biogeochemistry.

In summary, this dissertation contributes to the understanding of Arctic coastal
erosion within the Earth system under a changing climate. Here, I describe the
mechanisms underlying Arctic coastal erosion at large scales, I make projections of
Arctic coastal erosion under future climate scenarios, and discuss its evolution and
possible impacts within the Earth system. Coastal erosion projections offer support
for policy focused on coastal conservation and planning, while also sheds light on
the uncertain future of the Arctic environment, especially at the land-sea interface. I
show that Arctic coastal erosion is a relevant component of the Arctic carbon cycle,
and should therefore be considered in future climate assessments.
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Z U S A M M E N FA S S U N G

Die Küstenerosion in der Arktis bedroht die Küstengemeinden, beschädigt die
Infrastruktur und setzt organischen Kohlenstoff aus dem Permafrost frei, was die
Treibhausgaskonzentration in der Atmosphäre erhöhen könnte. Bislang existieren
jedoch noch keine Prognosen zur arktischen Küstenerosion. In dieser Arbeit verfolge
ich einen neuartigen Ansatz, indem ich Beobachtungen mit Erdsystemmodell- (ESM)
und Ozeanwellensimulationen kombiniere, um die arktische Küstenerosion in der
Gegenwart und unter zukünftigen Klimaänderungen zu untersuchen.

Ich schließe die Lücke zwischen der feinskaligen Küstenerosion und den grob
aufgelösten ESMs in zwei sich ergänzenden Schritten: Ich verbinde die zeitliche
und räumliche Variabilität der Erosion mit den in den ESMs dargestellten Mecha-
nismen. Ich zeige, dass die wichtigsten Formen der mehrjährigen Variabilität der
Küstenerosion, die mittels Beobachtungen aus der Laptewsee identifiziert wurden,
auf großräumige Meereis- und atmosphärische Variabilität reagieren, die wiederum
beispielsweise durch die arktische Oszillation moduliert werden. Etwa die Hälfte
der räumlichen Variabilität langfristig gemittelter pan-arktischer Küstenerosionsra-
ten wird durch eine lineare Kombination von Bodeneisgehalt, Oberflächenwellen
des Ozeans und Tauwettergradtagen erklärt. Damit zeige ich erstmalig, dass eine
semi-empirische Beschreibung der pan-arktischen Küstenerosion möglich ist, wobei
die Haupttreiber sogar mit ESMs skalenkompatibel sind.

Ich präsentiere die ersten Projektionen der arktischen Küstenerosion für das ein-
undzwanzigste Jahrhundert, indem ich mein semi-empirisches Modell mit einem
Ensemble von ESM-Simulationen antreibe. Mit diesen erstelle ich die ersten Schät-
zungen über das Ausmaß, den Zeitpunkt und die Empfindlichkeit des Anstiegs der
Klimawandel-bedingten arktischen Küstenerosion vorzunehmen. Diese Projektionen
schätzen, dass sich die durchschnittliche Küstenerosionsrate in der Arktis bis zum
Jahr 2100 etwa verdoppeln und ihre historische Schwankungsbreite noch vor Ende
dieses Jahrhunderts überschreiten wird, selbst bei einem Szenario mit moderaten
Emissionen. Die Empfindlichkeit der arktischen Küstenerosion gegenüber dem Kli-
ma nimmt ebenfalls zu, was auf die arktische Amplifikation zurückzuführen ist. Die
arktische Küstenerosion könnte bis 2100 etwa 2 PgC aus dem Permafrost freisetzen,
oder etwa 2,5 TgC Jahr−1 oC−1 in zukünftigen globalen Erwärmungsszenarien. Dar-
über hinaus deuten erste Ergebnisse aus gekoppelten ESM-Simulationen darauf hin,
dass die arktische Küstenerosion zu einem größeren Anstieg der atmosphärischen
CO2-Konzentration führen könnte als der Permafrost-OC-Verlust, was auf einen Ver-
stärkungseffekt zurückzuführen ist, der sich aus Veränderungen der Biogeochemie
im Arktischen Ozeans ergibt.

Zusammenfassend leistet diese Dissertation einen Beitrag zum Verständnis der
arktischen Küstenerosion innerhalb des Erdsystems unter einem sich ändernden
Klima. Hier beschreibe ich die Mechanismen, die der arktischen Küstenerosion
in großem Maßstab zugrunde liegen, mache Projektionen der arktischen Küste-
nerosion unter zukünftigen Klimaszenarien und diskutiere ihre Entwicklung und
möglichen Auswirkungen innerhalb des Erdsystems. Küstenerosionsprognosen bie-
ten Unterstützung für eine Politik, die sich auf den Schutz und die Planung der
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Küsten konzentriert, und werfen gleichzeitig ein Licht auf die ungewisse Zukunft
der arktischen Umwelt, insbesondere an der Schnittstelle zwischen Land und Meer.
Ich habe gezeigt, dass die arktische Küstenerosion eine relevante Komponente des
arktischen Kohlenstoffkreislaufs ist und daher bei zukünftigen Klimabewertungen
berücksichtigt werden sollte.
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A N E A RT H S Y S T E M M O D E L L I N G P E R S P E C T I V E O N A R C T I C
C O A S TA L E R O S I O N U N D E R C L I M AT E C H A N G E

1 introduction

"Polar ice can retreat markedly to the north at
the end of our century and completely melt in
the middle of next century."

– Budyko (1972)

The first descriptions of climate feedbacks, often accompanied by dramatic climate
projections (e.g. Budyko, 1969, 1972), propelled science to devote a substantial
amount of effort to better understand, model, and assess the future evolution of
the Earth’s climate (e.g. IPCC, 2013). The work presented in this thesis is at least
indirectly inspired by that approach. I set out to better understand, model, and make
projections of Arctic coastal erosion under anthropogenic climate change until the
end of this century. One of the key and novel aspects of the present work is my Earth
system modelling perspective, which allows us to make such future assessments,
nonexistent so far for Arctic coastal erosion.

1.1 Arctic coastal erosion and its underlying mechanisms

The earliest report on Arctic coastal erosion in the English language was probably
made by Ernest de Koven Leffingwell in the early 1900s, in times when a good
portion of scientific advances still consisted of exploring and describing nature
with the bare eye. Leffingwell set off in 1906 on a privately-funded expedition with Leffingwell’s

pioneering
expedition and
early
descriptions of
Arctic coastal
erosion

Danish explorer Ejnar Mikkelsen, with plans to investigate rumors on the existence
of land north of Alaska. Despite the lack of success at finding new land, Leffingwell
made the first detailed description of a large extent of the Alaskan coast after its
initial recognition by Dease and Simpson (1838). Their ship, the Duchess of Bedford,
was later locked on fast ice, destroyed, and the wood was used to build a cabin on
Flaxman Island – a 6-kilometer long barrier island about 4 kilometers away from the
continent. The small island served him as a seasonal shelter until 1914 for further
descriptive work. During his time on Flaxman, Leffingwell described, almost naively
to the modern reader’s eyes, the process that forms the backbone of this thesis.

“Ice is always seen underlying the soil. (...) Immediately over the beach,
the plain ends in a steep mud cliff, which is broken by frequent gullies
(... and) recedes under the action of the elements." – Leffingwell (1908)

The scenario portrayed by Leffingwell is common along the Arctic coast still nowa- The
uniqueness of
the Arctic
coastal
environment

days: ice-rich erosive steep cliffs, often referred to as "coastal bluffs", contouring vast
polygonal tundra plains (Fig.1a). The Arctic coast shows such peculiar characteristics
because of the seasonal see-saw between frozen and unfrozen states, which make
it somewhat special in comparison to its lower-latitude counterparts. Onshore, the
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Arctic coast is dominated by permafrost – perennially frozen soil1 – rich in ground
ice and poorly consolidated sediments (Lantuit et al., 2012; Günther et al., 2015;
Fuchs et al., 2018). Ground ice occurs as massive ice beds underlying the surface
layers, as ice wedges (Fig.1a-b), and as pore ice in ice-bonded sediments (Hequette
and Barnes, 1990). Between 50% and 90% of the permafrost volume is occupied by
ground ice in Yedoma regions, also known as ice-complex deposits, which formed
during the late Plesitocene up to about 12 thousand years ago and are extensive
along the Siberian and Alaskan coasts (Strauss et al., 2013). Offshore, the Arctic coast
is distinguished by the presence of sea ice. Sea ice normally wraps the Arctic coast
during winter months, and retreats further north around summer. Only when sea
ice retreats, can coastal erosion take place. During the sea-ice free, or open-waterThe

open-water
season (OWS)

as a
pre-condition

for erosion

season (OWS), the coast is exposed to storms, and warm ocean waters and atmo-
sphere, becoming vulnerable to erosion. The OWS duration is, therefore, of primary
relevance to determine yearly amounts of Arctic coastal erosion (Overeem et al.,
2011; Barnhart et al., 2014a). Within the OWS, erosion is controlled by a combination
of local conditions.

“Practically the only way such an island as this can be destroyed, is by
wave-cutting at the sides and the consequent direct exposure of the ice to
the sun. This is taking place very rapidly on the seaward side, as freshly
fallen blocks of peat and ice show." – Leffingwell (1908)

Indeed, Arctic coastal erosion is the consequence of thermally and mechanically-
driven mechanisms combined, which Aré (1988) described as follows. Sub-aerial
permafrost thaw and ground-ice melt caused by positive surface air temperatures
make the sediment subside, lose cohesion, and slump. Water from melting groundThe two main

controlling
processes:

thermo-
denudation

(TD) and
thermo-

abrasion
(TA)

ice saturates the soil, flows in thaw streams towards the sea, and facilitates the
slumping of the thawed material. This thermally-driven mechanism characterizes
thermo-denudation (TD, Fig.1c). At the land-sea interface, ocean surface waves abrade
coastal cliffs, while ocean currents transport the eroded sediment offshore. The me-
chanical effect from ocean waves characterizes thermo-abrasion (TA, Fig.1d). Positive
sea temperatures also thaw the submarine permafrost, which grants the thermal
component to TA. However, it is difficult to separate the thermal and mechanical
effects, as they normally occur simultaneously (Aré, 1988). Therefore, TA is often
interpreted as only the mechanical effect from wave abrasion, while the thermal
effect from permafrost thaw is attributed to TD (e.g. Günther et al., 2015; Ogorodov
et al., 2020; Baranskaya et al., 2021).

Sea level plays an important role in determining the effectiveness of TA. Higher
water levels increase the contact area between land and sea, and therefore also cliffThe role of

storms in
water level

setup

abrasion and submarine permafrost thaw. Sea level changes due to tides, however,
are considered negligible in our case, as their amplitude in the Arctic region is
minor compared to the rest of the globe (Fofonova et al., 2014). Tides might play
an indirect role in driving ocean mixing, transporting heat towards the surface,
and thus thinning and breaking sea ice, and eventually favouring the opening of

1 Formally, permafrost is defined as "ground that remains at or below 0
oC for at least two consecutive

years". Salinity in soil pore water may prevent it from actually freezing under negative temperatures,
which characterizes cryotic soil – not necessarily frozen per se, but still permafrost. The "two consecutive
years" implies that the cryotic state must persist during summer (Huissteden, 2020).
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Figure .1: a) Oblique aerial image of Flaxman Island, Alaska, on 9 August 2006, modified
from Gibbs and Richmond (2006). b) Collapsing blocks of permafrost at the Yukon
Coast, Canada, modified from Nicole Couture’s photo in Overduin et al. (2014).
Frontal view of the northern cape of Muostakh Island, Laptev Sea, depicting
the processes of c) thermo-denudation and d) thermo-abrasion. Modified from
Günther et al. (2015). The yellow bar indicates a standing person for scale. e)
The village of Kovalina, located on a barrier Island on the Alaskan Chukchi Sea,
strongly affected by coastal erosion. Photo modified from Sakur (2013), available at:
https://www.bbc.com/news/magazine-23346370. Ice-wedge polygons, typically
20 to 30 meters wide, are visible in both (a) and (b). In (a), one can see the
formation and degradation of thermokarst lakes. The grey, and shiny light-brown
cliff surfaces in (c) and (d), respectively, indicate exposed bodies of massive ice.
Ground ice makes up to more than 80% of Muostakh Island’s volume (Günther
et al., 2015).

polynyas and flaw leads (Holloway and Proshutinsky, 2007). Water level is, however,
effectively setup by storms, which are therefore very relevant for coastal erosion
(Jones et al., 2008). Single storm events during the open-water season contribute
significantly to yearly erosion rates (Cunliffe et al., 2019). Barnhart et al. (2014b) used
time-lapse images to verify that about 40% of erosion occurred during less than 5%
of the open-water season at Drew Point, Alaska, in a case study.

The episodic character of erosion is also associated with TA and the local per-
mafrost morphology. Wave abrasion opens notches at cliff bottoms, often several The role of

ice-wedges and
block-failure
events in
increasing TA

meters deep into the cliff, causing entire blocks of still frozen permafrost to break and
fall into the water or onto the beach, when there is one, characterizing block-failure
events (Fig.1b). As thermoerosional notches are deepened by undercutting waves
(Fig.1d), and the tensile forces increase within the still-frozen hanging permafrost
bluff, rupture planes often occur at the interface between ice wedges and sediment,
where cohesion is less strong (Hoque and Pollard, 2009; Thomas et al., 2020). As a
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Figure .2: The Arctic region. Permafrost-affected soils coverage (Hugelius et al., 2013); upper
ocean bathymetry, depicting the approximate extent of the continental shelf; 1992-
2020 mean September sea-ice extent, defined as the contour of at least 15% sea-ice
concentration (Kaleschke et al. (2001), obtained from the ICDC/CEN/Universität
Hamburg at: icdc.cen.uni-hamburg.de); and long-term mean coastal erosion
rates at coastal segments classified as erosive and with ground-ice content > 0%
(Lantuit et al., 2012). Bathymetry data are displayed on the grid of the Max Planck
Institute Earth System Model in its low-resolution configuration (MPI-ESM-LR),
whose ocean component has a pole over Greenland and mean horizontal resolution
of about 1.5 degrees (GR15).

6
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consequence, episodic block-failure erosion is also dependent on local geomorpho-
logical properties, such as the presence and geometry of ice wedges, and pore-ice as
a cohesive element in the ground.

Sea ice also plays an important role within the open-water season in decreasing
the TA effect. The distance between the sea-ice margin and the coast determines
the fetch for ocean waves to form, while sea-ice floes attenuate their propagation
(Wadhams et al., 1988; Hošeková et al., 2020).

1.2 On the socioeconomic relevance of Arctic coastal erosion

Globally, coastal regions are especially vulnerable to climate change. They are
the first to suffer the direct impact of sea-level rise, affecting millions of people
worldwide (Nicholls and Cazenave, 2010; Rossi, 2019). As a consequence, people
living in coastal areas have a more realistic perception of climate change, according to
Milfont et al. (2014), and are more likely to contribute to cut down carbon emissions
in comparison to populations living in the countryside. In the Arctic, coastal erosion
aggravates the problem, to the point that entire villages are facing the imposing
need for relocation, causing the migration of entire populations as actual climate
refugees (Sakakibara, 2008; Mooney, 2015; Goode and Haner, 2016). On top of the
economic damage, coastal communities fear not being able to preserve their culture
after moving inland (Goode and Haner, 2016).

Arctic coastal erosion causes numerous socioeconomical losses. It damages modern
and historical infrastructure, threatening traditional means of subsistence, such as
fishing and hunting (Larsen et al., 2021). The chronic infrastructure damage also
impedes the installation and maintenance of hydrocarbon industry facilities (Belova
et al., 2018; Brady and Leichenko, 2020). In general, erosion substantially reduces
the land-use potential of the Arctic coast, as large areas become uninhabitable. In Coastal

communities
need to
relocate due to
Arctic coastal
erosion,
characterizing
waves of
climate
refugees

Alaska, as of 2003, 86% of the native villages (i.e. 184 out of the 213) were affected by
flooding or erosion (GAO, 2003). In a follow-up survey, 31 villages were classified
as under “imminent threat" specifically from coastal erosion (GAO, 2009). Out of
those, 12 native villages already decided to relocate. One example that has gained
attention from the media is Kivalina (Fig.1e) (Sakur, 2013; Mooney, 2015; Goode and
Haner, 2016; Thompson, 2017; Walker, 2021), a village of about 400 inhabitants on a
barrier island on the West coast of Alaska towards the Chukchi Sea (Fig.2). Kivalina
awaits the execution of its relocation by the U.S. Federal Government since 2006.
The relocation cost for Kivalina alone was initially estimated at about 250 million
US dollars (Hayes and Corporation, 2006). Considering the number of villages that
already decided to relocate, disregarding the ones that may face this problem only
in the future, one can estimate a pan-Arctic relocation cost on the order of billions of
dollars, at least.

As Arctic coastal erosion removes land, invaluable information is also lost. Archae-
ological sites have already been damaged, causing irreversible heritage data losses
(Jensen, 2020; Nicu et al., 2021). Arctic coastal erosion also modifies historical natural
coastal features (Jones et al., 2008; Larsen et al., 2021). Analyzing historical maps of
the Alaskan coast, Jones et al. (2008) identified that coastal erosion removed entire
capes and small islands, and connected thermokarst lakes with the sea, leading
to the formation of new bays during the past two centuries. Out of seven coastal
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features described by Dease and Simpson (1838), only two were still recognizable as
of the work of Jones et al. (2008), and already threatened by erosion.

At this point, we may want to start asking questions about the future evolution of
Arctic coastal erosion. In order to discuss its variability, we need first to define and,
therefore, be able to quantify erosion, which is also central to the objective of this
thesis.

1.3 On the definitions of coast and coastal erosion

The concept of coast, or shore, is closely related to erosion. The word coast derives
from the old French coste (nowadays côte), with translates to rib2, denoting theOn the

etymology of
‘shore’ and

‘coast’

sides or flanks of a landmass (Oertel, 2005). The word shore evolved from the old
German word Schöre (Oertel, 2005), which relates to the modern German words
Scheren, meaning cutting or scissors, or Scherung, which translates to shear. One
could interpret the first use of the word Schöre, on the one hand, as a reference to
the area that cuts between land and sea or, on the other hand, as a reference to the
shear between land and sea, hence erosion.

On the practical side, several definitions exist for shore and coast. Generally, both
terms can be used interchangeably to refer to the area surrounding the land-sea
interface, although coast may imply a larger scale than shore (Oertel, 2005). Aré (1988)
used a rather broad definition of coast from Zenkovich (1962): "the zone between
the edge of the shore scarp (cliff), on land, and the isobath to which waves locally
transport sediment, in the sea". Barrell (1912) defined shoreface as the "relatively
steep slope developed by breaking waves, which separates the sub-aerial plain
above from the subaqueous below". Cowell et al. (2003) combined the previous
definitions and made a conceptual zonation with respect to the shoreface position,
defining three regions: the backshore, the upper and the lower shoreface. In thisOn the various

definitions of
coast

thesis, I take the definition of Lantuit et al. (2012), which modifies that of Cowell
and distinguishes four regions: onshore, backshore, frontshore, and offshore (Fig.3).
In this definition, the backshore elevation denotes the height of coastal cliffs, and the
onshore zone starts at the clifftop towards inland. The frontshore and offshore zones
correspond roughly to the definitions of nearshore resuspension zone and deposition
zone of Jong et al. (2020), respectively. The resuspension zone is characterized by
shallow waters and active mobilization of the eroded material by waves and currents,
and sediment resuspension. The deposition zone is characterized by deeper waters
and relatively long-term burial of the eroded material into the sediment, where
resuspension is negligible. The extent and effectiveness of the nearshore resuspension
and deposition is relevant to determine the residence time of the eroded material
in the water column, and thus the remineralization of the organic matter therein
(Bröder et al., 2018; Jong et al., 2020).

Coastal erosion is broadly defined as "a morphological change due to loss of
material from a coastal system or subsystem" (Esteves, 2018), or as "the removal
of sediment from the shore area to the ocean due to wave action" (Lantuit, 2008).
In both definitions, there is loss of material, which causes the coast to retreat. In

2 The old French coste also developed to costal in modern English (in parallel to coastal), as an adjective to
refer to the rib cage or the ribs themselves, most commonly used in a medical context (e.g. intercostal
muscles).
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Figure .3: Schematic representation of a typical thermoerosive coastal section, adapted from
the classifications presented in the ACD by Lantuit et al. (2012) and by Jong et al.
(2020).

order to quantify coastal retreat, a reference needs to be established. Shoreline, or On the
definitions of
coastline and
erosion rates

sheared line, refers precisely to the line between land and sea (Oertel, 2005). The
shoreline retreat is thus the horizontal distance between two shoreline positions
apart in time. This method naturally brings the question of shoreline placement.
Arctic coastal erosion observations often place the shoreline at cliff tops, as cliffs are
among the most common – and erosive – formations along the Arctic coast, and can
be identified with remote sensing (Jones et al., 2009; Couture et al., 2018; Irrgang
et al., 2018; Jones et al., 2018). In this dissertation, I use the term coastal erosion rate,
or just erosion rate, expressed in meters per year, to refer to the yearly integrated
shoreline retreat, as commonly used in the literature.

Leffingwell (1919) analyzed the first maps of the Alaskan coast made by explorers
Dease and Simpson (1838) to make the first registered estimates of yearly erosion
rates of "over a hundred feet" (∼30 m) at Drew Point, Alaskan Beaufort Sea coast
(Fig.2). A century later, Jones et al. (2018) used satellite imagery and time-lapse
photography to report rates of up to 22 m/year at the same place. Despite this
apparent and misleading decrease over the course of one century, coastal erosion
rates have increased in response to ongoing climate change.

1.4 Connections and gaps between erosion and climate

Observations show that erosion rates have increased throughout the Arctic in the
past decades, often by a factor of two or more (e.g. Jones et al., 2009; Günther et al.,
2015; Irrgang et al., 2018; Jones et al., 2018; Jones B. M., 2020; Ogorodov et al., 2020).
The increase in erosion rates is explained by the simultaneous decrease in Arctic Observations

show
unanimous
increase in
Arctic coastal
erosion rates

sea-ice cover (Overeem et al., 2011; Barnhart et al., 2014a; Notz and Stroeve, 2016;
Comiso et al., 2017), and increase in surface air- (Serreze et al., 2009; Cohen et al.,
2014) and permafrost temperatures (Biskaborn et al., 2019). The present-climate
Arctic-mean coastal erosion rate is estimated at 0.5 m/year (Lantuit et al., 2012).
Locally, erosion rates are as high as 20 m/year in Drew Point, Alaskan Beaufort Sea,
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and on Muostakh Island, Laptev Sea (Jones et al., 2018; Grigoriev, 2019), for example
(Fig.2). Günther et al. (2015) estimated that about 40% of Muostakh Island had been
lost to coastal erosion and ground subsidence in the course of the previous 62 years.
They expect Muostakh Island to disappear in the coming decade, echoing the early
descriptions of Flaxman Island by Leffingwell (1908), but now in the context of
anthropogenic climate change.

Arctic coastal erosion is expected to accelerate in the future. Arctic surface air tem-
perature and sea-ice cover are projected to exceed their natural range of variability
within the next century (Landrum and Holland, 2020). Arctic surface temperaturesIn the future,

erosion rates
are expected to

increase even
more

will continue increasing at least twice as fast as the global mean (Cai et al., 2018; Cai
et al., 2021), and September Arctic sea-ice is projected to disappear within the next
decades (Notz and SIMIP Community, 2020; Docquier and Koenigk, 2021). The OWS
duration is projected to increase by 2 months per degree of global warming, reaching
6 months averaged along the marginal Arctic seas, in the most aggressive warming
scenarios (Crawford et al., 2021). Despite clear evidence showing that Arctic coastal
erosion might accelerate in comparison to the present-day climate, no dedicated
projections have been made so far. Therefore, the timing, magnitude and sensitivity
of Arctic coastal erosion to global warming remain unknown.

There is a pressing need for comprehensive projections of Arctic coastal erosion,
not only due to its socioeconomic impacts. Also of paramount relevance, is the
permafrost organic carbon (OC) loss from Arctic coastal erosion in response to
climate change (Vonk et al., 2012; Tanski et al., 2019; Tanski et al., 2021). It is
estimated that about 10 Tg of permafrost OC is released due to Arctic coastal erosion
every year, which is about as much as the OC flux all the Arctic rivers combined
(Wegner et al., 2015). Because organic matter is well conserved in the permafrostArctic coastal

erosion releases
substantial
amounts of
permafrost

organic carbon
(OC)

since formation, it degrades relatively fast upon thaw, releasing CO2 and methane
to the surrounding Arctic Ocean and atmosphere (Vonk et al., 2014; Tanski et al.,
2019). Although anthropogenic emissions are about three orders of magnitude larger
(Friedlingstein et al., 2020), Arctic coastal erosion potentially adds to the atmospheric
greenhouse gas concentration (Tanski et al., 2019; Tanski et al., 2021). In the ocean,
the eroded material may sink and remain buried in the sediment (Couture et al.,
2018; Jong et al., 2020), be transported offshore, remineralized and fuel primary
production (Terhaar et al., 2021). The fate of the OC released by Arctic coastal erosion
is currently under debate. A more detailed discussion on the fate of the eroded OC
will follow in Section 4. Dedicated model simulations to estimate the OC flux from
coastal erosion in response to climate change, as well as its degradation pathway
after release, are still needed.

Models for Arctic coastal erosion have substantially improved since the 1980s.
The first models focused only on TA, or submarine erosion, using heat transfer
formulations to represent the opening of notches at the inundated cliff bottoms
(Kobayashi, 1985; Kobayashi et al., 1999). These models work on idealized domains
of cliff and beach slope, and erosion is mainly driven by sea water conditions, such
as sea temperature and water level. The submarine erosion models of Kobayashi
have since been continuously applied to other model developments. Recently, RolphHistorical

modelling
work on

coastal erosion

et al. (2021) coupled Kobayashi’s model with a dynamical storm-surge model,
and obtained good agreement with observed decadal cumulative erosion at Drew
Point, Alaska, and Mamontovy Khayata, Siberia. Hoque and Pollard (2009) added
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a mechanical/torque component to Kobayashi’s model, in order to simulate block-
failure in a theoretical setup. Ravens et al. (2012) simulated block-failure erosion in a
case study at Drew Point, Alaska, using a storm-surge model and Kobayashi’s niche
development formulation. Barnhart et al. (2014b), in a similar approach, added TD
effects with a simple linear parameterization of subaerial erosion as proposed by Aré
(1988), and tested three models for niche development and block degradation: that
of Kobayashi (1985), and two iceberg-melt models (Russell-Head, 1980; White et al.,
1980). Interestingly, they found Kobayashi’s formulation to overestimate the overall
erosion in comparison with observations. The iceberg model of White et al. (1980)
performed best among the three, suggesting similarities in the governing physical
processes.

Up to this point, Arctic coastal erosion models were one or two-dimensional.
Thomas et al. (2020) presented an alternative with more sophisticated mechanics and
thermodynamics, including elastic deformation, heat conduction, and pore water
phase change, to simulate block failure in an idealized three-dimensional polygonal-
tundra domain. Bull et al. (2020) presented a suite of coupled model components, Hierarchy of

high-
resolution
models for
local
application

including that of Thomas et al. (2020), and very high-resolution regional ocean
circulation and surface wave models. The regional ocean model presented by Bull
et al. (2020) had spatial resolution increasing to about 100 meters around the area of
interest, at Drew Point, Alaska. The work of Bull et al. (2020) is certainly the most
comprehensive so far in terms of the physical processes represented, and also likely
the most accurate at reproducing realistic coastal erosion at the local scale. However,
as of yet, it is computationally unfeasible to use their approach to make climate
projections.

There is indeed a movement towards high-resolution models while supercom-
puters become more powerful. Global atmospheric models have been improved to
represent clouds well enough to pass a "Palmer-Turing test"3 at the global scale
(Stevens et al., 2019). However, such simulations are ultra-highly spatially resolved High

resolution is
not enough

and can thus only be conducted for a limited number of days, even when making
use high-performance computing centers. In order to be computationally feasible,
long-term ensemble climate projections, such as those normally presented by the
Intergovernmental Panel on Climate Change (IPCC, 2013), still require coupled
ESMs to be fairly poorly resolved, in comparison to the atmospheric-only storm-
resolving models. This limitation poses challenges for the representation of fine-scale
processes, such as coastal erosion, in climate projections.

The necessity of taking Arctic coastal erosion into account in climate projections is
clear. It poses risks to coastal communities, causes infrastructure and socioeconomic
damages, and releases organic carbon from permafrost to the surrounding ocean
and atmosphere. However, there is a substantial scale gap between coastal erosion The

overarching
goal of this
thesis

and the mechanisms represented by modern ESMs. Fritz et al. (2017) call for holistic
approaches to address the multifaceted problem of the "collapsing Arctic coastlines".
Turetsky et al. (2019) suggest that novel frameworks should be developed, to bridge
the gap between abrupt permafrost thaw and climate projections. This is precisely
what I set out to do. I take this suggestion, and examine Arctic coastal erosion from

3 The Palmer-Turing test, referred to as such by Stevens et al. (2019), is a simple visualization test
presented by Palmer (2016), in which a graphic model output and a satellite image are compared. The
test makes reference to Alan Turing’s test to distinguish artificial intelligence from human intelligence
by comparing answers given to the same questions.
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an Earth system modelling point of view. I develop a novel modelling framework to
fill the scale gap between Arctic coastal erosion and Earth system model simulations.
Thereby, I aim at answering our overarching question:

How will Arctic coastal erosion change in the future with climate?

In the next two sections, I examine this question in detail. On my way to answer it,
I develop a semi-empirical Arctic coastal erosion model compatible with ESMs and
use it to future-climate simulations. I present the first twenty-first century projections
of coastal erosion, and associated OC fluxes, at the pan-Arctic scale. Thereby, we
are able to discuss how the sensitivity of Arctic coastal erosion increase to global
warming changes with time in the future. But first, we need to verify whether
coastal erosion rates respond to mechanisms represented in ESMs. By looking for
this connection, I describe large-scale mechanisms, which work towards closing the
scale gap between erosion and ESMs.

2 large-scale drivers of arctic coastal erosion

My overarching goal is set: to assess the evolution of Arctic coastal erosion under
future climate change. However, an obstacle emerges at the scale gap between ero-
sion and the models that are actually used for climate projections. While coastal
erosion has a spatial scale on the order of meters, state-of-the-art ESMs have spatial
resolution on the order of tens or hundreds of kilometers. The small-scale coastal
erosion variability needs to be embedded, or to respond, to the large-scale mecha-
nisms represented in the ESMs, to allow us to make any statements on Arctic coastal
erosion based on ESM data. In order to verify this link, one could look for empirical
associations between Arctic coastal erosion and large-scale variables, and describe
the underlying causal relationship with a plausible physical mechanism, or a chain
of mechanisms. The mechanisms of Arctic coastal erosion itself are well understood
already for some decades (Aré, 1988), and should stand as a starting point for this
analysis. This prepares us for the first question I address in this thesis.

Q1: How can we link large-scale mechanisms, represented in Earth system mod-
els, with the spatial and temporal scales of Arctic coastal erosion variability?

I answer this question in two complementary steps. First, I link large-scale mech-
anisms represented in ESMs, such as the variability of sea-ice and atmospheric
circulation, with erosion temporal variability at the local scale using in-situ observations
from the Laptev Sea coast. Second, I use ESM grid-scale information on the thermal
and mechanical drivers of erosion to explain its spatial variability at the pan-Arctic
scale. I start investigating the large-scale drivers of Arctic coastal erosion, possibly
counter-intuitively, by taking a closer look at point-observations from the Laptev Sea
coast.

2.1 A closer look at the Laptev Sea coast

In-situ observations of Arctic coastal erosion rates are rare. They are normally made
in large expeditions facilitated by international cooperation agreements (AWI, 2020).
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Coastal erosion rate estimation is therefore more commonly done with satellite Observations
are scarce,
thus statistics
are not robust

imagery (Farquharson et al., 2018; Irrgang et al., 2018), historical aerial photography
(Lim et al., 2020), more recently with images made with drones (Cunliffe et al., 2019),
or a combination of different methods (Lantuit et al., 2011; Günther et al., 2015; Jones
et al., 2018). Usually, the coastline positioning data are identified on images, that are
many years apart from each other. Erosion rates are thus often given as long-term
mean estimates, with decadal or multidecadal temporal resolution. This limitation
makes it challenging to empirically explore the temporal variability of erosion on
shorter time scales.

However, rare exceptions do exist. Here, I make use of such an exception. In-situ
measurements of coastal erosion rates at Muostakh Island and Bykovsky Peninsula,
southern Laptev Sea (Fig.4), have been made by Dr. Mikhail Grigoriev, from the A unique

dataset of
in-situ
observations

Melnikov Permafrost Institute in Yakutsk, Russia, almost every year since the early
1980s until present (Grigoriev, 2019). These data provide, therefore, an extraordinarily
long time series of yearly temporal resolution. This allows us to address the first
part of our first question, on the temporal variability of coastal erosion at the local
scale. I identify4 the main modes of coastal erosion variability in observations with a
Principal Component Analysis (PCA), and by analyzing them in comparison with
ERA-Interim reanalysis (Dee et al., 2011), I link coastal erosion variability with
mechanisms represented at the scales of ESMs.

2.1.1 The role of sea ice

We have already seen how sea ice plays an important role in coastal erosion by
determining the duration of the open-water season (OWS), which has been suggested
as a first-order proxy for erosion (Overeem et al., 2011; Barnhart et al., 2014a). In the
Laptev Sea, sea-ice melt starts normally between May and June, and sea-ice freeze-up
normally starts between October and November, bounding the OWS (Nielsen et al.,
2020). The variability in dates of sea-ice melt and freeze-up contains, thus, important
information to explain coastal erosion variability.

Winter sea-ice anomalies in the Laptev sea serve as indicators for sea-ice melt onset
dates. Krumpen et al. (2013) and Itkin and Krumpen (2017) have shown that sea-ice
transport offshore, driven by surface winds during winter, is a precursor for early
onsets of the OWS in the Laptev Sea. During winter, increasing sea-ice export, hence Winter sea ice

as a precursor
for OWS
duration. . .

decreasing sea-ice cover and volume, associated with the opening of polynyas and
flaw leads, increase ocean-atmosphere heat fluxes. Thin ice, newly-formed in these
openings, is prone to melt earlier than thicker ice in the forthcoming melt season. In
addition, younger and thinner ice allows for more solar shortwave radiation into the
ocean, drawing a positive feedback to ice melt (Perovich et al., 2007). Therefore, such
negative winter sea-ice anomalies anticipate the onset of the OWS and precondition
negative sea-ice anomalies during summer in the Laptev Sea (Krumpen et al., 2013;
Itkin and Krumpen, 2017).

I indeed find the signature of winter sea ice as a precursor to OWS duration in
coastal erosion observations. Winter (February-March-April, FMA) sea-ice coverage
anomalies averaged over the Laptev Sea correspond to the first principal component

4 See Appendix A: Nielsen, D. M., M. Dobrynin, J. Baehr, S. Razumov & M. Grigoriev (2020). "Coastal
erosion variability at the southern Laptev Sea linked to winter sea ice and the Arctic Oscillation".
Geophysical Research Letters, 47, e2019GL086876, https://doi.org/10.1029/2019GL086876
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Figure .4: The location of the southern Laptev Sea key monitoring sites within the Lena River
delta region, shown at the top [corrected reflectance (true color) image from Ter-
ra/MODIS, obtained from NASA Worldview at https://worldview.earthdata.
nasa.gov]. The inset shows the specific monitoring points at Bykovsky Peninsula
and Muostakh Island, adapted from (Nielsen et al., 2020). The bottom picture
shows a cliff on the northeast coast of Muostakh, taken by the author on the 22

nd

of August, 2019. Blocks of unconsolidated sediment are visible equilibrating on
top of each other at the beach, surrounded by thaw mud, and being washed away
by the sea. The distinguished patterned light-brown surface on the cliff wall is an
exposed body of massive ice, likely late-Pleistocene aged (Yedoma). The person
standing on the lower-left corner of the photo is Dr. Mikhail Grigoriev, who has
been monitoring coastal erosion rates almost every year during summer at least
since 1982 at the key monitoring sites.
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(PC1) from erosion (r = −0.68, p < 0.01, see Appendix A for details). Such a . . . and
therefore also
for coastal
erosion

relationship is also found between PC1 and the OWS duration. I suggest, therefore,
that winter sea-ice anomalies work as a precursor for coastal erosion in the Laptev
Sea, as it helps modulate the duration of the OWS. Moreover, I identify that PC1 from
erosion and winter Laptev sea-ice concentration anomalies present predominant
low-frequency variability (period of ∼20 years). By analyzing the variability of
winter sea ice spatially, we note that this low-frequency mode is not exclusive in
the Laptev Sea, but is also predominant over the East Siberian and Chuckchi Seas.
Therefore, I propose that the first mode of coastal erosion variability, identified in
observations, responds to large-scale drivers of the climate system, expressed as
winter sea-ice anomalies identified over the Laptev Sea.

A number of drivers has been proposed to explain the source of low-frequency
variability of Arctic sea-ice. One good candidate driver is the Atlantic Multidecadal
Variability (AMV, Kerr, 2000).5 The low-frequency imprint of the AMV on climate Potential

sources of
low-frequency
sea-ice
variability

has been shown by a number of studies. The AMV modulates precipitation (Enfield
et al., 2001; Knight et al., 2006; Zhang and Delworth, 2006; Ting et al., 2011; Madrigal-
González et al., 2017), surface temperature (Pohlmann et al., 2006; Zhang and
Delworth, 2007; Steinman et al., 2015), Atlantic hurricane frequency (Knight et al.,
2006; Zhang and Delworth, 2006), and terrestrial and marine ecosystems (Edwards
et al., 2013; Rivero-Calle et al., 2015; Madrigal-González et al., 2017; Koul et al.,
2021). Of relevance to this thesis, is the AMV modulation of Arctic sea ice. On
the one hand, it has been long known that Arctic sea ice responds to large-scale
atmospheric circulation patterns (Colony and Thorndike, 1984; Deser et al., 2000).
Positive AMV conditions, in particular, are associated with a pattern of low sea-
level pressure anomalies and cyclonic surface atmospheric circulation, that favour
sea-ice export from the Kara, Laptev and East Siberian seas into the central Arctic
Ocean (Castruccio et al., 2019). AMV-driven cyclonic circulation anomalies are also
associated with increasing cloud longwave radiation, and consequently positive
surface temperature anomalies and sea-ice loss in the Laptev and East Siberian
seas (Castruccio et al., 2019). On the other hand, ocean heat fluxes may also play
a role. With a long climate simulation (i.e. 3,600 years) and simple multiple linear
regression models, Zhang (2015) showed that each the Atlantic and Pacific ocean heat
fluxes into the Arctic exaplain, individually, about one quarter of the multidecadal
variability of September Arctic sea-ice anomalies.

While PC1 in erosion data shows decadal-scale variability, which I linked to low-
frequency winter sea-ice variability, the second principal component (PC2) shows
higher-frequency variability (period of ∼4 years), and is linked with the Arctic
Oscillation (AO) during winter and summer.

2.1.2 The role of the Arctic Oscillation

The AO is the first mode of atmospheric mass variability in the Northern Hemisphere,
derived from the first empirical orthogonal function (EOF) of geopotential heights
(identified in many levels, also in sea level pressure) north of 20

oN (Thompson and

5 The AMV has initially been referred to as Atlantic Multidecadal Oscillation (AMO), although there
is limited data to identify its oscillatory behaviour in observations. It has been shown, with model
simulations, that the periodicity of the AMV is not internally driven, but rather externally forced by
volcanic activity (Otterå et al., 2010; Mann et al., 2020, 2021).
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Wallace, 1998). The AO has a distinct zonally symmetric pattern associated with the
stratospheric polar vortex (Baldwin and Dunkerton, 1999). In general, the AO has
significant effects on surface weather, especially on the intensity and frequency of
storms (Baldwin and Dunkerton, 1999; Thompson and Wallace, 2001), and also on
Arctic sea-ice (Wang and Ikeda, 2000). Over the Laptev Sea, in particular, the AO
has an impact on sea ice both during winter and summer, although via different
mechanisms.

During winter, the positive AO drives surface winds blowing from the southwest
over Laptev Sea, pushing sea ice away from the coast and into the Arctic Ocean
(Rigor et al., 2002). The AO-related winter sea-ice export from the Laptev Sea, driven
by surface winds, leads to the opening of flaw leads and polynyas, which freeze
and replace thick ice by new, thinner ice (Rigor et al., 2002). Once again, thinner iceWinter AO

allows for more efficient heat fluxes from ocean to atmosphere, and is more likely to
melt faster than older and thicker ice, anticipating the onset and thus prolonging the
subsequent OWS (Krumpen et al., 2013; Itkin and Krumpen, 2017). Thus while PC1

is associated with winter sea-ice anomalies with low-frequency variability, PC2 and
the winter AO present higher-frequency variability (period of ∼4 years). Therefore,
the winter AO is linked with erosion variability through high-frequency modulation
of OWS duration, through sea-ice surface-wind transport.

During summer (June-July-August, JJA), the negative AO is associated with pos-
itive surface air temperature anomalies over its polar center of action, including
the Arctic Ocean and Greenland. Ding et al. (2017) described how negative AO-like
summer anticyclonic circulation drives surface warming by adiabatic descent, which
is then reinforced by surface moistening, increasing low-cloud coverage and diffuse
downward longwave radiation. As a consequence, the negative summer AO-related
circulation leads to summer negative sea-ice anomalies (Ding et al., 2017). Therefore,Summer AO

negative summer AO conditions may contribute to erosion via TD, through surface
warming, and TA, through decreasing sea-ice cover and hence increasing the impact
of ocean waves. Moreover, Ogi et al. (2016) showed that positive winter AO condi-
tions, combined with negative summer AO conditions, drive negative September
Arctic sea-ice cover anomalies. I also find that strong erosion rates often follow a
switch in sign from positive winter AO to negative summer AO, and vice-versa.
Taking only extreme-erosion years, significant negative correlations emerge between
the winter and summer AO indices. Therefore, and although the direct correlation
between PC2 and the summer AO index is weaker than that of the winter AO, I iden-
tify the combined effect of both in erosion observations, along with the associated
physical mechanisms.

2.1.3 Implications and limitations for ‘closing the gap’

These results are valid for the Laptev Sea, in specific for the monitoring sites at
Muostakh and Bykovsky, and cannot be directly generalized to the pan-Arctic scale.
One reason is that the large-scale drivers proposed here could play different roles in
other regions. For example, Zhang et al. (2003) proposed that positive AO conditionsRegional

dependency would lead to negative sea-ice anomalies in the eastern Arctic, and positive sea-ice
anomalies in the western Arctic, and vice-versa. Therefore, generalizations should
be made with caution. Nonetheless, this fact does not invalidate the general link I
proposed between fine-scale coastal erosion and large-scale drivers. The example of
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Zhang et al. (2003) shows that these same large-scale drivers may play a different
role in controlling coastal erosion in other regions in the Arctic.

The current generation of ESMs is able to represent general characteristics of both
Arctic sea ice and the AO, although biases with respect to observations do exist.
Such comparative analyses have been performed with the latest three ensembles of
the Coupled Model Intercomparison Project phases 3, 5 and 6 (CMIP3, CMIP5 and
CMIP6, respectively). Arctic-mean biases in the seasonal cycle and decadal trends of
sea ice have improved (Davy and Outten, 2020), although the spatial pattern of trends
is still not well simulated (Shu et al., 2020). Sea-ice persistence in monthly variability Biases in

modern ESMsis generally overestimated (Davy and Outten, 2020). Notz and SIMIP Community
(2020) reported an improvement in terms of sea-ice sensitivity to anthropogenic
CO2 emissions, although most models would be unable to represent a simultaneous
plausible evolution of sea-ice area and global warming. With respect to the AO, most
models are in general able to represent its spatial pattern and frequency spectrum,
despite of biases in location and intensity of its centers of action (Gong et al., 2016).
In fact, the MPI-ESM performed best among a 26-model ensemble from CMIP5 at
representing both the temporal variability and spatial structure of the AO (Jin-Qing
et al., 2013).

Here, I have shown that the first two main modes of coastal erosion temporal
variability, identified in observations at the southern Laptev Sea, are linked with
mechanisms defined at scales relatively larger than those typically used to charac-
terize erosion. Temporal variability of erosion does not only respond to very local
conditions (e.g. storm events) and geomorphological properties (e.g. ground-ice con-
tent, polygonal block and coastal geometry). Taking winter Laptev sea-ice anomalies,
and the summer and winter AO indices as explanatory variables in linear regression
models, we are able to explain a large fraction of the interannual variability of
coastal erosion rates in observations (r = 0.54− 0.76). This is the first step towards
our final goal: to investigate the future evolution of Arctic coastal erosion in the
context of anthropogenic climate change, for which we ought to take an Earth system
modelling perspective.

2.2 An ESM-compatible pan-Arctic coastal erosion model

In the previous section, I have looked at the temporal variability of erosion at two
monitoring sites at the southern Laptev Sea coast. This was a first step forward Temporal vs.

spatial
variability

towards the overarching goal of this thesis. We need now to broaden our spatial
coverage to be able to draw more general conclusions on the relationship between
Arctic coastal erosion and climate change. Next, I examine the spatial variability of
coastal erosion at the pan-Arctic scale.

I take an empirical approach to explain the spatial variability of erosion. I use the
Arctic Coastal Dynamics (ACD) database (Lantuit et al., 2012) as my observational
reference for coastal data, and ERA20C reanalysis (Poli et al., 2016) as my reference
for TA and TD. The ACD is the most up-to-date compilation of coastal erosion
observations and observations-based estimates at the pan-Arctic scale, distributed
along 1314 coastal segments. For each coastal segment, the ACD brings information
on long-term mean erosion rates (time invariant), ground-ice and organic carbon
content, coastal segment dimensions and landform classification. ERA20C is used
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because it covers the time span from the ACD. I harmonize the data by attributing
ERA20C grid cells to ACD individual coastal segments (Fig.5a) in order to examine
empirical relationships between coastal erosion rates and their drivers.
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Figure .5: a) Example of the data harmonization strategy applied between the Arctic Coastal
Dynamics (ACD) database and ERA20C reanalysis for the Bykovsky coastal
segment in the ACD. Purple circles mark the center of the ACD coastal segments.
The green star marks the center of the Bykosvky segment, which is linked to
the closest coastal land grid cell from ERA20C, marked in yellow. Distances
between ERA20C grid cells and the Bykosvky segment are shown in red tones.
The attributed coastal ocean grid cells, marked in light blue, are those adjascent
to it the attributed land coastal cell. I take two "rows" of ocean coastal grid cells,
highlighted by the different tones of blue. b) Scatter plot between observed and
modelled long-term mean erosion rates. Each dot is a coastal segment from the
ACD. Vertical lines represent two standard deviations of uncertainties from our
erosion model. The 1:1 line is shown in dashed grey. Only ACD segments classified
as erosive and with excess ground ice are considered in the model.

With a rather simple linear model, I am able to explain about half of the observed
spatial variability at the pan-Arctic scale (r = 0.71, R2 = 0.50, n = 306, Fig.5).
Previous studies have suggested spatial empirical relationships between erosion and
its environmental drivers individually, at regional levels, or with a smaller number
of data. Hequette and Barnes (1990) found that ground-ice content and ocean-waveOur model

accounts for
about half of

the spatial
variability of

erosion

energy are good linear estimators for coastal erosion rates, and reported significant
predictive power for their combined effect (r ' 0.55− 0.74) at a relatively small
number of coastal stretches (n = 11− 14) at the Beaufort Sea coast. At the pan-Arctic
scale, Lantuit et al. (2012) reported a moderate correlation (r = 0.48, n = 608)
between erosion rates and ground-ice content. However, they did not explore the
role of thawing temperatures or waves – to account for TD and TA, respectively – in
driving the spatial variability of erosion. In our model, spatial variability of erosion is
explained by thawing air temperature and wave exposure, combined with groud-ice
content. Threfore, my results show progress in comparison to previous studies, not
only in terms of correlation strength. We thereby highlight the importance of the
combined effect of coastal erosion drivers in controlling the spatial variability of
erosion.

18



Having explored the temporal and spatial variability of erosion, we are ready to
take a step forward towards the conception of a semi-empirical coastal erosion model
for the pan-Arctic scale. I take the linear relationship derived from observations as
the model’s spatial component, which provides us with dynamic spatial variability
of erosion. Only ground ice, from observations, is assumed constant. The temporal A

semi-empirical
model for
Arctic coastal
erosion

component in the erosion model is represented by a linear combination of the
Arctic-mean thermal and mechanical drivers, to account for the role of TD and TA,
respectively, which provides us with the signal from climate change. Absence of
coastal sea ice is a pre-condition for erosion. My erosion model is compatible with
the scale and processes represented in modern ESMs, it accounts for the main drivers
of Arctic coastal erosion, and explains a large fraction of its spatial variability. In the
next section, I force my erosion model with the latest twenty-first century climate
projections to investigate the future evolution of Arctic coastal erosion.

3 arctic coastal erosion under future climate change

One main concern regarding the erosion of the Arctic coast, is the consequent organic
carbon (OC) loss from permafrost. The degradation of OC-rich permafrost eroded
material could release greenhouse gases to the ocean and atmosphere, affecting
climate and the marine environment. Here, I use my semi-empirical erosion model
to investigate the response of Arctic coastal erosion, and the associated permafrost
OC loss, to climate change in twenty-first century scenarios.

3.1 Abrupt thaw and the permafrost-carbon feedbck

About one quarter of the land surface in the Northern Hemisphere is underlain
by permafrost (Huissteden, 2020), which is estimated to store about twice as much
carbon as the atmosphere (Tarnocai et al., 2009; Hugelius et al., 2013; Friedlingstein
et al., 2020). With ongoing climate change, the degradation of the organic matter The

permafrost-
carbon
feedback is
associated with
large
uncertainties

exposed due to permafrost thaw releases greenhouse gases at amounts enough to
increase surface warming, characterizing the permafrost-carbon feedback (Schaefer et al.,
2014; Schuur et al., 2015). However, this feedback mechanism is associated with large
uncertainties, even in terms of its sign, due to a number of climate-biogeosphere
interactions.

The permafrost region could represent either a net ecosystem carbon sink or
source, which is particularly uncertain with future climate change. Under moderate-
warming scenarios permafrost could, counter-intuitively, represent a net carbon
sink, due to increasing net primary production (NPP) enhanced by longer and more
efficient plant-growing seasons in temperature-limited high latitudes, compensating
for permafrost-carbon emissions (Schuur et al., 2009; McGuire et al., 2018). Only
under more aggressive warming scenarios would permafrost become a net source.
In addition, the sign of the permafrost-carbon net balance does not only depend on
temperature, but also on the CO2 concentration itself, as it also plays a role in NPP
through CO2 fertilization (Kleinen and Brovkin, 2018). Furthermore, soil drying upon
warming accelerates bacterial activity and organic matter decomposition, which
would in principle increase greenhouse gas emissions, and thus contribute positively
to the feedback. However, soil drying suppresses methane emissions in specific, not
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CO2 emissions. Therefore, soil hydrology also adds to the uncertainty related to the
sign of the permafrost-region feedback. Despite the uncertainties, the representation
of permafrost has improved in the most recent ESM generations in terms of gradual
thaw, such as active-layer dynamics (e.g. McGuire et al., 2018; Burke et al., 2020).
However, abrupt permafrost thaw is not yet represented in the current generation of
ESMs (Turetsky et al., 2019, 2020).

Abrupt permafrost thaw, or sudden permafrost collapse, comprises thermokarst,
the erosion of hill slopes inland, riverbanks and coastal cliffs – all of which have
not yet been considered in climate projections so far (Turetsky et al., 2019, 2020).
Abrupt permafrost thaw contributes positively to the permafrost-carbon feedback,
and could completely offset the effect of the increasing uptake by primary produc-
tion in intermediate-emission scenarios (Turetsky et al., 2020). Future greenhouseAbrupt thaw

could be key
piece of the

puzzle

gas emissions from permafrost could thus be underestimated by up to 40% (Turetsky
et al., 2020). Arctic coastal erosion can account for a large portion of this amount.
Abrupt permafrost thaw is listed as one of the "10 top new highlights in climate
science", to which priority should be given in future research (Pihl et al., 2021). It has
been proposed that novel, holistic and multidisciplinary approaches should be de-
veloped to enable the representation of abrupt permafrost thaw in ESM simulations,
in order to improve climate projections (Fritz et al., 2017; Turetsky et al., 2019).

There is, therefore, a pressing need for improved projections of Arctic coastal ero-
sion. In addition to its socioeconomic relevance, the associated OC release contributes
to the uncertain permafrost-carbon feedback. Moreover, key climatic variables, such
as Arctic-mean surface air temperature and sea ice cover, are projected to exceed
their natural range of variability within the next decades (Landrum and Holland,
2020). Therefore, Arctic coastal erosion and the associated permafrost OC loss are
expected to increase in the future. However, the magnitude, timing and sensitivity
of Arctic coastal erosion to global warming are still unknown, which frames our
second research question.

Q2: How will Arctic coastal erosion change with climate until the end of this
century? And how large would the associated organic carbon loss from per-
mafrost be?

With my semi-empirical model in hands, we are able to simulate the evolution of
Arctic coastal erosion and its associated organic carbon loss from permafrost. I force
our erosion model with a 10-member ensemble of historical and future scenario
simulations performed with the Max Planck Institute Earth System Model (MPI-
ESM, Mauritsen et al., 2019) for the Coupled Model Intercomparison Project phase 6

(CMIP6, O’Neill et al., 2016). With this ensemble, I also force the Wave Model (WAM,
The WAMDI Group, 1988) to generate ocean surface waves. MPI-ESM and WAMCMIP6-based

ensemble
projections

simulations provide us with the thermal and mechanical drivers of erosion for our
model, respectively. I use ground-ice content from the ACD (Lantuit et al., 2012),
which we assume to be constant over time. Sea-ice information is also obtained from
MPI-ESM, since open-water is a condition for erosion to take place. I translate our
erosion rates into OC projections by combining them with ACD data (i.e. organic-
carbon and ground-ice content, and coastal segment dimensions). I present the first
twenty-first century projections of coastal erosion at the pan-Arctic scale.
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3.2 How much carbon will erode from the Arctic coast?

I project6 the Arctic-mean coastal erosion rate to roughly double from 0.9 m/year
during the historical period (1850-1950) to between 2.0±0.7 and 2.6±0.8 m/year by
the end of the twenty-first century (2081-2100) under CMIP6 moderate and high-
emission scenarios, i.e. shared socioeconomic pathways (SSP) SSP2-4.5 and SSP5-8.5,
respectively. I find that, even in the intermediate scenario of climate change, the The first

21st-century
projections of
Arctic coastal
erosion

Arctic-mean erosion is projected to very likely (at least 90% probability) emerge
from its historical range by mid twenty-first century, increasing consistently and
significantly to values unseen before in the past century. Analogously, I project
the pan-Arctic organic carbon loss from permafrost, due to coastal erosion, to also
roughly double from about 6.9 TgC/year during the historical period to between
13.1 and 17.2 TgC/year by the end of the century, following the intermediate and
high-emission scenarios, respectively. In total for the period 1900-200, I estimate
cumulative permafrost OC losses due to Arctic coastal erosion at 1.9 PgC (1.3-2.5
PgC, Fig.6). Long-term cumulative OC-loss estimates do not differ substantially
between scenarios because yearly OC fluxes start diverging only after the second
half of the 21

st Century.
My results help constrain previous estimates of OC losses from abrupt permafrost

thaw. Turetsky et al. (2020) estimated cumulative permafrost OC losses from abrupt
thaw in the same period at between 8.9± 2.3 PgC and 18.1± 4.8 PgC following
intermediate and high-emissions scenarios, respectively. However, their OC loss pro-
jections have limitations that impede a direct comparison with my results. First, their
definition of abrupt thaw is broader than only coastal erosion. Turetsky et al. (2020)
included inland abrupt-thaw processes, such as hill-slope erosion and thermokarst
lake formation and degradation. Moreover, they did not distinguish between inland Previous

abrupt-thaw
projections

hill-slope erosion and coastal erosion, assuming a historical pan-Arctic erosion mean
rate significantly larger (i.e. 6.5 m/year) than that of coastal erosion alone (i.e. 0.9
m/year, this study). Second, Turetsky et al. (2020) assumed erosion rates to increase
linearly over time, following the mean rate of increase from gradual permafrost
thaw. Third, they forcefully created diverging scenario projections by changing
abrupt-thaw rates in the intermediate-emission scenario, so that a 50% difference in
cumulative OC loss was obtained with respect to the aggressive-emission scenario
by 2300. Here, I use a semi-empirical model to dynamically simulate changes in
both the spatial and temporal variability of Arctic coastal erosion, responding to
dynamical changes in its main thermal and mechanical drivers. Therefore, I improve
the representation of one specific form of abrupt permafrost thaw, and thereby take
a first step to help constrain the uncertainties in the estimates made by Turetsky
et al. (2020).

Arctic coastal erosion could represent a major fraction of net changes in the
permafrost-region carbon by the end of the century. However, large uncertainties
in the permafrost-region carbon response to climate change make it difficult to put
my results into perspective. For example, McGuire et al. (2018) showed contrasting
results from an ensemble of models representing dynamic permafrost and vegetation.

6 See Appendix B: Nielsen, D.M., Pieper, P., Barkhordarian, A., Overduin, P., Ilyina, T., Brovkin, V., Baehr,
J. & Dobrynin, M. "Projected increase of Arctic coastal erosion and its sensitivity to warming in the 21

st

Century" – under review in Nature Climate Change. Preprint available at: https://doi.org/10.21203/rs.
3.rs-634673/v1
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Figure .6: Cumulative permafrost organic carbon (OC) loss due to Arctic coastal erosion.
The accumulating period starts in 1900 for consistency with Turetsky et al. (2020).

On the one hand, in an intermediate-emission scenario, the permafrost region could
represent either a source or a sink of about 70 PgC by 2300 depending on the
model, and most of the changes would occur before 2100. On the other hand,
in an aggressive-emission scenario, the permafrost region would represent a net
source of between 74 and 652 PgC by 2300 in all models, and the most pronounced
changes would occur after 2100 (McGuire et al., 2018). Qualitatively similar resultsCoastal erosion

is a relevant
component of

the permafrost-
carbon

feedback

were presented by Kleinen and Brovkin (2018) using MPI-ESM. They simulated net
cumulative changes in the permafrost region carbon of between +7 (land uptake)
and -11 (loss) PgC by 2100 following an intermediate and a high-emission scenario,
respectively. Comparing my estimates with the results of Kleinen and Brovkin (2018),
Arctic coastal erosion could thus account for between about 17% and 26% of the net
changes by 2100, either contributing to a net loss, or counter-acting a net uptake.
Noteworthy, these relatively large fractions are compared to cumulative net changes
in the permafrost-region carbon balance. The net changes are between one and two
orders of magnitude smaller than its components, i.e. soil heterotrophic respiration
and primary production, which act to nearly cancel each other. Both soil respiration
and primary production respond linearly to global mean surface air temperatures
(SAT) in the simulations of Kleinen and Brovkin (2018).

Arctic coastal erosion also responds linearly to global-mean SAT, which character-
izes its sensitivity to climate change. The sensitivity of erosion to climate follows
the pattern of Arctic Amplification (AA, Serreze et al., 2009) after its onset in the
mid 1970s. The AA is quantified as the sensitivity of the Arctic-mean SAT to theErosion

sensitivity to
climate follows

the Arctic
Amplification

global-mean SAT. At the AA onset, erosion sensitivity increases from values non-
significantly different from zero to about 0.4-0.5 m year−1 oC−1 during the second
half of this century. In terms of OC loss, the erosion sensitivity is estimated at about
2.3-2.8 TgC year−1 oC−1 The increase in sensitivity follows the AA because, from
the 1970s onward, the correlation between erosion and Arctic-mean SAT increases
driven by the increasing trends. Once both the thermal and mechanical drivers of
erosion respond to Arctic-mean SAT, AA causes Arctic coastal erosion to accelerate
in the future in response to global warming.
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My Arctic coastal erosion and OC loss projections are associated with relatively
large uncertainties. The largest fraction of uncertainties originates from the empirical
estimation of the erosion model coefficients. The fraction of erosion-model uncer-
tainties increases with time in simulations: from about 76% during the historical
period to up to 97% by the end of the century. The remaining and smaller fraction of
uncertainty stems from the ensemble spread. In addition, the erosion model assumes
linear additive contributions from the thermal and mechanical drivers of coastal
erosion. Synergistic, or amplifying effects, could however take place. This highligts
the need for further work at improving coastal erosion modelling at the pan-Arctic
scale.

Our projections of coastal erosion rates should inform policy makers with a focus
on socioeconomic planning and the sustainable future of Arctic coastal communities.
In addition, our projections of OC loss from permafrost lay out the path for future
work to investigate the impact of coastal erosion on the changing Arctic Ocean,
specifically on its role as a carbon sink of global relevance. Some of this work is
already ongoing, as presented next.

4 an application in arctic ocean biogeochemistry modelling

The permafrost-carbon feedback is often mentioned as a point of concern associated
with Arctic coastal erosion (e.g. Vonk et al., 2013; Turetsky et al., 2019), which assumes
a consequent increase in atmospheric greenhouse gas concentrations. Although
recent work has shown that the erosion of specific coastal landform types does
release CO2 directly to the atmosphere (Tanski et al., 2019; Tanski et al., 2021),
there are still large uncertainties regarding the degradation pathway of the organic
matter released by erosion in the ocean. In fact, it is not clear how much Arctic
coastal erosion actually contributes to an increase in atmospheric greenhouse gas
concentrations. There are mechanisms, that could buffer or even counteract the effect
of Arctic coastal erosion, which should not be taken for granted. Two examples The fate of the

OC released by
coastal erosion
is uncertain

are: 1) The eroded material can directly sink and be buried in the ocean sediment
for millennia, having little or no influence on the atmosphe; and 2) The eroded
material can fuel marine primary production, which in turn decreases the oceanic
concentration of CO2, enhancing atmospheric uptake, and thus actually decreasing
atmospheric greenhouse gas concentrations. The latter mechanisms draws an even
negative feedback from Arctic coastal erosion to global warming. Therefore, large
uncertainties regarding the fate of the OC released by coastal erosion in the ocean
still remain. In this section, I take the first steps towards closing this gap with an
Earth system modelling setup. I investigate the degradation of the permafrost OC
released in the ocean by coastal erosion at the pan-Arctic scale using a comprehensive
ESM, including the representation of ocean biogeochemistry. I aim at answering the
question posed by Wheeling (2019):

4.1 ‘Where does the carbon go when the permafrost coast erode?’

Here, I discuss the mechanisms relevant to determine the fate of the OC released
by erosion in the ocean, in parallel to illustrating preliminary modelling results. I
use MPI-ESM with a modified version of the Hamburg ocean carbon cycle model
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(HAMOCC, Ilyina et al., 2013), in which OC fluxes from Arctic coastal erosion
are included. I prescribe a constant pre-industrial OC flux of 6.7 TgC/year from
Arctic coastal erosion, estimated in the previous section (Nielsen et al., 2021). YearlyDescription of

the modelling
strategy

fluxes are distributed on daily resolution to allow for a realistic seasonal cycle,
based on positive air temperatures and ocean surface waves (i.e. the thermal and
mechanical drivers of erosion). Our simulations are initialized and reproduce the
dynamics of a pre-industrial control simulation performed with MPI-ESM for the
CMIP6 exercise, and conducted for 350 years. We examine the the last 50 years of
simulations, when a new steady state in the upper Arctic Ocean is achieved. In order
to encompass the uncertainties surrounding the degradation pathway of the OC
released by erosion, six simulations are performed. The simulations differ in terms
of two important organic matter characteristics, namely C/N ratios and POC-DOC
fractions. By making combinations of different C/N and POC-DOC scenarios, we
investigate the role of primary production, and the residence time of organic matter
in the water column, which ultimately control the fate of the OC released by coastal
erosion.

The residence time of the eroded material in the water column is important to
determine the time scale of remineralization. When the eroded material sinks and is
buried in the ocean-bottom sediment, remineralization occurs at long (i.e. millennial)
time scales (Vonk et al., 2012; Bröder et al., 2018). The fraction of the eroded material
that settles in the sediment in uncertain. It has been estimated that between 13%
and 65% of the OC released by erosion is buried in the sediment (Hilton et al., 2015;
Couture et al., 2018; Grotheer et al., 2020). The sinking velocity of the eroded materialPOC sinks

into the
sediment,

where reminer-
alization is

slow

is proportional to its size, conventionally referred to as being either particulate or
dissolved. While particulate OC (POC)7 sinks relatively fast into the sediment (3.5–5.0
m/day in a simplified HAMOCC configuration, in accordance to Martin et al., 1987;
Kriest and Oschlies, 2008), dissolved OC (DOC) stays longer in suspension in the
water column (represented as a passive tracer in HAMOCC), allowing for more
effective remineralization. After settling in the sediment, the exchange of material
between water column and sediment still takes place due to resuspension.

In the Arctic Ocean, resuspension is primarily driven by ocean surface waves and
storms, by increasing bottom shear stress (Lavelle et al., 1984; Wegner et al., 2013;
Klein et al., 2019). Resuspension prolongs the time of residence of the terrigenous OC
in the water column (Jong et al., 2020). The transport of sediment by resuspension,
as it is forced by surface conditions, decreases with increasing depth, and is thus
limited to the nearshore resuspension zone. The extent of the nearshore resuspension
zone is expected to be relatively large on the Siberian shelf, as it covers kilometers at
depths of less than 20 meters (Fig.2). Therefore, resuspension plays an important role
in increasing remineralization of OC from Arctic coastal erosion. However, the effectResuspension

and the
POC-DOC

fraction
scenarios

of ocean surface waves and storms on producing resuspension is not represented
in MPI-ESM, which causes the residence time of the eroded material in the water
column to be reduced. Although the OC flux from coastal erosion into the Arctic
Ocean is mostly in the particulate form (Sánchez-García et al., 2011; Tanski et al.,
2016), we include part of the OC as DOC to allow for longer residence times. A
POC-DOC fractioning of the OC released by erosion is meant to compensate for the

7 For the sake of simplicity, here we use organic carbon to refer to organic matter, although the latter would
also include other elements than carbon, such as oxygen, nitrogen, and phosphorus.
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effect of a quasi-permanent sedimental burial, and thus allowing for more time for
remineralization. The OC input is then given as either 90% POC and 10% DOC, or
10% POC and 10% POC. These two extreme POC-DOC fraction scenarios encompass
a wide range of possibilities, and thus also allows us to examine the sensitivity of
the simulated changes to differing residence times and remineralization rates.

Another governing factor to determine the fate of the organic matter released
by erosion is its nutrient content, as it controls the pace of primary production.
Coastal erosion is estimated to fuel about one-fifth of the Arctic marine primary
production (assuming a direct OC release into the ocean, Terhaar et al., 2021). In Primary

production is
limited by
nutrient
availability

turn, primary production consumes DIC and thus increases the Ocean’s capacity
to take up atmospheric CO2. However, primary production in the Arctic Ocean is
limited by the availability of nutrients, in specific nitrate (Vancoppenolle et al., 2013).
The remineralization of OC releases CO2 and inorganic nutrient compounds, such
as nitrate and phosphate. Thus, the larger the nutrient load in the OM released by
erosion, the more it allows for primary production, as it is remineralized.

The carbon-nutrient (or carbon-nitrogen) ratio (C/N) of marine organic matter
ranges typically about 7 or 8 (precisely 6.625 in HAMOCC, Redfield, 1934; Takahashi
et al., 1985). Permafrost C/N values are substantially larger than those in organic
matter from the ocean. For example, Couture et al. (2018) reported C/N values
of 15.1±3.7 (mean ± standard deviation) from 50 samples taken within 282 km
along the Yukon coast, Canada (Fig.2), with minimum and maximum values ranging
between 11.3 and 25.9. Fuchs et al. (2020) and Wetterich et al. (2020) reported C/N
values of 12.7±3.5 from the Lena River delta region in Siberia. Here, I use three Coastal

permafrost
C/N ratio
scenarios

values of C/N to represent the organic matter from coastal erosion: 10, 14 and
18, comprehending the range reported in the literature (Schirrmeister et al., 2011;
Couture et al., 2018; Fuchs et al., 2018; Jongejans et al., 2018; Fuchs et al., 2019, 2020;
Wetterich et al., 2020; Bristol et al., 2021; Tanski et al., 2021). Once the fixed C/N
value of the marine organic matter in HAMOCC is lower than that of permafrost,
the excess carbon is given to the model as dissolved inorganic carbon (DIC), which
assumes a fraction of instantaneous remineralization. This assumption is backed-up
by recent field experiments, that show that OC from erosion is ‘rapidly’ lost to CO2

upon thaw (Tanski et al., 2019; Tanski et al., 2021). As of yet, I examine the effect of
OC release from coastal erosion on air-sea CO2 fluxes in the Arctic Ocean.

The Arctic Ocean acts as an important sink of atmospheric CO2. It is estimated
to account for up to ∼ 14% of the world’s Ocean CO2 uptake, although it covers
less than 4% of the world’s Ocean area, and remains partially covered by sea ice
year-round (Bates and Mathis, 2009). The CO2 uptake in the Arctic Ocean is among
the largest in the globe per unit area (Laruelle et al., 2014). The Arctic Ocean is such
an efficient CO2 sink for two main reasons. First, the solubility of gases is higher
at low water temperatures (Henry and Banks, 1803). Second, primary production
during the summer months consumes DIC and thus increases the air-sea CO2-
concentration gradient (Bates and Mathis, 2009). Observations-based assessments The Arctic

Ocean is an
important
CO2 sink

have estimated the Arctic Ocean’s (north of 66
oN) CO2 uptake at 66 – 199 TgC/year

(Bates and Mathis, 2009) and 50 – 310 TgC/year (Yasunaka et al., 2018), although
large uncertainty ranges remain. Dedicated modelling studies have estimated the
Arctic Ocean’s CO2 uptake at 59 TgC/year (Manizza et al., 2011), and more recently
at 139–167 TgC/year (Manizza et al., 2019) for the present-day climate, which lie well
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within the observational range. Manizza et al. (2019) reported a decrease in the Arctic
Ocean’s sink capacity in recent decades, despite the also decreasing sea-ice cover.
The sign of future trends is uncertain, as competing mechanisms come into play
(Vancoppenolle et al., 2013; Manizza et al., 2019; Woosley and Millero, 2020). Here,
we focus on the Arctic Ocean’s CO2 sink capacity during pre-industrial conditions.

4.2 Coastal erosion decreases the Arctic Ocean’s CO2 sink capacity

The Arctic Ocean takes up about 67 (64–71) TgC/year of atmospheric CO2 in our sim-
ulations when the OC flux from Arctic coastal erosion is included (Fig.7a). Between
parentheses is the maximum range in our 6-member ensemble. Our simulated mean
value is about 10 TgC/year lower than the reference, where coastal erosion fluxes
are not included (Fig.7b). Therefore, Arctic coastal erosion yields a 13% (8–17%)Preliminary

modelling
results

reduction of the annual-mean Arctic Ocean CO2 uptake in our simulations (Fig.7c).
The proportional difference is larger if one excludes the regions of direct Atlantic
influence from this analysis (i.e. the Baffin Bay, the Greenland, Norwegian and
Barents Seas), where the uptake is substantially larger mainly due to perennially
low sea-ice cover, and the erosion input is relatively small. Considering this smaller
inner-Arctic domain, the Ocean uptake of CO2 decreases by about 31% (18–41%)
from 34 TgC/year in the reference run to 23 (20–28) TgC/year when the OC flux
from coastal erosion is included. The decrease in the Arctic Ocean’s CO2 uptake is
robust in all of our six simulations.

The magnitude of the simulated decrease in Arctic Ocean’s CO2 sink capacity
(∼ 10 TgC/year) is about 1.5 times larger than the OC flux from coastal erosion itself
(∼ 7 TgC/year). The reason for this result is twofold. First, the remineralization of
organic matter released by erosion increases surface DIC, which acts to decrease the
CO2 imbalance between ocean and atmosphere. Second, OC remineralization also de-
creases alkalinity, which in turn decreases the ocean capacity to retain CO2. AlthoughThe amplifying

effect of ocean
alkalinity

primary production does increase in all of our scenarios, which acts to decrease DIC
and increase alkalinity, the effect of DIC increase through remineralization of the
high-C/N organic matter, and the associated alkalinity decrease, takes over. During
the entire simulation period, and in all scenarios, DIC is consistently larger, and
alkalinity is consistently lower, when coastal erosion is represented, in comparison
to the reference. In summary, our results suggest that Arctic coastal erosion acts to
drive ocean CO2 outgassing, regardless of C/N ratios, effectiveness sediment burial
and remineralization rates – the latter two indirectly assessed through the different
POC-DOC fractions. The simulated changes are, however, not spatially uniform.

The largest changes are simulated over the eastern Arctic shelf, in the Laptev
and East Siberian Seas, where OC fluxes from coastal erosion are relatively large
(Fig.7c,d). Coastal erosion turns a large portion of this region from a net sink into
a net source of CO2 (Fig.7a,b). This switch in flux sign is robust across all of our
six simulations. According to previous modelling studies, riverine fluxes of organicSiberian shelf:

from net sink
to net source of

CO2

and inorganic carbon and nutrients could turn the Beaufort and Laptev Sea regions
from net sinks into net sources of CO2 as well, both in present-climate (Terhaar et al.,
2019) and in pre-industrial (Lacroix et al., 2020) conditions. The latter was also based
on MPI-ESM simulations, modified to include riverine carbon and nutrient fluxes.
These results are in accordance with observations, where a heterotrophic (i.e. net
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Figure .7: Air-sea CO2 fluxes, expressed in mass of carbon, in the simulations including
Arctic coastal erosion (ensemble mean) (a), in the CMIP6 reference (b), and the
difference between the two (c). Long-term annual means are calculated from the
last 50 years of simulations. The version of MPI-ESM was used so that simulations
are identical to the CMIP6 reference, except for the Arctic coastal erosion input.
Since we are using the one-way coupling configuration (i.e. HAMOCC does not
influence atmosphere neither ocean), the ocean dynamics in our simulations is
still identical to the reference. The pre-industrial OC flux from coastal erosion
is displayed in (d). Pan-Arctic totals are displayed on the upper-right corners of
each panel for the entire Arctic circle (grey), and excluding regions of Atlantic
influence (black), where coastal erosion is negligible. The two integrating domains
are illustrated in the map on the upper-right panel. Positive values (blue) represent
downward fluxes, from the atmosphere into the ocean.

sink) state of the East Siberian and Laptev Seas has also been verified (Anderson
et al., 2009). Recent expeditions suggested autotrophic (i.e. net source) conditions
for the East Siberian Sea (Humborg et al., 2017). However, the latter was conducted
within summer months, where indeed a CO2 uptake is expected. The year-round
net metabolic state of the Siberian shelf is determined by a fine balance between a
number of mechanisms.

In an elucidating sensitivity study, Wåhlström et al. (2013) showed that the Laptev
Sea outgasses in spring and autumn, while takes up CO2 during summer. On the Mechanisms of

air-sea CO2
exchange in
the Laptev Sea

one hand, during spring, riverine DIC and DOC loads causes a CO2 accumulation
before sea-ice melts to allow for the air-sea exchange. During autumn, increasing
storms and decreasing riverine discharge cause the ocean stratification to virtually
disappear in shallow regions, and the surface becomes supersaturated in CO2 with
respect to the atmosphere. On the other hand, during summer, low-sea ice area and
high solar incidence and water temperatures steeply enhance primary production,
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which consumes CO2 making the surface ocean undersaturated with respect to the
atmosphere. In addition, the residence time of OC in the Siberian shelf is relatively
long, estimated at 1-2 years (Sharples et al., 2017), which allows for more time for
remineralization, and thus increasing the overall impact of erosion fluxes. Under
present-climate conditions, the sign of the year-round net flux in the Laptev Sea
would be, therefore, determined by the combination of the duration of the open
water season, riverine loads of carbon and nutrients, wind speeds and storms
driving vertical mixing, primary production and its controlling factors, such as light
availability and water temperature (Wåhlström et al., 2013). Among these factors,
Arctic coastal erosion acts to drive a net CO2 flux ocean to atmosphere.

Our preliminary results suggest that Arctic coastal erosion indeed contributes to
increase atmospheric CO2 concentrations, due to a decrease in the Arctic Ocean’s
CO2 sink capacity. The magnitude of the decrease in the ocean CO2 sink capacity is
about 1.5 times larger than the permafrost OC loss due to coastal erosion itself. This
amplification stems from the effect of decreasing ocean alkalinity, which results from
the OC remineralization, in addition to the effect of increasing DIC. These results,
of still ongoing work, reflect only pre-industrial conditions as of yet. Historical andLimitations

and future
work

future-scenario simulations should be conducted to investigate the sensitivity of
these results to changes due to climate change. For example, decreasing sea-ice cover
and increasing surface temperatures could increase primary production, acting to
increase the ocean sink capacity. In addition, this modelling analysis assumes that
all the permafrost OC loss due to erosion is released into the Arctic Ocean directly.
However, Tanski et al. (2021) recently showed that a large fraction of the eroded
OC is degraded still onshore, if the transport towards the sea is slow, such as in
retrogressive thaw slumps and in TD-dominated high-cliff coastlines. A direct OC
release to the sea would take place at block-failure and low-cliff TA-dominated
coasts (Tanski et al., 2021). Thus, if the OC from erosion is released directly into the
atmosphere as CO2, the amplifying effect resulting from decreasing ocean alkalinity
could be smaller.

Here I have taken the first steps towards tracing the fate of the OC released by
Arctic coastal erosion using a comprehensive ESM. Our preliminary results indicate
a robust decrease in the Arctic Ocean’s CO2 sink capacity during pre-industrial
conditions, obtained in all simulations conducted with a wide range of C/N and
POC-DOC scenarios. Thereby, these results shed light on the yet still uncertain sign
of the Arctic coastal erosion effect on air-sea CO2 exchange.

5 summary and conclusions

In this section, we objectively go through the research questions I posed in this
thesis, directly followed by the answers I provided to them. In the final section, we
discuss whether the gaps posed initially were actually closed in the course of this
thesis, within a broader context, and look out to suggest future work that could be
done to fill the remaining gaps.
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5.1 Answers to research questions

We set out to better understand, model, and make projections of Arctic coastal
erosion under the the context of the ongoing anthropogenic climate change. I took
an Earth system modelling perspective to be able to reach this goal. The need for this
perspective made us spend a good effort at closing the scale gap between erosion,
identified at scales on the order of meters, and ESMs, which have spatial resolution
on the order of tens or hundreds of kilometers. Although our primary goal was
clearly stated, closing the scale gap was our underlying quest. This sets the two
research questions I posed in this thesis:

Q1: How can we link large-scale mechanisms, represented in Earth system mod-
els, with the spatial and temporal variability of Arctic coastal erosion?

In Section 2, I provided answers to this question in two complementary steps.
First, I looked at the temporal variability of coastal erosion locally, using point-
observations from the Laptev Sea (Grigoriev, 2019). Then, I examined the spatial
variability of erosion at the pan-Arctic scale, using long-term erosion rates estimates
from the ACD (Lantuit et al., 2012). In terms of the temporal variability of erosion, I
verified that:

• The two first main modes of coastal erosion variability, identified in yearly
in-situ observations from the southern Laptev Sea coast, at Bykovsky Peninsula
and Muostakh Island, are linked with mechanisms represented in ESMs, at
scales larger than those typically considered for erosion.

• The first main mode of coastal erosion variability is linked with low-frequency
(period ∼20 years) winter sea-ice cover anomalies averaged over the Laptev
Sea. The predominant low-frequency variability in sea-ice over the Laptev
Sea preconditions early onsets, and hence prolongs the following open-water
season. The longer the open-water season, the more coastal erosion, to a
first-order approximation.

• The second main mode of coastal erosion variability is linked with higher-
frequency variability (period ∼4 years) in the Arctic Oscillation (AO) during
winter and summer. On the one hand, positive winter AO conditions drive a
large-scale circulation pattern associated with negative sea-ice anomalies in the
Laptev Sea, dragged by surface winds, thus also anticipating the onset of the
open-water season. On the other hand, negative summer AO conditions drive
a large-scale circulation pattern associated with surface warming and sea-ice
loss. Therefore, the winter AO contributes to coastal erosion in the Laptev Sea
by prolonging the open-water season, while the summer AO contributes to TD
by increasing permafrost thaw, and to TA by decreasing the wave-attenuation
effect of sea ice, and increasing the fetch for ocean surface waves.

• The local temporal variability of coastal erosion rates, measured at the Laptev
Sea, does not only respond to local environmental conditions and geomorpho-
logical properties, but also to mechanisms represented at scales compatible
with and represented in ESMs, such as the AO and Laptev-Sea wide low-
frequency winter sea-ice variability.
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Considering the Earth system modelling perspective, not only do we need the
local temporal variability of erosion to be compatible with the scale and mechanisms
represented in ESMs. We also need to represent the spatial variability of erosion at
the pan-Arctic scale. In this respect, I verified that:

• About half of the spatial variability in long-term coastal erosion mean rates is
explained by ground-ice content, combined with the mechanical and thermal
drivers of erosion, i.e. ocean-surface wave and thawing temperature exposure.
This result stands as the first successful empirically-derived description of the
spatial variability of coastal erosion , as a function of its main drivers, at the
pan-Arctic scale.

The answers to the first question allowed us to present a semi-empirical coastal
erosion model at the pan-Arctic scale, compatible with the scales and mechanisms
represented in ESMs. With this model in hands, I was able to asses the evolution of
Arctic coastal erosion under future climate change scenarios, and thus address the
second question of this thesis.

Q2: How will Arctic coastal erosion change with climate until the end of this
century? And how large would the associated organic carbon loss from per-
mafrost be?

I answered this question in Section 3 by forcing our coastal erosion model with a 10-
member ensemble of future climate and surface ocean wave simulations performed
with the MPI-ESM for the CMIP6 exercise and the wave model WAM, respectively.
I analyzed the historical period (starting in 1850 until present) and twenty-first
century projections (until 2100) following the shared socioeconomic pathways SSP2-
4.5 and SSP5-8.5, which correspond to future moderate and high-emission scenarios,
respectively.

• The Arctic-mean coastal erosion rate is projected to increase from about 0.9±0.4
m/year during the historical period to between 2.0±0.7 m/year and 2.6±0.8
m/year by the end of the twenty-first Century under moderate and high-
emission scenarios, respectively. The associated organic carbon (OC) loss
from permafrost is projected to increase from about 6.9±5.4 TgC/year in
the historical period to between 13.1±6.7 TgC/year and 17.2±8.2 TgC/year by
the end of the century in the future scenarios. These projections translate to an
increase in the permafrost OC loss due to Arctic coastal erosion by a factor of
between 1.9 and 2.5 by the end of this century in comparison to the historical
period.

• The 1900-2100 cumulative permafrost-OC loss due to Arctic coastal erosion
is estimated at between 1.3 and 2.5 PgC. These estimates are comparable
with projected cumulative net changes in the permafrost-region carbon pool,
although the latter are still very uncertain and model-dependent.

• The Arctic coastal erosion mean rate is projected to exceed its historical range
of variability before the end of the century in both scenarios. Considering
the uncertainties in projections, which stem from ensemble spread and the
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estimation of the erosion-model empirical coefficients, the Arctic-mean coastal
erosion rate is projected to likely exceed (at least 66% probability) its historical
range of variability by 2023, and very likely (at least 90% probability) by 2049.

• Simulated changes in Arctic coastal erosion linearly follow changes in global-
mean surface air temperature (SAT). For one degree in global SAT increase, the
Arctic-mean coastal erosion rate increases by about 0.4-0.5 m/year, or about
2.3-2.8 TgC/year in terms of permafrost OC loss.

• The sensitivity of Arctic coastal erosion to climate significantly increases
between the historical period and the twenty-first Century. The increase in
erosion sensitivity follows the evolution of the Arctic Amplification (AA) after
its onset in the 1970s and afterwards. The correspondence between erosion
sensitivity and the AA results from the increasing correlation between global-
and Arctic-mean SAT, and the linear response of the coastal erosion drivers to
the Arctic-mean SAT.

Our permafrost OC loss estimates allowed us to take one step further towards
the quantification of effective contribution of Arctic coastal erosion to changes in
atmospheric greenhouse gas concentrations, and thus to the permafrost-carbon
feedback. I quoted the question posed by Wheeling (2019): “Where does the carbon
go when the permafrost coast erode?". I am careful not to frame it here as one of
the core research questions of this thesis, as we are still not able to fully answer it.
Nevertheless, in Section 4, I conducted dedicated ESM simulations to investigate
the fate of the OC released by Arctic coastal erosion during pre-industrial climate
conditions, and described initial results:

• Arctic coastal erosion decreases the Arctic Ocean’s CO2 sink capacity. In pre-
industrial climate conditions, the Arctic Ocean annual CO2 uptake decreased
by about 13% in response to coastal erosion OC input. Considering the inner-
Arctic domain, which excludes the regions of Atlantic influence (e.g. Barents
Sea), the Ocean CO2 uptake is decreased by 31%.

• The simulated magnitude of the Arctic Ocean’s loss in CO2 uptake due to
coastal erosion is about 50% larger than the OC input from coastal erosion
itself, in terms of mass of the OC released. The remineralization of OC from
erosion produces DIC, decreasing the ocean CO2 sink capacity up to the same
amount as the carbon input. In addition, OC remineralization decreases ocean
alkalinity, which decreases the ocean capacity to retain CO2, resulting in this
apparent amplifying effect.

• The largest simulated changes in air-sea CO2 fluxes take place in the Laptev
and East Siberian shelves, which partially shift from net carbon sinks to net
carbon sources of CO2. The spatial distribution of CO2 fluxes is comparable
to osbervations and previous modelling work representing riverine loads of
carbon and nutrients on the Arctic shelves.

• These results are robust across a wide range of sensitivity scenarios of organic
matter composition, in terms of nutrients loads and particulate/dissolved
fractions. In summary, the simulations suggest that Arctic coastal erosion
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indeed acts to increase atmospheric CO2 concentrations, thus contributing
positively to the permafrost-carbon feedback. Moreover, the contribution from
coastal erosion would be larger than the OC loss from permafrost itself, due
to the amplification effect from decreasing ocean alkalinity, resulting from the
organic matter remineralization.

5.2 Have we closed the gap?

"Why spend much effort and resources
resolving that which cannot be predicted, if
one can predict the statistics of that which
cannot be resolved?"

– Emanuel (2020)

The first research gap described in this thesis stands between the fine scale of
Arctic coastal erosion and the resolution and mechanisms represented in ESMs.
To quote Turetsky et al. (2019): “Detailed process models of these dynamics could
be impractical to run directly within Earth-system models. Frameworks must be
developed to understand and quantify the effect of these fine-scale processes at the
global level." The development of such a framework is at the core of this thesis.
Emanuel (2020) warned that, with the increasing capacity of supercomputers, climate
research often falls into the trap of “computing too much" and overlooking process
understanding. One could see room for this concern here too. Although this thesis
did evolve around a task on modelling and computing, on the way to tackle it,
we also learned about the mechanisms underlying Arctic coastal erosion from an
unusual perspective.

The individual links in the chain of mechanisms connecting coastal erosion and
ESMs were already known before my work on this thesis. For example: sea-ice motion
is driven by large-scale atmospheric variability (Colony and Thorndike, 1984), such as
that represented by the Arctic Oscillation (AO, Thompson and Wallace, 1998), which
favors sea-ice export from the Laptev Sea during winter (Rigor et al., 2002). WinterMethods vs.

process
understanding

sea-ice export antecipates the onset of the open-water season (OWS, Krumpen et al.,
2013; Itkin and Krumpen, 2017), whose duration, in turn, is a first-order proxy for
coastal erosion interannual variability (Overeem et al., 2011). Such apparently linear
chains of mechanisms are in fact immerse in a genealogical network of scientific
advance. Therefore, ‘closing the gap’ or ‘developing a framework’ are not necessarily
mere technical or intermediate methodological steps. They often consist, to a large
extent, of investigative work that brings pre-existing and disconnected knowledge
together, allowing for process understanding and, consequently, the eventual layout
of new research ideas.

One example emerges from the link between the OWS duration and the AO in
the Laptev Sea, which could be explored to improve coastal erosion predictions.
Schirojan (2021) found mild, however significant, prediction skill of OWS durationRoom for

improved
predictions

in the Laptev Sea up to four years in advance, using a decadal prediction system
based on the MPI-ESM (Brune and Baehr, 2020). One could take advantage of the
lagged link between the winter AO and the early onset of the melt season during
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spring/summer to make improved OWS predictions, based on a selection of ensem-
ble members with a subsampling method (Dobrynin et al., 2018). Improvements in
OWS predictions in the Laptev Sea would be relevant not only for coastal erosion,
but could also contribute to the planning of fishing activities and shipping routes,
for example.

The other major gap composing this thesis concerns the future evolution of Arctic
coastal erosion. Looking back at the historical development of Arctic coastal erosion
models, since the work of Kobayashi (1985), this is the first time an ESM was used
for such projections. The use of an ESM enabled us to embed coastal erosion in
centennial-scale standardized future climate change scenarios, making my results Towards an

online parame-
terization

comparable with previous work on the future of the permafrost-region carbon (e.g.
Kleinen and Brovkin, 2018; McGuire et al., 2018). This was allowed by the successful
development of the semi-empirical modelling approach, with which the physical
drivers of erosion are combined to represent the statistics of coastal erosion at the
pan-Arctic scale in a computationally cheap way. Here, I used a 10-member ensemble
of ESM simulations to force a surface-ocean wave model. Both climate and wave
simulations were used to force the erosion model. This is a natural first step towards
the implementation of a parameterization scheme, in which erosion rates and OC
fluxes are calculated online in a fully coupled ESM equipped with the representation
of waves.

The empirical approach taken here relied heavily on the availability of coastal
erosion rate observations. The in-situ measurements diligently made for decades
at Muostakh Island and Bykosvky Peninsula by Grigoriev (2019), as well as the
compilation and standardization of data at the pan-Arctic scale in the ACD (Lantuit
et al., 2012), were fundamental to the development of this work. However, we are On the

importance of
observations

still limited to draw empirical conclusions on the temporal variability of coastal
erosion at the pan-Arctic scale, for which I made informed assumptions and scenari-
o/sensitivity tests. Consequently, the erosion projections presented in this thesis are
followed by relatively large uncertainties. Most of them resulting from the empirical
estimation of the erosion-model coefficients. By using an empirical approach, only
with more observations would these uncertainties decrease in magnitude. The use
of Synthetic Aperture Radar (SAR) data is a promising alternative to enable more
frequent and spatially wide monitoring of coastal retreat rates in the Arctic (Bartsch
et al., 2020).

Arctic oastal erosion is a relevant and, conversely, relatively certain component
of the future Arctic carbon cycle, in comparison to other of its components. While
the sign of the net change in the permafrost-region carbon depends on the climate
scenario we follow, ranging between -11 PgC (net loss) and +7 PgC (net gain) by
2100 (Kleinen and Brovkin, 2018), Arctic coastal erosion contributes to a net carbon The relevance

of coastal
erosion to the
Arctic carbon
cycle

loss, estimated at about -2 PgC by 2100 (Nielsen et al., 2021), increasing linearly with
global warming (at a rate of 2.3-2.8 TgC year−1 oC−1, Nielsen et al., 2021). Moreover,
assuming a direct flux into the ocean, initial modelling results suggested that the
consequent increase in atmospheric CO2 concentrations could be amplified by up to
50% due to changes in alkalinity with respect to this amount, under pre-industrial
conditions. Further work will be carried to investigate the response of the Arctic
Ocean biogeochemistry, in specific, to my OC flux projections.
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In summary, this thesis examined Arctic coastal erosion in the Earth system
under climate change. This thesis 1) contributed to the understanding of the large-
scale mechanisms underlying Arctic coastal erosion, 2) presented projections of its
evolution in twenty-first century scenarios, and 3) discussed its possible impacts on
the Arctic carbon cycle, from an Earth system modelling point of view.
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abstract

Arctic coastal erosion experiences pronounced effects from ongoing climate change.
The Laptev Sea figures among the Arctic regions with the most severe erosion rates.
Here, we use unprecedentedly long records of almost 30 years of annual in-situ
coastal erosion rate measurements from Bykovsky Peninsula and Muostakh Island
to separate the main modes of variability, which we attribute to large-scale drivers.
The first (lower-frequency) and second (higher-frequency) modes are associated with
winter sea-ice cover in the Laptev Sea and with the Arctic Oscillation, respectively,
which together account for 85.1± 24.1% of the total observed variance. Arctic coastal
erosion has so far been neglected in Earth system models (ESMs). The proposed
mechanisms set favorable conditions for coastal erosion at large scales (synoptic to
planetary scales), compatible with those represented in modern ESMs.
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a.1 introduction

The Arctic has been experiencing pronounced effects of climate change: increasing
surface (Serreze et al., 2009) and permafrost temperatures (Biskaborn et al., 2019)
and decreasing sea-ice extent (Notz and Stroeve, 2016). Consequently, the Arctic
coasts are now being longer than previously exposed to the action of warm air and
ocean waves, leading to thermal and mechanical erosional processes. At the Laptev
Sea, eastern Siberian Arctic, the historical mean coastal erosion rate is estimated at
0.7 m year−1, somewhat larger than the pan-Arctic mean of 0.5 m year−1 (Lantuit
et al., 2012), with specific locations showing annual retreats of >20 m (Günther et al.,
2015), and figuring among the most rapidly eroding sites in the Arctic. Irrgang et al.
(2018) presented similar mean rates of 0.7 m year−1 with significant time variability
for the Yukon coast, Canada.

The erosion of permafrost coasts release substantial amounts of organic carbon
(OC) to the marginal Arctic seas, estimated at 14±4 Tg year−1, comparable to
the pan-Arctic OC flux from riverine discharge of 40±4 Tg year−1 (Wegner et al.,
2015). Vonk et al. (2012) estimated the OC flux from the East Siberian Arctic Shelf
(comprehending part of the Laptev and East Siberian Seas) at 44±10 Tg year−1, from
which 11±4 Tg year−1 would be resulting from coastal erosion. Günther et al. (2013)
estimated a significantly smaller carbon flux of 0.66±0.05 Tg year−1 from the Laptev
Sea coast, using a combination of remote sensing data and in-situ measurements.
Moreover, the organic matter from thawed permafrost was found to be highly
biologically reactive (Vonk et al., 2014). Couture et al. (2018) estimated that only 13%
of the eroded OC is sequestered in the near-shore sediment at the Beaufort Sea. In a
incubation experiment, Tanski et al. (2019) recently showed that the direct release of
atmospheric CO2 from coastal erosion has been underestimated. Given the projected
rapid decrease in Arctic sea-ice extent (Barnhart et al., 2016), intensification of
surface wind and waves (Dobrynin et al., 2012; Dobrynin et al., 2015) and permafrost
thaw (Schuur et al., 2009; Schaefer et al., 2014), the degradation of ice-rich thermo-
abrasive Arctic coasts will likely increase in the future, leading to the recycling of
larger amounts of permafrost carbon into CO2 and, thus, increasing the atmospheric
carbon-climate feedback. However, comprehensive modelling studies considering
the role of coastal erosion on climate are still needed (Fritz et al., 2017).

Arctic coastal erosion is primarily limited by the presence of sea ice. Overeem
et al. (2011) suggested that the duration of the open-water season (OWS), i.e. the
time of year when the coast is sea-ice free, is a good first-order estimator for coastal
erosion, given that both quantities have increased at similar rates between 1979-2002

and 2002-2007 (1.5 and 1.6-fold, respectively). Barnhart et al. (2014a) presented a
circum-Arctic analysis of OWS duration, and concluded it has larger relevance in
explaining coastal vulnerability, in comparison with setup and wave heights. Both
studies used sea-ice concentration (SIC) data from nearshore grid cells to derive OWS
duration, and disposed of long-term means of coastal erosion rates. The variability
of Arctic coastal erosion also responds to environmental conditions within the OWS,
such as positive air surface temperatures (Günther et al., 2015) and the frequency
and intensity of storms (Jones et al., 2009). Cunliffe et al. (2019) recently showed that
single storm events may be relevant for total annual shoreline changes.
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The Arctic Oscillation (AO) is the dominant mode of sea-level pressure variability
in the Northern Hemisphere (Thompson and Wallace, 1998) and plays an important
role on weather, including the frequency and intensity of storms (Thompson and
Wallace, 2001) and Arctic SIC anomalies (Wang and Ikeda, 2000). During winter, its
positive phase (AO+) favours positive surface air temperature (SAT) anomalies over
the Eurasian continent (Thompson and Wallace, 2000). At the Laptev Sea, the winter
AO+ is associated with surface winds blowing from southeast, its continental margin,
transporting sea ice away from the coast and into the central Arctic Ocean, thus
contributing to the opening of polynyas and formation of new thin ice, increased
heat fluxes from ocean to atmosphere and local surface warming (Rigor et al., 2002).
Krumpen et al. (2013) and Itkin and Krumpen (2017) showed that late-winter sea-ice
export from the Laptev Sea, thus the formation of thin ice, is correlated with negative
SIC anomalies in the forthcoming summer and may as well contribute to earlier
onsets of the melt season.

Previous studies have focused on process-based approaches to address the issue of
Arctic coastal erosion by, for example, modelling block-failure events [e.g. Hoque and
Pollard (2009), Ravens et al. (2012), and Barnhart et al. (2014b)]. Although physically
meaningful, the high spatial resolution needed in that setup (order of meters) is not
compatible with the scale of the still relatively coarse-resolution state-of-the-art Earth
system models (ESMs, order of hundreds of kilometers). Here, we aim at exploring
the predominant large-scale drivers of coastal erosion observed at the southern
Laptev Sea, by encompassing information from large areas (synoptic to planetary
scales), thus responding more directly to dynamic and thermodynamic mechanisms
of the climate system, which are inherently better represented in modern ESMs than
small scale ones.

a.2 data and methods

The search for statistically robust relationships between external drivers and coastal
erosion variability is often hampered by the lack of long and well-resolved obser-
vations (Lantuit et al., 2011). Although in the last decade, the availability of high
resolution satellite imagery has advanced the use of remotely-sensed shoreline-
change mapping (Jones et al., 2018). Here, we analyze unprecedentedly long in-situ
observations of coastal erosion rates from Bykovsky Peninsula and Muostakh Island
at its North Cape (hereafter, Muostakh-N) and at its Northeast coast (Muostakh-NE),
southern Laptev Sea (Fig. A.1-a,b). Measurements have been yearly made by the end
of August since 1982 until present (Grigoriev, 2019). Some gaps in observations occur
between 1983 and 1996 in different years for each site. Since 1982, a total of 28 years
of data are available for Bykovsky and Muostakh-NE, and 29 years for Muostakh-N.
Since the observations are spatially limited, generalizations to the scale of the Laptev
Sea must be made with caution (see Section 4 for a detailed discussion). For more
detailed descriptions of the key monitoring sites, we refer the reader to Lantuit et al.
(2011) on Bykovsky Peninsula and Günther et al. (2015) and Overduin et al. (2016)
on Muostakh Island. The main modes of variability of coastal erosion observations
are separated with a Principal Component Analysis (PCA).

The Arctic Oscillation (AO) is defined as the first Empirical Orthogonal Function
(EOF), of SLP north of 20

oN (Thompson and Wallace, 1998). The AO index is
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Figure A.1: Variability of winter Laptev Sea ice and the Arctic Oscillation. Climatology
of sea-ice concentration (SIC) and 10-meter winds in the Laptev Sea (a). Red con-
tours show SIC 2σ in 0.05% intervals. Location of the long-term key-monitoring
sites (b). The background satellite image (September 9

th, 2009) was obtained
from NASA Worldview application (https://worldview.earthdata.nasa.gov)
and had contrast enhanced. Power spectral density (PSD) of FMA SIC averaged
over the Laptev Sea (FMA LSIC) (c), and of FMA (e) and JJA AO indices (f). The
green full and dashed lines indicate the 90% and 95% confidence levels, respec-
tively. In (d) we show a map of predominant periodicity [years], corresponding
to the maxima of PSD in FMA SIC per grid cell. Note that the frequencies are
obtained from the 39-year long period (1980-2018) from ERA-Interim. Even
though peaks in PSD are significant at the 95% level, calculated with a formal
probabilistic method (See Supplementary Material), the exact periods should be
taken with caution due to the frequency discretization.
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the principal component (PC), associated with the first EOF. We calculate the AO
in seasonal means, and focus on the Arctic winter (February-March-April, FMA)
when sea-ice reaches its maximum concentration in the Laptev Sea, and in summer
(June-July-August, JJA), before the field measurements.

From ERA-Interim Reanalysis (Dee et al., 2011), we obtain data on sea-ice concen-
tration, SIC [%], for the calculation of seasonal means and OWS duration, sea-level
pressure, SLP [hPa], for the calculation of the AO indices, and a list of dynamics
and thermodynamics variables to explore the underlying physical mechanisms (see
Supplementary Information). These data are disposed in a Gaussian grid of ∼ 0.7o

horizontal resolution, from 1979 to 2018. Daily SIC data are averaged over the Laptev
Sea (100

oE-140
oE, 70

oN-82
oN, Fig. 1a) to create Laptev SIC (LSIC) time series. From

daily LSIC, we use a threshold of 15% open ice (85% sea-ice cover) to determine
the start date of the melting period, the end date of the recovery period, and the
duration of the open water season (see Supporting Material for details).

We define especially strong and weak erosion rates, those larger than half a
standard deviation above or below their mean (> |0.5σ|, "extreme"). Analogously,
we define close-to-neutral conditions those when coastal erosion rates were smaller
than half a standard deviation around their mean (< |0.5σ|, "neutral"). In order to
focus on the interannual variability, long-term linear trends are removed from all
time series, and anomalies were calculated with respect to the 1979-2018 period.
More details on the statistical methods and metrics are available in the Supporting
Material.

a.3 large-scale main modes of coastal erosion variability

a.3.1 Laptev Sea ice and the lower-frequency mode

Winter (February-March-April, FMA) sea-ice concentration (SIC) presents predom-
inantly low-frequency variability over much of the eastern marginal Arctic seas.
The Laptev SIC (LSIC) varies in the decadal time scale, with a peak period of ∼19

years (Fig. A.1c), similarly to its neighbouring seas. Spatially, most of the Laptev,
East Siberian and Chuckchi Seas FMA SIC shows frequency with maximum power
spectral density (PSD) values corresponding to periods longer than 15 years (Fig.
A.1d), as well as in parts of the East Kara Sea, especially in non-coastal grid cells,
suggesting independence from land processes. In the Barents and Beaufort Seas,
variability of FMA SIC is relatively higher, with peak periods shorter than 10 and 5

years, respectively.
The predominant low-frequency variability of FMA LSIC is likely due to oceanic

mechanisms. Zhang (2015) showed that Atlantic and Pacific heat transport have
maximum significant correlations with September Arctic sea-ice extent with a 2-year
lag. The Atlantic Multidecadal Variability (AMV), in its positive phase (AMV+), is
associated with a negative SLP anomaly over the Kara, Laptev and East Siberian Seas,
driving a cyclonic circulation and consequent export of sea ice into the Arctic Ocean
during winter (Castruccio et al., 2019). The AMV+ is also significantly correlated with
positive anomalies of cloud longwave radiative forcing at the surface, consequent
positive SAT anomalies, and negative anomalies of ice strength during winter over
much of the East Siberian and Laptev Seas (Castruccio et al., 2019). Although here
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Figure A.2: Large-scale drivers: Laptev Sea Ice Cover and the Arctic Oscillation. Left: The
annual cycle of daily Laptev Sea Ice Concentration (LSIC) (a). Correlation co-
efficients between monthly LSIC anomalies and the duration of the OWS (d),
and between monthly LSIC anomalies and the observed coastal erosion rates
(g). Shadings illustrate a 1σ envelope of bootstrapped correlations; filled circles
highlight significant correlations at the 95% level. The mean periods of melt
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The Arctic Oscillation (AO) patterns expressed as regression coefficients between
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of the AO index. Coefficients are only shown where the the 95% confidence level
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series (e, f) and PC2 from coastal erosion observations (h, i). Values are only
shown when the strong and weak composite means present opposite signs. Z200

contours are drawn at 50-meter intervals.
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noted, the study of the low-frequency variability source of winter LSIC is beyond
the scope of this letter.

Negative winter LSIC anomalies are associated with longer OWS (r = −0.57 in
March, p < 0.05, Fig. A.2a,d) and with larger coastal erosion rates (r < −0.50, p <

0.05, Fig. A.2g). Moreover, positive FMA LSIC anomalies are more strongly associated
with late onset dates of OWS (r = 0.50, p < 0.01), than with early demise dates of
previous year’s OWS (r = −0.33, p ' 0.21). Indeed, late-winter sea-ice export from
the Laptev Sea persists into negative summer SIC anomalies (Krumpen et al., 2013),
which anticipates the onset of the melting period (Itkin and Krumpen, 2017). Thus,
negative FMA LSIC anomalies contribute to lengthen the OWS, which has been
suggested to be the first-order driver of Arctic coastal erosion (Overeem et al., 2011;
Barnhart et al., 2014a).

The first principal component (PC1), derived from coastal erosion observations,
accounts for 56.5± 16.0% of the total variance and seems to be associated with FMA
LSIC anomalies (Fig. A.3a). PC1 shows minimum values around 1997 and 2016, and
maximum values between 2005 and 2010, in agreement with the FMA LSIC time
series and its decadal variability. The correlation coefficient between PC1 and FMA
LSIC is r = −0.68, and r = −0.69 if a 10-year cutoff low-pass filter is applied to the
latter (both p < 0.01). All three time series of coastal erosion agree in contributing to
PC1 with positive loading coefficients (Fig. S1). Applying a low-pass filter to PC1

as well, a linear relationship with FMA LSIC and the OWS duration appears even
stronger (up to r = −0.89, Fig. S2). Therefore, we propose that PC1 represents the
low-frequency variability in FMA LISC, which modulates the duration of the OWS.

a.3.2 The Arctic Oscillation and the higher-frequency mode

In parallel, coastal erosion seems to be associated with the Arctic Oscillation (AO)
in both winter and summer, with opposite polarities. The differences between the
strong and weak erosion composites of SLP show spatial patterns strikingly similar
to the AO in its positive phase (AO+) in FMA (Fig. A.2b,e), and in its negative
phase (AO−) in JJA (Fig. A.2c,f). Not only is the general annular mode visible in
the composite means of SLP and Z200, but also is the meridional shift of the node
latitude between winter and summer (Ogi et al., 2004), suggesting an association
between coastal erosion and the AO with its equivalent barotropic signature, in
accordance with (Thompson and Wallace, 1998).

The second principal component (PC2) from coastal erosion observations accounts
for 28.6± 8.1% of the total variance and varies in quasi-unison with the AO indices,
especially after 2010 (Fig. A.3c). Correlation coefficients are r = 0.46 (p < 0.05)
with the FMA AO and r = −0.33 (p = 0.25) with the JJA AO. Bykovsky and
Muostakh-N present large PC2 loadings with opposite signs, in accordance with the
anti-correlation found between the FMA and JJA AO in years of especially strong
and weak erosion rates, explored in the next section. To support the PC2-AO linkage,
we propose the following mechanisms.

The FMA AO is associated with southern surface winds, which advect sea-ice
away from the coast of the Laptev and East Siberian Seas, increasing the production
of new thin ice, the opening of polynyas and flaw leads, thus increasing heat fluxes
from the ocean to the atmosphere, and resulting in local surface warming (Rigor
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Figure A.3: PCA and MLR models for coastal erosion. Left: (a) PC1 (purple) and winter
Laptev sea-ice concentration anomalies (FMA LSIC, thin black) and the latter
with a low-pass filter (thick black), (c) PC2 (light blue) and FMA (thick black) and
JJA (thin black) AO indices, (e) PC3 (green). Right: full MLR models (red), taking
the FMA LSIC, FMA AO and JJA AO as explanatory variables, and observed
coastal erosion rates at Bykovsky (b), Muostakh-N (d) and Muostakh-NE (f).
Red shadings highlight the 1σ range of model results.
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et al., 2002). We also identify this pattern in regressions using the FMA AO index
and in our PC2 erosion composite difference (Fig. S3 a,b).

The JJA AO− is associated with positive surface temperature anomalies in the
Laptev Sea. Ding et al. (2017) showed that anticyclonic circulation anomalies with
barotropic structure over Greenland the Arctic Ocean (the JJA AO polar center of
action, Fig. 2c) increase low-level cloudiness by warming and moistening the lower
troposphere, which is then translated in increasing incoming longwave radiation.
They further suggest that this mechanism is dominated by circulation changes, rein-
forcing the role of the AO. We verify this mechanism in PC2 composite differences
(Fig. S4c-h). We find significant correlations between the JJA AO index and surface
downward longwave radiation over the Laptev Sea. Indeed, significant regression
coefficients seem bounded by the coastline, suggesting that the Laptev Sea plays an
important role as a source of moisture to this end. However, total integrated water-
column content does not show such significant relationships, despite of a pattern of
predominant positive anomalies. The signal is made more clear in low-cloud cover
anomalies, suggesting that moisture is mainly increased in the lower troposphere.
Therefore, a negative JJA AO condition would, in a large scale, create favorable con-
ditions for thermally-driven coastal erosion by increasing surface warming. The JJA
AO− is also associated with negative summertime Arctic SIC anomalies, driven by
negative SLP anomalies over the polar cap and an associated anticyclonic circulation
(Ogi et al., 2008; Wernli and Papritz, 2018). In fact, Ogi et al. (2016) showed that both
winter and summer AO indices are good predictors for September SIC anomalies.
Negative SIC during summer, and consequent larger fetch for wind waves, would
also increase the vulnerability of Arctic coasts to the action of waves.

While PC1 and FMA LSIC show variability in decadal time scales, the AO shows
relatively higher-frequency variability with predominant periods between ∼2.7 and
∼4.2 years, for both winter and summer indices (Fig. A.1e,f). Therefore, we suggest
that PC2 represents the higher-frequency imprint of the AO onto the coastal erosion
observations. We do not attribute the third PC to any climatic driver; it probably
represents the signature of local properties, not responding directly to the FMA LSIC
and AO effects (Fig. A.3e). The first two modes account together for 85.1± 24.1% of
the total variance and can be associated with mechanisms (see summary in Figure
S6) identifiable at scales larger than those typically considered for Arctic coastal
erosion.

a.4 quantifying the role of the large-scale drivers at each site

We employ Multiple Linear Regression (MLR) models to estimate the relative role of
FMA LSIC and the AO indices at explaining the variance of observed coastal erosion
rates at each individual site. To emphasize the different frequencies between drivers,
a low-pass Lanczos filter with a cutoff-period of 10 years is applied to FMA LSIC,
allowing decadal to longer-scale variability.

The role of each explanatory variable varies considerably between sites. The FMA
LSIC alone explains 21%, 30% and 22% of the observed variance of coastal erosion
at Bykovsky, Muostakh-N and Muostakh-NE, respectively. The AO indices explain
at most 17% (FMA) and 27% (JJA) of the variance at Bykovsky. The proportion of
explained variance increases, but does not double, when both AO indices are used as
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covariates, suggesting some degree of colliearity. Taking the full model, i.e. combining
FMA LSIC and both FMA and JJA AO indices, 53% (Bykovsky), 28% (Muostakh-N)
and 20% (Muostakh-NE) of the variance is explained. MLR experiments are also done
separately taking only years of extreme and neutral erosion rates. The goodness-of-fit
of models increases in 77% of the experiments in the extreme case, and decreases in
72% of the experiments in the neutral case. Thus, the proposed drivers are generally
better able to explain coastal erosion in years of extreme values, than during years
when coastal erosion rates are closer to their mean state. Therefore, the MLR models
do not only capture the low, but also the high values of erosion rates, suggesting
that the proposed drivers are associated with the anomalies at both ends of the
observed range. For Bykovsky, the proportion of explained variance reaches 87% for
the full model with extreme years (r = 0.95). The single-variable FMA LSIC model
performs best in the extreme cases and explains 53% of the variance for Muostakh-N
(r = 0.75) and 32% Muostakh-NE (r = 0.60). The dominant role of the low-frequency
FMA LSIC variability is visible in the three modelled time series (Fig. A.3b,d,f).

The differences in magnitude in MLR coefficients (Table S1) stem from the different
observed variance among the three time series. The standard deviations are 2.0,
3.0 and 6.2 m/year for Bykosvky, Muostakh-N and Muostakh-NE, respectively.
The maximum rate observed at Muostakh-N reaches 25 m/year in 2007, while in
Bykovsky the maximum value observed is 11 m/year in 2012, for example. These
extreme years coincide in time with years of relatively low FMA LSIC and high and
low peaks in FMA and JJA AO indices, respectively

Strong erosion rates often follow a switch in the AO sign from AO+ in FMA to
AO− in JJA, and vice-versa. The correlation betweeen FMA and JJA AO indices is
weak for the period 1980-2018, if all years are taken (r = −0.16, p ' 0.35). Selecting
years of extreme erosion rates, negative and significant correlations between the
FMA and JJA AO indices emerge: r = −0.72 (p < 0.05) for Bykovsky, r = −0.59
(p < 0.05) for Muostakh-N, and r = −0.56 (p < 0.01) for Muostakh-NE (Fig. S3).
This negative lag-correlation goes against the preferred maintenance of the AO sign
between winter and summer (Ogi et al., 2004). Determining the sign of extreme
erosion rates, solely based on the information of switches of the AO sign between
winter and summer, yields accuracy rates of 70% for Bykovsky, 67% for Muostakh-N
and 33% for Muostakh-NE. Breaking down by sign of rate anomalies, true positive
rates (sensitivity) are 80%, 75% and 25%, while true negative rates (specificity)
are 60%, 60% and 38% for Bykovsky, Muostakh-N and Muostakh-NE, respectively.
Therefore, the linkage from the switch in sign between winter and summer AO to
coastal erosion rates is more clearly noticeable at Bykovsky and Muostakh-N, than
at Muostakh-NE.

Differences in results observed between Bykovsky and Muostakh may be due to
local differences in geomorphological properties, which determine the prevailing
erosion mechanism at each site. Thermo-denudation (TD) is identified as subaerial
erosion primarily driven by temperature changes, hence ground-ice melt, permafrost
thaw, and the consequent ground destabilization. Thermo-abrasion (TA) is character-
ized by the action of the kinetic energy of waves at undercutting coastal cliffs, leading
to formation of notches at the land-sea interface, and subsequent rupture and fall of
entire coastal blocks onto the shallow surf zone, which are then removed by ocean
currents and waves. In TA-dominated coasts, a shoreline change is only apparent
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at the event of a block rupture, which may suddenly result after several months of
mechanical abrasion of the cliff base by waves. Therefore, the TA component may
add a delay to the shoreline position in response to external drivers. Although the
relative role of TD and TA often show high variability within small areas, Günther
et al. (2015) showed that both processes were similarly important to total coastal
erosion rates at Muostakh on average, and at Muostakh Cape specifically, in the
period between 2010 and 2013. Lantuit et al. (2011) showed that different back-
shore landforms at Bykovsky are significantly associated with erosion rates. They
described larger means and variability at coastal stretches affected by alases and
retrogressive thaw slumps, which is the case of our key-monitoring site at Bykovsky,
at the southeastern portion of the Peninsula, facing the Laptev Sea to Northeast.
In this specific coastal segment, TD may play a more important role than TA in
determining the total coastal erosion mean annual rates.

Both monitoring sites present ice-rich morphology and are thus prone to thermally-
driven erosion. The volumetric ground-ice content has been estimated at 79% for
Bykovsky Peninsula by (Fuchs et al., 2018) and at 87% for Muostakh Island by
(Günther et al., 2015). From the ACD database (Lantuit et al., 2012), the ground-ice
content is estimated at 60% at both locations, larger than both the Laptev Sea and
Arctic coast means of ∼23% and ∼13%, respectively (Figure S5). Each of the two
sites may also experience locally different weather conditions. Therefore, differences
in response to the proposed drivers are also expected among sites.

Not only does coastal erosion respond to climate change, but also do sea ice and
the AO. Pavlidis et al. (2007) estimated a 1.5-2.5 fold increase of Arctic coasal erosion
rates by 2100, especially pronounced in areas where the largest changes in sea-ice
are expected. Barnhart et al. (2016) showed that the duration of the ice-free season at
the Laptev Sea coast is projected to leave the normal range of variability by the end
of the 21

st century. Cai et al. (2018) showed a projected positive trend in the summer
AO index between 2030 and 2100. Both studies followed a high-emission scenario
(RCP 8.5, IPCC (2013)). Therefore, the relative role of the here depicted main modes
of coastal erosion variability may change in the future with climate.

a.5 conclusion

We identify the main modes of coastal erosion variability in the Laptev Sea based
on almost 30 years of coastal erosion in-situ observations from Bykovsky Peninsula
and Muostakh Island. The first mode accounts for 56.5±16.0% of the total variance
and seems to respond to decadal-scale changes in winter sea-ice concentration
(SIC), predominant over much of the eastern marginal Arctic Seas, including the
Laptev and East Siberian Seas. The second and higher-frequency mode accounts for
28.6±8.1% of the total variance and can be associated with the Arctic Oscillation
(AO) during winter and summer. Together, the first two modes explain 85.1±24.1%
of the total variance, thus most of the observed variability may rely on large-scale
drivers.

SIC averaged over the Laptev Sea during winter (FMA) is an indicator for sea-ice
melt start and end of freeze-up dates, and hence modulates the duration of the OWS
between two summer measurements. This is the first-order driver of coastal erosion
variabililty at Bykovsky and Muostakh. The FMA AO likely contributes to coastal
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erosion by anticipating the onset of the melt season. Negative JJA AO conditions
are associated with decreasing summer SIC anomalies, allowing increased fetch
and wave activity, and with increasing surface warming, contributing to ground-
ice melting. Therefore, the JJA AO would play a role on increasing Arctic coastal
erosion by setting up large-scale conditions favourable to both thermo-abrasion and
thermo-denudation. We also show that extreme erosion years follow a switch in
sign from AO+ in FMA to AO− in JJA and vice-versa. Taking only these years,
significant negative correlations between the FMA AO and JJA AO indices emerge,
indicating a combined effect of two. We suggest that differences in the contribution
of the proposed drivers between sites are attributed to local characteristics, such as
ground-ice content, backshore material and prevailing coastal erosion mechanism.

Our findings stand as an initial step towards bridging Arctic coastal erosion
and large-scale climate variability. This is appealing because modern ESMs cannot
physically represent coastal erosion at its small scale, but do represent synoptic-
to planetary-scale mechanisms, such as pressure and wind changes, to which our
proposed drivers directly respond. Also, the large-scale first-order drivers of coastal
erosion may be common to other regions in the Arctic. Thereby, we recommend
that Arctic coastal erosion start being considered in historical and future climate
projections.
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a.6 supplementary information

a.6.1 Statistical Methods and Metrics

The variables used to explore the proposed physical mechanisms, obtained from
ERA-Interim reanalysis (Dee et al., 2011): geopotential height at 200hPa, Z200 [m],
10-meter wind components [m/s], surface air temperature, SAT [oC], surface thermal
radiation downward, STRD [W/m2], total-column water, TCW [kg/m2], and low-
cloud cover, LCC [%].

The composite analysis is calculated with monhtly ERA-Interim variables, by
taking field means over years of especially strong and weak erosion rates, separately.
We define strong and weak erosion rates, those higher than 0.5 and lower than
−0.5 standard deviations around the mean, respectively. In order to focus on the
interannual variability, long-term linear trends are removed from all time series.

The main modes of variability of coastal erosion are depicted with a Principal
Component Analysis (PCA). To do so, we take the 27 coinciding years of data from
the three coastal erosion sites. Eigenvalues and eigenvectors are calculated on the
correlation matrix of the centered and standardized time series. Uncertainties of
eigenvalues are calculated following the rule of thumb of North et al. (1982).

The role of each large-scale driver in explaining the variance of the observed
coastal erosion rates is quantified with Multiple Linear Regression (MLR) model
experiments. The statistical significance of the MLR coefficients is assessed with a
bootstrapping methodology. This consists of building 10,000 data series by random
sampling with replacement, and then examining the distribution of the generated
statistics. Significance levels of simple linear correlations are also calculated with
bootstrapping. We use alpha values (1− p) of 86%, 95% and 99% in two-tailed tests
from the generated distributions.

Periodograms, or estimations of power spectral density (PSD), of time series are
calculated over the ERA-Interim period (1979-2018) using a fast Fourier transform
algorithm. Confidence levels for periodograms are estimated from the distribution of
10,000 spectra of generated red noise time series. In order to focus at low-frequency
variability modes, we often use a low-pass Lanczos filter, which is made clear
throughout the text when applied.

From daily LSIC, the dates of onset and demise of the open-water season are
identified. The LSIC time series is smoothed with a 31-day running mean, so it only
crosses the threshold once per year in each direction. The time of year between
these two dates is here defined as the open-water season. Since erosion rates are
always measured in the middle of summer of year n, we calculate the contributing
duration of the open-water season by combining the first half (until August 31

st)
of the open-water season of year n with the second half of the open-water season
(from September 1

st onward) of year n− 1. In other words: the time of year between
September 1

st of year n− 1 and August 31
st of year n when LSIC<85%. Start and

end dates lie on average (µ± σ) on days 154±18 (around the 1
st of June) and 297±15

(around the 24
th of October), respectively.

For the calculation of the AO indices, we use standard EOF routines, where SLP
values are weighted to account for grid-cell size changes as a function of latitude.
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a.6.2 Supplementary Figures and Tables
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Figure A.4: PCA on Coastal Erosion Rates.: a, Proportion of explained variance of each PC.
Error bars are calculated following North et al. (1982). b, Eigenvector values
(weights) for each time series of erosion rates, to compose each PC. c, Biplot,
showing the observations in the PC1-PC2 space, and the projection of the original
variables’ loadings on this plane.
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Figure A.5: Linear relationship between PC1, LSIC and Duration of the open-water sea-
son. All time series are detrended, standardized, and have a 10-year cutoff
low-pass Lanczos filter applied. The inset table shows correlation coefficients, all
significant at a 99% level.
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Figure A.6: AO-related anomalies. Regression coefficients (left column) and differences
between high and low PC2 composites (right column) for FMA sea-ice concen-
tration (SIC) and 10-meter winds (a, b), JJA surface thermal radiation downward
(STRD, c, d), JJA total column water (TCW, e, f) and low-cloud cover (LCC, g,
h). Regression units are per standard deviation of the FMA or JJA AO index.
Hatching indicate regression p-values of 0.1. Regression coefficients for JJA are
inverted, i.e. ×(-1).
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Figure A.7: Anti-correlation between FMA AO and JJA AO. Scatter plots between AO
indices in FMA and JJA. Years when erosion rates were especially strong (red,
erosion> 0.5σ) and weak (blue, erosion< −0.5σ) are highlighted, taking obser-
vations from Bykovsky (a), Muostakh-N (b) and Muostakh-NE (c). The weak
correlation between the FMA and JJA AO indices obtained when all years are
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are taken.
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Laptev Sea coast (b, d), respectively. ACD data was obtained from Lantuit2012.
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Large-scale 
drivers

Proposed Mechanism Observed Evidence

FMA LSIC

- The duration of the open-water season (OWS) is the first-order driver of 
Arctic coastal erosion (Overeem et al. 2011; Barnhart et al. 2014).
- Late-winter (FMA) negative sea-ice anomalies in the Laptev Sea are 
associated with also negative anomalies during summer and an early onset 
of the melting season  (Krumpen et al. 2013; Itkin and Krumpen 2017), 
therefore, a proxy for the lengthening of the OWS, and to increased coastal 
erosion.
- Arctic sea ice responds to Atlantic and Pacific heat transport, presenting 
significant decadal-scale variability (Day et al. 2012, Zhang et al. 2015).
- Therefore, we propose that decadal-scale variations in FMA SIC modulate 
the OWS duration and appear as the first PC from coastal erosion 
observations. 

- Our frequency analysis show that FMA sea-ice concentrations has 
predominant variability in the 15-20 years range over most of the Laptev 
and East Siberian Seas (Fig. 1-c,d).
- FMA LSIC shows significant correlations with the duration of the OWS 
(Fig. 2d) and with observed coastal erosion rates (Fig. 2g). In specific, 
FMA LSIC is significantly correlated with onset dates of the OWS (r=0.50, 
p<0.01).
- The correlation between PC1 and FMA LSIC is also significant (r=-0.68, 
Fig. 3a), especially if a low-pass filter is applied (r=-0.81, Fig. S2). As well 
as the correlation between PC1 and the OWS durations (r=0.79, Fig. S2).
- In MLR models, when FMA LSIC is tested against the variability of 
coastal erosion at each site, it explains alone between 21% and 30% of 
the total variance. 

FMA AO

- The winter AO+ is associated with strengthened surface winds blowing 
from the continent on to the Laptev Sea, removing sea ice from the 
nearshore zone, opening coastal leads and polynyas, leading to the 
formation of new thin sea ice, increasing turbulent ocean-atmosphere heat 
fluxes and thus causing local surface warming (Rigor et al. 2002). 
- Late-winter (FMA) negative sea-ice anomalies in the Laptev Sea are 
associated with also negative anomalies during summer and an early onset 
of the melting season  (Krumpen et al. 2013; Itkin and Krumpen 2017), 
therefore, a proxy for the lengthening of the OWS, and to increased coastal 
erosion.
- The duration of the open-water season (OWS) is the first-order driver of 
Arctic coastal erosion (Overeem et al. 2011; Barnhart et al. 2014).
- Therefore, we propose that  winter AO+ contributes to increased coastal 
erosion in the Laptev Sea, by higher-frequency modulation of the OWS 
duration.

- The SLP and Z200 composite differences from PC2 and the spatial 
distribution of AO regressions on SLP and Z200 show similar spatial 
patterns (Fig. 2-b,c,e,f). 
- The FMA and JJA AO indices show significant correlations with PC2 (Fig. 
3c). Although correlations are often mild, one should have in mind that we 
are comparing very localized erosion measurements with a climatic mode 
of variability of planetary scale.
- The FMA AO Index regressed on 10-meter winds and SIC anomalies 
and the composite difference of the same variables made with PC2 show 
similar spatial patterns over the Laptev Sea (Fig. S2a,b), supporting the 
early-onset and longer OWS hypothesis, and in agreement with patterns 
shown by Rigor et al. (2002). 
- The JJA AO index regressed on surface longwave downward radiation, 
total column water and low-level could cover are statistically significant 
and qualitatively agree with composite differences calculated from our 
PC2 (Fig. S2c-h) and with the mechanism proposed by Ding et al. (2017).
- When selecting years of extreme erosion, significant correlations emerge 
between the FMA and JJA AO indices (Fig. S4), suggesting that the AO in 
both seasons play a role at coastal erosion, which is more easily 
detectable when the signal is stronger than the noise and erosion rates 
assume values substantially different from their mean state. 

JJA AO

- Positive sea-level pressure anomalies over the Arctic Ocean and 
Greenland, associated with anomalous surface anticyclonic atmospheric 
circulation, result in adiabatic descent and surface warming, thus increasing 
lower tropospheric moisture, low-level cloudiness and downward longwave 
radiation (Ding et al. 2017). This set of atmospheric dynamics and 
thermodynamics characteristics warm the lower atmosphere over the AO 
polar center of action and consequently favor, in a large scale, coastal 
erosion by thermo-denudation. 
- The same mechanism also plays a role at decreasing sea-ice 
concentration anomalies during summer (Ding et al. 2017), which would 
increase the coastal fetch, and thus increase the coastal vulnerability to 
erosion by thermal-abrasion (Overeem et al. 2011; Barnhart et al. 2014).

Figure A.9: Summary of proposed physical mechanisms. Proposed mechanisms and ob-
served evidences, which support the associations between the main modes of
observed coastal erosion variability and the suggested large-scale drivers.
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abstract

Arctic coastal erosion damages infrastructure, threatens coastal communities, and
releases organic carbon from permafrost. However, the magnitude, timing and
sensitivity of coastal erosion increase to global warming remain unknown. Here,
we project the Arctic-mean erosion rate to roughly double by 2100 and very likely
exceed its historical range of variability by mid-21

st century. The sensitivity of
erosion to warming also doubles, reaching 0.4-0.5 m year-1 oC-1 and 2.3-2.8 TgC
year-1 oC-1 by the end of the century under moderate and high-emission scenarios.
Our first 21

st-century pan-Arctic coastal erosion rate projections should inform policy
makers on coastal conservation and socioeconomic planning. Our organic carbon
flux projections also lay out the path for future work to investigate the impact of
Arctic coastal erosion on the changing Arctic Ocean, on its role as a global carbon
sink, and on the permafrost-carbon feedback.
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b.1 introduction

Arctic coast erosion is caused by a combination of thermal and mechanical drivers.
Permafrost thaw and ground-ice melt lead to soil decohesion and slumping, while
surface ocean waves mechanically abrade the coast (Aré, 1988). Sea-ice loss expands
the fetch for waves (Overeem et al., 2011; Casas-Prat and Wang, 2020b), and prolongs
the open-water season, increasing the vulnerability of the Arctic coast to erosion
(Barnhart et al., 2014a; Barnhart et al., 2016). In the past decades, coastal retreat
rates have increased throughout the Arctic, often by a factor of two or more (Jones
et al., 2009; Günther et al., 2015; Irrgang et al., 2018; Jones et al., 2018; Jones B. M.,
2020). The historical acceleration of erosion in the Arctic is linked with the observed
decreasing sea-ice cover (Overeem et al., 2011; Barnhart et al., 2014a; Stroeve and
Notz, 2018), increasing air surface (Serreze et al., 2009; Cohen et al., 2014) and
permafrost temperatures (Biskaborn et al., 2019). In the future, erosion rates are
expected to continue increasing. Arctic surface air temperature is projected to exceed
its natural range of variability within the next decades (Landrum and Holland,
2020). Arctic sea ice decline has already exceeded natural variability (Landrum and
Holland, 2020), and summer ice-free conditions are projected by mid-21

st century
(Notz and SIMIP Community, 2020). New regimes of surface waves are projected
in the Arctic Ocean and along the coast (Dobrynin et al., 2012; Dobrynin et al.,
2015; Casas-Prat and Wang, 2020a). Consequently, Arctic coastal erosion rates are
expected to increase in the coming decades. However, the extent of this increase
is still unknown, as no projections of Arctic coastal erosion rates are available. To
fill this gap, we present the first 21

st-century projections of coastal erosion at the
pan-Arctic scale.

The thawing of permafrost globally releases organic carbon (OC) and increases
atmospheric and oceanic greenhouse gas concentrations, feeding back to further
warming (Vonk et al., 2012; Schaefer et al., 2014; Schuur et al., 2015; Tanski et al.,
2019). Arctic coastal erosion alone releases about as much OC as all the Arctic rivers
combined (Vonk et al., 2012; Wegner et al., 2015), fueling about one-fifth of Arctic
marine primary production (Terhaar et al., 2021). Despite consistent improvements
in the representation of permafrost dynamics (Koven et al., 2013; Burke et al.,
2020), the current generation of Earth system models (ESMs) does not account for
abrupt permafrost thaw, which may cause projections of OC losses to be largely
underestimated (Turetsky et al., 2020; Pihl et al., 2021). Arctic coastal erosion is one
form of abrupt permafrost thaw (Tanski et al., 2019) and a relevant component of the
Arctic carbon cycle (Vonk et al., 2012; Fritz et al., 2017). Nonetheless, it has not been
considered in climate projections so far. The scale mismatch between Arctic coastal
erosion and modern ESMs requires the development of holistic models, that account
for the key large-scale processes to bridge this gap (Fritz et al., 2017; Turetsky et al.,
2019; Nielsen et al., 2020).

In this study, we present a novel approach to represent Arctic coastal erosion at the
scales of modern ESMs. We develop a semi-empirical Arctic coastal erosion model
combining observations from the Arctic Coastal Dynamics (ACD) database (Lantuit
et al., 2012), climate reanalyses, ESM and ocean surface wave simulations. Our
model considers the main thermal and mechanical drivers of erosion as dynamical
variables, represented by yearly-accumulated positive temperatures and significant
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wave heights, and constant ground-ice content from observations. Our approach
allows us to make 21

st-century projections of coastal erosion at the pan-Arctic scale.
We quantify the magnitude, timing and sensitivity of Arctic coastal erosion and its
associated OC loss in the context of climate change.

b.2 emergence of arctic coastal erosion

We project the Arctic-mean coastal erosion rate to increase from 0.9±0.4 m/year
during the historical period (1850-1950) to between 2.0±0.7 and 2.6±0.8 m/year
by the end of the 21

st Century (2081-2100), in the context of anthropogenic climate
change, according to the socio-economic pathway (SSP) scenarios SSP2-4.5 and
SSP5-8.5, respectively (Fig. B.1a). This translates to an increase of the Arctic-mean
coastal erosion rate by a factor of about between 2.2 and 2.9 by the end of the century
with respect to the historical period. The SSP2-4.5 and SSP5-8.5 scenarios describe
medium and high radiative forcings due to greenhouse gas emissions (O’Neill et al.,
2016), respectively, and include the pathway of the current cumulative CO2 emissions
(Schwalm et al., 2020). In both scenarios, our projections show that the Arctic-mean
erosion exceeds its historical range of variability before the end of the century (Fig.
B.1b).

We find it likely (≥66% probability) that the Arctic-mean erosion exceeds its
historical range by around 2023, and very likely (≥90% probability) by 2049 (Fig.
B.1b), considering the largest distributions of uncertainties in our projections (i.e.
ensemble spread and erosion model uncertainties). The emergence of the Arctic-
mean erosion rate would very likely have happened by around 2010,if we take
only the ensemble spread to define the historical range. Significant differences in
projections between the two scenarios are only noticeable in the second half of the
century, after a complete emergence from the historical range. Our erosion time-of-
emergence estimates reflect those of its drivers, which take place around mid-21

st

Century (Fig. B.1c,d), in accordance with previous studies (Landrum and Holland,
2020; Notz and SIMIP Community, 2020).

Arctic coastal erosion is typically caused by a combination of thermo-denudation
(TD) and thermo-abrasion (TA) Aré, 1988, which act together to thaw permafrost,
melt ground ice, abrade and transport coastal material off shore. We take yearly-
accumulated daily positive temperatures and significant wave heights to represent
TD and TA: hereafter, the thermal and mechanical drivers of erosion, respectively. As
various landform types compose the Arctic coast, the relative contribution of the
thermal and mechanical drivers differs at the local scale. Erosion is predominantly
thermally driven at retrogressive thaw slumps, observed at the Bykovsky Peninsula,
Laptev Sea (Lantuit et al., 2011), and in the Mackenzie Delta region – Beaufort Sea
(Lantuit and Pollard, 2008; Lantz and Kokelj, 2008), for example (Fig. B.2a), as the
sediment transport from ocean waves play a secondary role in coastal retreat in such
formations. Erosion is also predominantly thermally driven in enclosed bays and in
coastal segments protected by spits and barrier islands, where the fetch for ocean
waves is limited (Baranskaya et al., 2021), although barrier island themselves are
often susceptible to wave abrasion (Farquharson et al., 2018). In contrast, erosion
of ice-rich cliffs, which occur extensively along the Beaufort and Laptev Sea coast
for example (Jones et al., 2009; Günther et al., 2015; Jones et al., 2018), requires
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Figure B.1: Arctic coastal erosion projections. a) Time evolution of the Arctic-mean coastal
erosion rate, expressed as the combined effect of its thermal and mechanical
drivers. b) Yearly probabilities that the Arctic-mean coastal erosion rate leaves the
historical range of variability, calculated from distributions of ensemble spread
and erosion model uncertainties (see Methods). In both scenarios, it is very likely
(>90% probability) that the Arctic-mean erosion emerges from its historical
range by mid 21

st century, although the exact time of emergence is sensitive to
our erosion model uncertainties. The thermal (c) and mechanical (d) drivers of
erosion, expressed as yearly-accumulated daily positive degrees and significant
wave heights, respectively. The erosion time series depict long-term means and
therefore show little interannual variability in comparison to its drivers.

the mechanical action from ocean waves to open notches at the land-sea interface,
causing the subsequent failure of often still frozen large blocks of permafrost. In
some locations, the relative contribution of the thermal and mechanical drivers is
more balanced than described above. At Muostakh Island in the Laptev Sea, for
example, thermo-denudation and abrasion are estimated to contribute similarly to
maintain erosion rates of up to 25 m/year (Günther et al., 2015). In our erosion model,
we initially assume equal contributions from the thermal and mechanical drivers at
the pan-Arctic scale during the observational period. This assumes that deviations
occur comparably in both directions. We also make extreme 10-90% and 90-10%
scenarios of relative thermal-mechanical contributions to test the sensitivity of our
results to that assumption (see Methods and Table S1). Attributing 90% of mechanical
contribution yields about 15-20%s larger Arctic-mean coastal erosion projections by
2100 (and vice-versa), because the Arctic-mean wave exposure increases more than
the thawing temperature exposure along the coast, with respect to their historical
values (Fig. S1a).
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Figure B.2: Observed and modelled erosion rate spatial variability. a) Observed long-term
coastal erosion mean rates from the ACD database (Lantuit et al., 2012) used
in this study (see Methods). Modelled against observed erosion rates in (b) non-
extreme and (c) extreme erosion segments. Observed values are denoted by
colored circles on the maps and on the scatter plots. Uncertainties represent 2σ
confidence intervals from the distribution of regression coefficients. Modelled
historical-mean (1850-1900) (d) and end-of-the-century (2081-2100) erosion rates
according to the SSP2-4.5 (e) and SSP5-8.5 (f) scenarios. The histograms in g
display the historical and projected erosion time-means from the maps in d, e
and f. Distributions shift and spread over time.

b.3 spatial variability of erosion

The thermal and mechanical drivers of erosion explain about 36-47% of its observed
spatial variability in multiple linear regression models. On one hand, wave exposure,
combined with ground-ice content, best explains the spatial variability of erosion in
most of the coastal segments (r = 0.69± 0.12, mean ±2σ, Fig. B.2b), where erosion
is not extremely high (∼90

th percentile, <2.5 m/year). The local wave exposure
information indeed integrates several important sources of erosion variability. Not
only does wave exposure promote cliff abrasion and subsequent sediment transport,
but it is also proportional to open-water season (OWS) duration, which has been
suggested to be the first-order driver of coastal erosion rate variability (Overeem
et al., 2011; Nielsen et al., 2020). In addition, sea-ice melt, and thus increasing
OWS duration, responds to increasing surface air temperature, which also drives
permafrost thaw and thus erosion by thermo-denudation. On the other hand, spatial
differences among segments of extremely high long-term erosion rates are best
characterized by thawing temperature exposure combined with ground-ice content
(r = 0.61± 0.42, Fig. B.2c). This suggests that thermo-denudation plays a more
important role in driving coastal erosion rates at extreme-erosion segments, than
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at non-extreme ones. Among both extreme and non-extreme erosion segments,
ground ice adds explanatory power, as it increases the susceptibility of permafrost
to thaw and hence erosion. Our results are in accordance with previous work, which
reported weak spatial correlations between ground-ice content and erosion rates
(Lantuit et al., 2012). Strong temporal correlations between erosion and thawing
temperature exposure have also been reported for Muostakh Island – Laptev Sea
(Günther et al., 2015), where erosion rates are often in the range between 10 and 20

m/year (Günther et al., 2015; Grigoriev, 2019). We further combine the temporal
evolution of the Arctic-mean erosion with its spatial distribution to make projections
of erosion rates at the coastal segment resolution (Fig. B.2d-f).

The geographical distribution of low and high-erosion segments does not change
substantially from observations over time in our projections, which is partially a
consequence of our model design, as explained by the three following reasons.
First, we assume that the spatial model coefficients, empirically determined, remain
unchanged throughout our simulations. Second, ground-ice content, an explanatory
variable in our regression model, is also assumed constant over time. Third, our
regression model accounts for only a fraction of the spatial variability in erosion,
and may thus underestimate larger spatial changes to occur over time. Moreover,
and independent from model design, local anomalies of the dynamical variables
(i.e. local wave and thawing temperature exposure) are smaller in magnitude than
their Arctic-mean increase. Therefore, our modelled changes in the spatial variability
of erosion are small in comparison to its Arctic-mean increase. Nonetheless, our
modelled spatial spread of erosion increases with time (Fig. B.2g). The 5

th-95
th

percentile range of erosion rate distributions increases from 3.6 (0-3.6) m/year in
the historical period to 3.9 (0.9-4.8) and 4.2 (1.4-5.7) m/year in the SSP2-4.5 and
SSP5-8.5 scenarios, respectively. Temporally resolved erosion rate observations are
rare, often sparse in time, and only available at a relatively small number of locations
(Jones B. M., 2020). Only with such observations, temporally resolved and at the
pan-Arctic scale, would empirical models be able to better constrain the temporal
evolution of spatial variability of coastal erosion.

b.4 spatial variability of organic carbon losses

The pan-Arctic OC loss from coastal erosion increases from 6.9 (1.5-12.3) TgC year-1
during the historical period to between 13.1 (6.4-19.7) TgC year-1 and 17.2 (9.0-
25.4) TgC year-1 by the end of the century in the SSP2.4-5 and SSP5-8.5 scenarios,
respectively (Fig. B.3). For the present-day climate (i.e. the period for which erosion
observations are available), we estimate a pan-Arctic OC loss from coastal erosion of
8.5 (3.3-13.7) TgC year-1. Both our simulated present-climate mean and uncertainty
range are comparable with previous estimates from observations (Lantuit et al., 2012;
Wegner et al., 2015). Our projections suggest a pan-Arctic OC flux increase by a
factor of between 1.5 and 2.0 with respect to the present-day climate, or by a factor
of between 1.9 and 2.5 by 2100 with respect to the historical period.

The Laptev and East Siberian Seas (LESS, Fig.B.2a) together account for about
three quarters of the pan-Arctic OC losses in our simulations, in accordance with
observations-based estimates (Wegner et al., 2015). This also holds truth for future
scenarios. The reason for the relatively high OC fluxes from the LESS coast is
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Figure B.3: Projected organic carbon loss. Changes in organic carbon released annually
by coastal erosion according to observations-based estimates and in our model
simulations for the historical period (1850-1950), current climate (according to
observations from the ACD (Lantuit et al., 2012)) and at the end of the 21

st century
(2081-2100) in the two future scenarios. The height of bars represent the total
uncertainty of our projections, which we disentangle between ensemble spread,
spatial and temporal erosion model components. Most of the uncertainties
originate from the empirical estimates of the erosion model parameters (76-97%)
and the smallest fraction to the ensemble spread (3-24%).

twofold. First, the region comprises coastal segments of extremely rapid erosion,
often between 10 and 20 m/year (Günther et al., 2015; Grigoriev, 2019). Second,
the LESS coast is dominated by Yedoma ice-complex deposits, where ground-ice
concentration reaches more than 80% of soil volume (Günther et al., 2015; Fuchs
et al., 2018), and organic-carbon content is extremely high, reaching about 5% of
weight (Lantuit et al., 2012). From the LESS, we simulate a present-climate OC flux
of 6.5 (2.4-10.6) TgC year-1 , comparable to the 2.9-11.0 TgC year-1 range estimated
by Wegner et al. (2015) (Wegner et al., 2015), and comprising the ACD value of 7.7
TgC year-1 . In an extensive campaign over the LESS continental shelf, Vonk et al.
(2012)(Vonk et al., 2012) determined that about 20 TgC year-1 are buried in the LESS
sediment, which would originate from a combination of coastal and seafloor erosion.
Accounting for degradation before burial and assuming an equal contribution from
coastal and subsea erosion, about 11 (7-15) TgC year-1 would be released by coastal
erosion alone. The LESS estimate of Vonk et al. (2012) (Vonk et al., 2012) is 43-57%
larger than other observations-based estimates (Wegner et al., 2015) and about 69%
larger than our present-climate modelled value. These differences are likely due to
extensive and high-resolution sampling, allowing for more accurate upscaling (Vonk
et al., 2012). However, the uncertainties associated with the contribution between
coastal and subsea erosion comprehend our modelled range (their Table S6 (Vonk
et al., 2012)). Therefore, an underestimation from our side is not conclusive. From
the LESS coast, we project an increase in OC fluxes from 5.3 (1.0-9.6) TgC year-1 in
the historical period to 9.6 (5.7-13.4) TgC year-1 in the SSP2-4.5 and 12.4 (7.8-17.1)
TgC year-1 in the SSP5-8.5 scenarios by 2100, which translates to an increase by a
factor of between 1.8 and 2.3.
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The Beaufort Sea coast accounts for about half of the remaining fraction of pan-
Arctic OC flux, releasing 0.9 (0.4-1.4) TgC year-1 during the present climate in our
simulations, in agreement with the 0.7 TgC year-1 estimates from the ACD (Lantuit
et al., 2012), however larger than previous estimates of 0.2-0.4 TgC year-1 (Wegner
et al., 2015) (Fig. B.3). Hotspots of extreme erosion are also observed in the Beaufort
Sea coast. Extensive field work has been recently carried out, especially in the Yukon
coast region, showing increasing erosion rates and suggesting that the associated
OC fluxes could have been previously underestimated (Ramage et al., 2017; Couture
et al., 2018; Irrgang et al., 2018; Tanski et al., 2019; Grotheer et al., 2020). We project
an OC flux increase from the Beaufort Sea coast from 0.7 (0.2-1.2) TgC year-1 in the
historical period to between 1.6 (0.9-2.3) TgC year-1 and 2.3 (1.4-3.1) TgC year-1 by
2100 in the SSP2-4.5 and SSP5-8.5 scenarios, respectively, translating to an increase
by a factor of between 2.3 and 3.3. The remaining marginal Arctic Seas contribute
with yearly OC fluxes at absolute amounts similar to those from Beaufort Sea in our
projections, accounting for about 12-14% of the pan-Arctic totals.

Coastal erosion is estimated to sustain about one fifth of the total Arctic marine
primary production at present-climate conditions (Terhaar et al., 2021). Therefore,
the projected additional OC loss could have a substantial impact on the Arctic
marine biogeochemistry. However, the fate of the organic carbon released by Arctic
coastal erosion is currently under active debate. Field work has shown that between
about 13% and 65% of the OC released into the ocean by coastal erosion could settle
in the marine sediment (Hilton et al., 2015; Couture et al., 2018; Grotheer et al.,
2020), slowing down remineralization. In the sediment, organic matter degradation
would then take place at millennial time scales (Bröder et al., 2018). However,
in the shallow nearshore zone, resuspension driven by waves and storm activity
increases the residence time of OC in the water column, and allows for more effective
remineralization (Jong et al., 2020). Moreover, partial degradation of the eroded
material takes place before it enters the ocean, releasing greenhouse gases directly
to the atmosphere (Vonk et al., 2012; Tanski et al., 2019; Tanski et al., 2021). The
OC degradation time scale thus also depends on its transit time onshore (Tanski
et al., 2021). It is therefore challenging to determine short-term impacts from the
projected additional OC fluxes from coastal erosion, as large uncertainties still
remain regarding pathways of OC degradation.

We partition the uncertainty sources in our projections between three sources:
ensemble spread, temporal, and spatial erosion model components (see Methods).
Our erosion model contributes the most to the uncertainties in our simulations: from
about 76% of the total uncertainty range in the historical period and up to 97%
by the end of the century in SSP5-8.5. The ensemble spread is responsible for the
remaining 24% of the total uncertainty during the historical period, and for only 3%
to 6% of the total range at the end of the future scenarios. The spatial component
of the erosion model accounts for about half of the total range of uncertainties,
on average, without significant changes in proportion over time. The fraction of
uncertainties stemming from the temporal model component increases from about
33% of the total range in the historical period to about 55% by the end of the century
in SSP5-8.5 due to the increasing magnitude of the erosion drivers. The distribution
of sources of uncertainties in our projections is qualitatively similar between the
pan-Arctic and the regional totals.
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b.5 sensitivity of erosion and carbon losses to climate change

The sensitivity of Arctic coastal erosion to climate change increases over time in our
simulations, and is tightly related with the Arctic amplification (AA) (Serreze et al.,
2009) after its onset. Arctic coastal erosion increases more rapidly in response to
increasing global mean surface air temperature (SAT) in the future scenarios than it
does in the historical period. Before the mid 1970s, neither global nor Arctic-mean
SAT decadal trends are consistently significantly positive yet (Fig. B.4a). During
this period, the correlation between the Arctic-mean erosion rate and the Arctic-
mean SAT is weak (r = 0.26± 0.29, mean ±2σ range, Fig. B.4b). However, after the
1970s, correlations between erosion and Arctic SAT increase substantially (SSP2-4.5:
r = 0.68± 0.18, SSP5-8.5: r = 0.93± 0.06, 2081-2100 means), driven by the concurrent
increasing trends. This turning point is also marked by the AA onset, when the
Arctic SAT starts increasing at a faster pace than the global SAT, i.e. the AA factor is
consistently larger than 1 (Fig. B.4c). Therefore, the sensitivity of erosion to global
SAT reflects the sensitivity of Arctic SAT to global SAT – quantified as the AA factor
– after the AA onset, given the strong correspondence between erosion and the Arctic
SAT at that time (Fig. B.4d). The sharp increase of erosion sensitivity and the AA
factor to their maximum values in the early 2000s is a signature from the so-called
"hiatus" in global warming (Kosaka and Xie, 2013). Global mean SAT stalls between
the late 1990s and the early 2010s, while the erosion drivers continue to increase (Fig.
S1b,c). Sensitivity values level off in the second half of the 21

st Century, when global
mean SAT trends decelerate. End-of-century sensitivities are lowest in the SSP2-4.5
scenario, when Arctic SAT trends decrease sharply to reach the also consistently
decreasing global SAT trends, and the AA factor approaches one. In order to avoid
the effect of the warming hiatus, we quantify erosion sensitivity considering the
historical period until before the AA onset, and during the last 50 years in the
scenario simulations.

The sensitivity of the Arctic-mean erosion rate to global mean SAT increases
significantly from 0.18±0.31 m year-1 oC-1 on average during the historical period
until 1975, to at least double (between 0.40±0.16 and 0.48±0.21 m year-1 oC-1)
during the second half of the 21

st Century following the SSP2-4.5 and SSP5-8.5
scenarios, respectively. This translates to an increase in the sensitivity of OC losses
to climate warming from 1.4 TgC year-1 oC-1 in the historical period before until
1975, on average, to between 2.3 and 2.8 TgC year-1 oC-1 following the SSP2-4.5 and
SSP5-8.5 scenarios, respectively.

The sensitivity parameters are useful tools to assess the state of Arctic coastal
erosion increase and the associated OC fluxes at intermediate states or policy-based
targets of global warming. It must be noted, however, that the sensitivity parameters
usually assume linear relationships between the forcing and outcome variables
(Friedlingstein et al., 2006). Similarly, in our erosion model, we assume that the
linear combination of thermal and mechanical drivers of erosion provides us with
first-order large-scale information on the time evolution of Arctic coastal erosion,
associated with a range of uncertainties and scenarios of proportionality factors.
Non-linear effects could emerge, for example, from earlier onsets of the storm season
overlapping with longer-lasting positive temperatures into fall. We do not consider
sea-level change in our projections. Adding sea-level change as a temporal driver of
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Figure B.4: Sensitivity to climate change. a: 20-year running trends of global and Arc-
tic mean surface air temperature (SAT). b: Correlations between Arctic-mean
erosion rates and Arctic mean SAT. c: The Arctic Amplification (AA) factor,
expressed as regression coefficients of Arctic SAT changes on global SAT. The
AA onset is defined when the AA factor is larger than 1. d: Sensitivity of Arctic-
mean erosion rates to climate, expressed regression coefficients on global SAT.
Running-window lengths are 20 years in all plots. Different window lengths
show qualitatively similar results (not shown). The AA onset (dashed blue line)
takes place in 1976, when the Arctic SAT increases at a faster pace than the
global mean SAT, i.e. the AA factor is larger then 1. After the the 1970s, the AA
factor is consistently significantly larger than 1, except for late 21st-century in the
SSP2-4.5 scenario, when global and Arctic mean SATs deaccelerated and 20-year
trends are momentarily similar.
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erosion would increase future erosion and the sensitivity parameters, if it increases
proportionally faster than our thermal and mechanical drivers with respect to the
historical period. We do not directly consider episodic water level changes due to
storms, which are relevant for coastal abrasion and sediment transport. However,
by using a global dynamical wave model, and integrating yearly wave exposure at
the coastal-segment level, we do incorporate the effect of storms in our mechanical
driver of erosion. Our erosion model, relatively simple in comparison with higher-
resolution process-based strategies (Hoque and Pollard, 2009; Ravens et al., 2012;
Barnhart et al., 2014b; Thomas et al., 2020; Frederick et al., 2021; Rolph et al., 2021),
does not intended to represent all processes, often of fine spatial scale (order of
meters or less), associated with the erosion of the Arctic coast. Here, we empirically
parameterize the role of the the main, first-order drivers of Arctic coastal erosion at
larger-scales, compatible with the resolution and mechanisms represented in ESMs
(order of tens or hundreds of kilometers). With our approach, we are able to make
pan-Arctic projections of coastal erosion, its associated OC fluxes, and estimate their
sensitivities to warming from their relationship with projected climate change.

b.6 conclusions

We present a semi-empirical model for coastal erosion to make 21
st-century pan-

Arctic projections of erosion rates and associated organic carbon (OC) losses. Our
model accounts for temporal and spatial variability of erosion, combining wave and
thawing temperature exposure with ground-ice content as explanatory variables.
With our approach, we are able to provide estimates of magnitude, timing and
sensitivity of Arctic coastal erosion increase to climate change. The Arctic-mean
erosion rate increases by a factor of between 2.2 and 2.9 from the historical period
(1850-1900) to the end of the 21

st Century following the SSP2-4.5 and the SSP5-8.5
scenarios, respectively. The associated pan-Arctic OC flux increases by a factor of
1.9-2.5 at the same time, reaching up to 17.2 (9.0-25.4, two standard-deviation range)
TgC year-1 in the SSP5-8.5 scenario. Our projections show that Arctic coastal erosion
is very likely (at least 90% probability) to exceed its historical range of variability
before end of the century, even in the intermediate-emission scenario. We estimate
that the sensitivity of Arctic coastal erosion to climate also increases with time,
following the Arctic amplification after its onset in the 1970s, due to the strong
relationship between erosion and Arctic SAT at that time. During the second half
of the century, one degree of global warming is associated with an increase of the
Arctic-mean erosion by about 0.4-0.5 m/year and 2.3-2.8 TgC/year of associated OC
carbon loss, equivalent to about 5-8% of the present-climate OC yearly flux from
the Arctic rivers into the Ocean. Arctic coastal erosion will increase more rapidly
in the future in response climate change, roughly doubling in rates by 2100, and
likely reaching values unseen before in the past century. Our projections allow future
work to investigate the impact of Arctic coastal erosion on the permafrost-climate
feedback, and the future evolution of the Arctic Ocean’s ecosystems and its role as
a global carbon sink. Moreover, our results should also inform policy makers on
coastal conservation and socioeconomic planning at the pan-Arctic level, focusing
on the sustainable future of Arctic coastal communities.
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b.7 methods

Data

Arctic coastal observations.
We use the Arctic Coastal Dynamics (ACD) database (Lantuit et al., 2012) as our
observational reference. The ACD compiles several sources of data and provides a
list of variables for a total of 1314 coastal segments along the Arctic coast, includ-
ing: long-term erosion mean rates, organic carbon concentration, soil bulk density,
ground-ice fraction, mean elevation and length. From the 1314 segments, we take
those classified as erosive and non-lithified, which excludes segments from the
rocky coasts in Greenland and in the Canadian Archipelago and other segments that
present stable or aggrading dynamics. We also select segments containing excess ice,
which excludes all the non-erosive segments from Svalbard, for example. We this
work with a subset of 306 coastal segments in our analysis.

Reanalysis
We take 2-meter air temperature and significant wave heights from ERA20C reanaly-
sis (Poli et al., 2016) as empirical variables in our coastal erosion model. Data are
taken in the same periods for which the erosion rates are provided in the ACD. The
temperature and wave data have ∼ 1.12o (atmosphere) and 1.5o (waves) horizontal
resolution. We assign the closest land grid cell in ERA20C from its atmospheric grid
to ACD segments, and two rows of adjacent cells from the ocean grid.

Ocean wave simulations
We use the wave model WAM (The WAMDI Group, 1988) to generate a 10-member
ensemble of global waves for historical, SSP2-4.5 and SSP5-8.5 scenarios, forced by
the MPI-ESM ensemble. In our setup, WAM has 1

o grid resolution and is forced
with daily sea-ice concentration (threshold of 15% to define open-water), 6-hourly
10-meter winds, and a realistic ETOPO2-based bathymetry as boundary conditions.

Semi-empirical Arctic coastal erosion model

We present a simplified model for Arctic coastal erosion, compatible with the scales
of Earth system models. Our model considers the dominant physical thermal and
mechanical drivers of erosion, also referred to as thermal-abrasion (TA) and thermal-
denudation (TD) (Aré, 1988). The model is constrained to only simulate erosion at
the presence of ground ice and at the absence of coastal sea ice. We use an empirical
approach to quantify the relationship between the physical drivers, constraints
and the erosion rates, by comparing the observations from the ACD with ERA20C
reanalysis. The empirically estimated parameters are then applied to all coastal
segments, which provides us with erosion rates in the pan-Arctic scale. Our model
has yearly time resolution, and the spatial resolution follows the definitions of the
ACD coastal segments.
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The total erosion E(t,x) [m year-1 ], defined in every year t and coastal segment
x(lat, lon), is given as a combination of a temporal and a spatial component.

E(x, t) = E(t) + ∆E(x, t) (B.1)

The temporal component represents the temporal evolution of the Arctic-mean
erosion E(t) [m year-1 ]. The spatial component ∆E(x, t) [m year-1 ] represents local
departures from the Arctic mean at every year and coastal segment, providing
spatially distributed values of erosion. Hereafter, we use "Arctic mean", denoted
by the overline, to refer to means along the Arctic coast. All data associated with
ACD coastal segments are weighted by segment lengths in the computation of means.

The temporal component
The temporal component of our model is a linear combination of Arctic means of
the thermal and mechanical drivers of erosion.

E(t) = aTD T(t) + aTA H(t) (B.2)

The thermal driver of erosion is represented by Arctic-mean yearly-accumulated
daily-mean positive 2-meter air temperatures T(t) [oC day year-1 ], also commonly
known as positive degree-days or thawing-degree days. The mechanical driver of
erosion is represented by Arctic-mean yearly-accumulated daily significant wave
heights H(t) [m day year-1 ].

We empirically estimate the linear coefficients aTA [m m-1 day-1 year] and aTD [oC
m-1 day-1 year] by scaling the Arctic-mean physical drivers, from ERA20C reanalysis,
with the observed coastal erosion rates from the ACD. This is done for the reference
time tobs, during which observations are available.

aTA = q
Eobs

H(tobs)
(B.3)

aTD = (1− q)
Eobs

T(tobs)
(B.4)

We assume that the thermal and mechanical drivers aTDT(t) and aTAH(t) con-
tribute in equal proportions to the Arctic-mean erosion during the reference time.
We do that by setting the proportionality factor q to 0.5. We test the sensitivity of
our results to this assumption by making scenarios with q = 0.1 and q = 0.9 (see
Table S1 and Fig. S1a in the supplementary material).

The spatial component
The spatial component of our erosion model calculates local erosion anomalies with
respect to the Arctic-mean temporal evolution, and consists of two multiple linear
regression (MLR) models. We split the coastal segments in two groups by classifying
them between extreme and non-extreme with respect to erosion, using 2.5 m/year
as a threshold (∼90th percentile). We do not find a distinct separation between
extreme and non-extreme segments in terms of geographical location (Fig. B.2a),
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neither in terms of coastal morphology. Both groups show similar distributions
of ground-ice content, mean cliff height, bathymetric profile, bulk density, as well
as mean thermal and mechanical forcings derived from thawing temperature and
ocean waves, for example (not shown). We test a comprehensive number of combi-
nations of dynamical and geomorphological parameters as explanatory variables
in MLR models, simultaneously maximizing goodness-of-fit and penalizing model
complexity (Table S3). We fit MLR models using the usual Ordinary Least Square
(OLS) method. The goodness-of-fit of models is assessed with the proportion of
explained variance and root-mean squared error (RMSE). Since increasing the num-
ber of combined explanatory variables necessarily increases the model fit and may
lead to overfitting, we penalize model complexity by assessing the changes in the
Akaike Information Criterion (∆AIC) in parallel. The best performing combination
of covariates is the one which maximizes correlation (or proportion of explained
variance) and minimizes RMSE and ∆AIC (Fig. S2). We train the spatial component
of our erosion model only on those segments classified as ”high quality” with respect
to erosion data. We include medium-quality segments to train the model for the
high-erosion case to increase our sample size and thus also statistical robustness. We
validate each combination of regression coefficients with unseen data by performing
a leave-one-out cross validation test. We use a Bootstrap approach with 10 thousand
sampling iterations to obtain distributions of model coefficient estimates, and thus
their associated uncertainties.

Three variables compose the best performing combinations: a) daily-mean thawing
temperature exposure, expressed as the yearly-accumulated daily positive tempera-
ture divided by the number of positive-temperature days per year Tday [oC year-1

], b) daily-mean wave exposure, expressed as the yearly-accumulated daily signif-
icant wave heights divided by the number of open-water days per year Hday [m
year-1 ], and c) ground-ice content θ [% of soil volume]. On one hand, combining
ground-ice content with daily-mean wave exposure (θ+Hday) explains about 47% of
the observed spatial variance among non-extreme (2.5 m/year threshold) erosion
segments (r = 0.69, 9-95

th-percentile range: r = 0.60− 0.78, Fig. B.2b, Fig. S3a). On
the other hand, combining ground-ice content with the daily-mean thawing temper-
ature exposure (θ+Tday) explains about 36% of the variance among extreme-erosion
segments (r = 0.61, 9-95

th-percentile range: r = 0.31− 0.94, Fig. B.2c, Fig. S3a). The
linear regression coefficients b obtained with the selected variable combinations are
statistically significant (p < 0.01).

∆E(x, t) =

bθ∆θ(x) + bH∆Hday(x, t) if Eobs(x) < 2.5 m year-1

b′θ∆θ(x) + bT∆Tday(x, t) otherwise
(B.5)

Swapping the combinations and groups, that is, using θ+Hday for the extreme
and θ+Tday for the non-extreme erosion segments, yields overall poorer fits (Fig.
S3a,b) and less robust estimation of regression coefficients (Fig. S3c-e). We also
test the sensitivity of these results to the choice of the threshold to define extreme
erosion. Allowing for an overlap between the extreme and non-extreme segments by
lowering the threshold to 2.0 m/year, for example, increases the robustness of the
Tday regression coefficient estimate for the extreme group (Fig. S3d) by increasing
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the number of data points, and yields a similar fit to that of the higher threshold
(θ+Tday in Fig. S3a,b) and also similar ground-ice coefficients (θ+Tday in Fig. 3Sc).

Finally, the total erosion is constrained to the open-water period, and set to zero
whenever and wherever sea-ice concentration (SIC) is above 15% at the coast. Com-
bining the temporal (Eq. B.2) and spatial (Eq. B.5) components into our total erosion
model (Eq. B.1), conditioned by open-water and the extreme-erosion threshold, our
model assumes the complete form:

E(x, t) =


aTD T(t) + aTA H(t) +

bθ∆θ(x) + bH∆Hday(x, t) if Eobs(x) < 2.5 m/year

b′θ∆θ(x) + bT∆Tday(x, t) if Eobs(x) ≥ 2.5
if SIC (x) < 15%

0 if SIC (x) ≥ 15%
(B.6)

Bias correction

Before forcing the erosion model with MPI-ESM data, we adjust the historical
and scenario simulatins for climate biases. The bias is removed between ERA20C
data (used to estimate our model parameters) and MPI-ESM ensemble means
at the coastal segments and reference periods from observations. The modelled
distributions are shifted and scaled, so that their means and spread fit those of
ERA20C at the reference time.

Organic carbon fluxes

We translate linear erosion rates into volumetric erosion rates Evol [m3 year-1],
sediment fluxes S [Kg year-1], and carbon fluxes C f lux [Kg year-1], considering the
mean geometry and ground properties of each coastal segment.

Evol(x, t) = E(x, t) L(x) h(x)

S(x, t) = Evol(x, t) (1− θ(x)) ρ(x)

C f lux(x, t) = S(x, t) Cconc.(x)

(B.7)

where L and h are the segments’ mean length and elevation [m], θ is the ground-
ice content [% volume], ρ is the soil bulk density [Kg/m3], and Cconc. is the organic
carbon concentration [% weight]. We integrate over the coastal segments:

C f lux(t) = ∑
x

C f lux(x, t) (B.8)

to obtain the total Arctic flux.

Sensitivity to climate change

We estimate the sensitivity of the organic carbon release by Arctic coastal erosion to
climate change following the approach of Friedlingstein et al. (2006) (Friedlingstein
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et al., 2006); however, with a simplified set of tools. In their work, Friedlingstein et
al. compare pairs of "coupled" and "uncoupled" simulations, where the increasing
atmospheric CO2 concentration either affects climate, or is neutral in terms of radia-
tive effect. This pairwise comparison is necessary because the land-atmosphere and
ocean-atmosphere carbon fluxes respond to changes in both climate and atmospheric
CO2 concentrations. Therefore, the difference between their coupled and uncoupled
simulations provide the isolated effect of the CO2-induced changes in climate on
carbon fluxes from the effect of the changing atmospheric CO2 concentration. In our
case, changes in atmospheric CO2 alone do not induce any Arctic coastal erosion
response, if not by its radiative effect. An uncoupled simulation, where CO2 does
not induce a change in climate, would not yield any change in the organic carbon
released by Arctic coastal erosion. Therefore, we can estimate the sensitivity of the
organic carbon release by Arctic coastal erosion to climate γ [TgC year-1 oC-1 ] by
comparing changes in global mean surface temperature and the resulting changes
in carbon fluxes from erosion.

Probability and onset of emergence from the historical range

We define the yearly probability density distribution of a modelled variable ψ as the
normal distribution N(t) at year t. The mean of N(t) is the ensemble mean and its
standard deviation is the ensemble standard deviation (plus the standard deviation
of the distribution of erosion model uncertainties in specific situations, made clear
in the text). Similarly, the historical range of a modelled variable ψ is the normal
distribution fitted to its average over the period 1850-1950 Nhist. We calculate the area
of distributions Ahist =

∫
Nhistdψ and A(t) =

∫
N(t)dψ to determine their overlap

Ahist ∩ A(t). We define the probability of emergence from the historical range P(t),
i.e. the probability that N(t) be different from Nhist, as the fraction of A(t) that
emerges from Ahist:

P(t) =
A(t)− Ahist ∩ A(t)

A(t)
× 100 [%] (B.9)

We define the onset of emergence as the year when the ensemble mean is larger
than µ + 2σ from historical range Nhist.

Estimation of uncertainties

All ranges of uncertainties, except when clearly stated otherwise, are calculated
with a Bootstrap method, which suits cases where the number of data is relatively
small. From any vector X of arbitrary length, a large number (i.e. 10 thousand) of
vectors Xi (i = 1, 2, · · · 10k) is generated by sampling with replacement from X. The
uncertainty of any statistics of X is estimated from the distribution of i realizations
of the statistics obtained from Xi.
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data availability

The MPI-ESM CMIP6 simulations are publicly available from the Earth System
Grid Federation’s (ESGF) website: https://esgf-node.llnl.gov/search/cmip6/.
The Arctic Coastal Dynamics (ACD) data (Lantuit et al., 2012) are publicly avail-
able on PANGAEA: https://doi.pangaea.de/10.1594/PANGAEA.919573. ERA20C
reanalysis (Poli et al., 2016) data are publicly available from ECMWF’s website: https:
//www.ecmwf.int/en/forecasts/datasets. Relevant model output, including wave
heights, coastal erosion rates, and organic carbon flux projections, will be made avail-
able on the World Data Center for Climate (WDCC)/German Climate Computing
Center (DKRZ) before publication: https://www.dkrz.de/up/systems/wdcc.

code availability

The scripts used to analyze the data are available from the corresponding author
upon request.
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b.8 supplementary information

Historical SSP2-4.5 SSP5-8.5

q m/year m/year (% increase) m/year (% increase)

0.1 0.86±0.42 1.64±0.50 (91±58) 2.11±0.61 (145±71)

0.5 0.89±0.45 1.99±0.66 (124±74) 2.62±0.84 (193±94)

0.9 0.93±0.48 2.36±0.79 (154±86) 3.12±1.03 (236±111)

Table B.1: Arctic-mean erosion rate projections in the historical period (1850-1950) and by the
end of the 21

st Century (2081-2100) in three scenarios of proportionality factors
between H and T to compose E for the observational period. A factor of q = 0.1
represents a 10% contribution from H and a 90% contribution from T, for example.
Values are ensemble mean ± two standard deviations from the distribution of
uncertainties, obtained with a bootstrap method for the estimation of the coastal
erosion temporal component coefficients, plus the ensemble spread.

Sediment (x10
2 Tg/year) Organic Carbon (Tg/year)

Historical SSP2-4.5 SSP5-8.5 Historical SSP2-4.5 SSP5-8. 5

Pan-Arctic 2.78±1.38 6.69±1.85 9.43±2.32 6.89±2.70 13.05±3.33 17.19±4.09

Laptev 0.99±0.67 2.60±0.86 3.80±1.06 3.50±1.45 5.94±1.72 7.66±2.08

East Siberian 0.54±0.28 1.38±0.35 1.93±0.44 1.84±0.71 3.65±0.81 4.78±0.99

Beaufort 0.25±0.09 0.62±0.13 0.88±0.17 0.70±0.25 1.62±0.34 2.26±0.44

Chukchi 0.31±0.10 0.53±0.12 0.66±0.14 0.39±0.12 0.73±0.16 0.95±0.20

Kara 0.38±0.15 0.99±0.26 1.40±0.35 0.26±0.11 0.75±0.21 1.08±0.28

Barents 0.31±0.10 0.58±0.14 0.75±0.17 0.19±0.06 0.36±0.08 0.47±0.10

Table B.2: Annual sediment and organic carbon fluxes from Arctic coastal erosion. Uncer-
tainties represent one standard deviation from the distribution of erosion model
coefficients and ensemble spread.
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Step No. Variables

0 θ

1 OWS

2 Tday

3 T

4 Hday

5 H

6 θ + OWS

7 θ + Tday

8 θ + T

9 θ + Hday

10 θ + H

11 OWS + Tday

12 OWS + T

13 OWS + Hday

14 OWS + H

15 Tday + Hday

16 Tday + H

17 T + Hday

18 T + H

19 θ + OWS + Tday

20 θ + OWS + T

21 θ + OWS + Hday

22 θ + OWS + H

23 θ + Tday + Hday

24 θ + Tday + H

25 θ + T + Hday

26 θ + T + H

27 OWS + Tday + Hday

28 OWS + Tday + H

29 OWS + T + Hday

30 OWS + T + H

31 θ + OWS + Tday + Hday

32 θ + OWS + Tday + H

33 θ + OWS + T + Hday

34 θ + OWS + T + H

Table B.3: Combinations of explanatory variables tested in multiple linear regression models
to explain the observed spatial variability of erosion. Performance metrics are
displayed in Fig. B.6. A list of symbols is presented in Table B.4.
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Figure B.5: a) Arctic-mean mechanical driver of erosion H [m day year−1] normalized by
its historical value (1850-1950), as a function of the Arctic-mean thermal driver
of erosion T [oC day year−1] also normalized by its historical value. H increases
proportionally more than T. The mechanical driver increases more than the
thermal driver in the 21

st century with respect to historical values. By 2100, H
and T increases 2.65 and 2.29 (1.63 and 1.96) times their respective historical
values in the SSP5.8-5 (SSP2.4-5) scenario. By 2100, the mechanical and thermal
drivers increase 2.65 and 2.29 (1.63 and 1.96) times their respective historical
values in the SSP5.8-5 (SSP2.4-5) scenario. The erosion drivers T in b, and H in c,
as a function of global mean surface temperature changes ∆GMST. Dots are the
ensmble mean and lines depict 2 standard deviations of the ensemble spread.
The erosion drivers, especially H, increase sharply in the transition between the
historical and future scenarios, at ∆GMST' 1, as a consequence of the apparent
hiatus in global warming.
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Figure B.6: Goodness-of-fit metrics for each variable combination (step) tested in multiple
linear regression models to explain the spatial variability of observed erosion
rates. Shown are the correlation coefficients (a, c), Akaike’s Information Crite-
rion differences (∆AIC) (b, e) and root mean square errors (RMSE) (c, f) for
the non-extreme (top) and extreme (bottom) erosion segments. Blue and red
markers represent training and leave-one-out cross validation results. Vertical
bars represent two standard deviations of distributions calculated with a Boot-
strapping method. The best performing steps, highlighted in yellow, are selected
with trade-off between high correlation and low ∆AIC and RMSE. The steps are
described in Table B.3.
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Figure B.7: Spatial erosion model component parameters for the non-extreme erosion group
and for two different extreme-erosion groups, differing on the threshold. Correla-
tion a and normalized root-mean squared error (RMSE) b between modelled and
observed erosion rates. Multiple linear regression coefficients for combinations
θ+Hday and θ+Tday, for the extreme and non-extreme coastal segments. Regres-
sion coefficients for c: ground-ice content θ, d: daily mean positive-degree sum
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