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We adapt the computational hydrogen electrode approach to explicitly account for photo-generated
charges and use it to computationally screen for viable catalyst/co-catalyst combinations for
photo-catalytic water splitting. The hole energy necessary to thermodynamically drive the reac-
tion is employed as descriptor for the screening process. Using this protocol and hybrid-level
density-functional theory, we show that water oxidation on bare TiO2 surfaces is thermody-
namically more complex than previously thought. This motivates a screening for suitable co-
catalysts for this half-reaction, which we carry out for Au particles down to the non-scalable
size regime. We find that almost all small Au clusters studied are better suited for water photo-
oxidation than an extended Au(111) surface or bare TiO2 facets. © 2013 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4816484]

I. INTRODUCTION

Oxide surfaces — such as TiO2 (Ref. 1) — are long
known to possess the ability to split water using only light.
Unfortunately, the yields are small and most of the reactive
surfaces only work with highly energetic UV-light.2, 3 A com-
mon route to make the process more viable for large scale
application is the introduction of suitable co-catalysts that
offer reactive sites or act as carrier traps.4 With usual no-
ble metals (Pd, Pt, Au) already leading to a clear enhance-
ment of the photo-catalytic activity,5–7 current research aims
to identify alternative low-cost materials with equal or even
better functionality. To this end the use of smaller and smaller
nanoparticles8, 9 is not only appealing in terms of material ef-
ficiency, but also with respect to the intriguing nano-catalytic
properties of metal clusters in the non-scalable size regime.10

On the other hand, the size dimension introduced in this
regime further enhances the anyways huge chemical com-
pound space of possible photo-catalyst/co-catalyst combina-
tions. Recognizing that computational screening is an ever
more powerful tool for such problems,11 we here present an
adaption of the computational hydrogen electrode approach
of Nørskov and Rossmeisl12, 13 in order to account for explicit
photo-generated charges and efficiently screen for optimal co-
catalyst/substrate combinations.

II. SCREENING OF PHOTO-(CO-)CATALYSTS

This approach is equally applicable to hydrogen
evolution and water oxidation, but for reasons further spec-
ified below we here focus on the latter half-reaction. A gen-
erally considered pathway for this reaction proceeds via four
electron-coupled proton transfer steps:

A : H2O + (∗) → OH∗ + H+ + e−, (1a)

a)Electronic mail: harald.oberhofer@tum.de

B : OH∗ → O∗ + H+ + e−, (1b)

C : H2O + O∗ → OOH∗ + H+ + e−, (1c)

D : OOH∗ → O2 + (∗) + H+ + e− , (1d)

where the asterisk stands for the catalytic surface (∗) and par-
ticles attached to it (e.g., O∗), respectively. At each of the
four steps, the respective adsorbate loses one proton to the
surrounding medium, while one electron annihilates with a
photo-generated hole localized on the substrate surface. Anal-
ogous to the original method by Nørskov and Rossmeisl, the
idea of our density-functional theory (DFT) based approach
is to determine the relative free energies and thus the relative
stabilities of all reaction intermediates along this pre-defined
pathway (Eq. (1)). Given these free energy differences one
can then — disregarding any kinetic barriers — predict if a
reaction is energetically feasible or could get “stuck” in a par-
ticularly stable intermediate. The effect of the hole charges
on the surface is thereby to “drive” the otherwise endother-
mic reaction at each step by lowering the overall free energy
of intermediates and product. As such the approach not only
allows to account for this effect, but also as the main result
to predict the minimum hole energy εhole necessary to make
the reaction thermodynamically feasible, i.e., drive the reac-
tion such that each step is downhill or at least level in free
energy (see theory section below). In standard electrochem-
istry εhole would relate to the overpotential, and in the present
context we use it as a suitable descriptor to screen for viable
co-catalyst/substrate combinations.

A. Free energy expressions

In the present work, we consider photo-catalytic water
splitting, i.e., in the presence of hole carriers generated by
photon absorption and subsequent exciton dissociation to-
wards the respective electrodes. Additionally, we assume that
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charge diffusion in the semiconductor is fast compared to the
oxidation reaction such that for each reaction step there is a
hole present driving the reaction. Calculation of relative free
energies of reaction intermediates is analogous to earlier work
by Nørskov et al.,12

�GA = (EOH∗ − E∗ ) + EAs+ − EH2O + GH+ + SA, (2a)

�GB = (EO∗ − EOH∗ ) + EAs+ + GH+ + SB, (2b)

�GC = (EOOH∗ − EO∗ ) + EAs+ − EH2O + GH+ + SC, (2c)

�GD = �Gexp + EAs+ + (E∗ − EOOH∗ )

+ 2EH2O − 2EH2 + GH+ + SD, (2d)

where EX are the DFT total energies of species X and SY de-
note the total entropic and zero point energy contributions to
reaction step Y. In Eq. (2d), the product (O2) is expressed
through the experimental water splitting free energy �Gexp,
analogous to Nørskov and Rossmeisl in order to avoid the
calculation of the — in DFT only poorly described — total
energy of O2. The main difference between Eq. (2) and the
original electrochemical formulation is that instead of 1/2EH2

and an external potential, we use the solvation free energy of
a proton (GH+ = −11.53 eV)14 with the energy gain of an
electron falling into a pre-generated hole on the catalytic sur-
face (EAs+ ). The screening descriptor εhole is then given by
the value of EAs+ for which all �GY ≤ 0. In the present work,
we do not venture to calculate specific values of EAs+ for pos-
sible substrate surfaces, but rather focus — in the spirit of ma-
terials screening — on determining εhole of a given cluster, in
order to predict suitable cluster/substrate combinations. Note
also that the photo-catalytic surface only contributes through
the energy of the surface-localized hole. This means that —
neglecting solvent and geometric effects as well as charge
transfer between surface and co-catalysts — it is sufficient
to perform DFT calculations of only the co-catalyst/adsorbate
complexes.

B. TiO2 revisited

Focusing first on the photo-catalyst, we consider the pro-
totypical (110) facet of rutile TiO2 which has been studied
in earlier work within the computational hydrogen electrode
approach.13 Resulting free energy profiles with and without a
hole driving the reaction at pH = 0 are depicted in Fig. 1.
Note that — using hybrid-level DFT — the initial step in
the reaction sequence (Eq. (1a)) is by far energetically domi-
nant. In fact, this step A is much more uphill than predicted in
the GGA-based earlier work13 (cf. also dotted line in Fig. 1),
and therefore requires a hole energy of at least εhole

= −7.5 eV with respect to vacuum to drive the entire reac-
tion downhill. This is an intriguing result if one considers
that the experimental valence band maximum (VBM) of ru-
tile TiO2 is located at εVBM = −7.1 eV.14 Hybrid-level DFT
would thus predict that photo-oxidation of water would not be
thermodynamically feasible at defect-free rutile TiO2(110).

Δ

FIG. 1. Calculated free energy changes along the water oxidation pathway at
pH = 0, cf. Eq. (1), on the (110) facet of rutile TiO2. Solid line: Free energy
profile without reaction-driving hole carriers calculated with PBE0, for com-
parison the free energy profile calculated with PBE is depicted as dotted line.
Dashed line: Profile considering photo-generated holes at the valence band
maximum of TiO2 (taken as εVBM = −7.1 eV).

Notwithstanding, to put this into perspective one has to rec-
ognize though that due to the intrinsic problems of calcu-
lating and measuring accurate absolute band positions there
is a considerable spread in literature concerning the TiO2

VBM position,14–16 with recent many-body perturbation the-
ory based calculations even obtaining εVBM = −8.0 eV.16

Remaining uncertainties in εhole at hybrid-level DFT (e.g.,
due to persistent charge delocalization) certainly also add
to the picture. On the other hand, the bare VBM of bulk
TiO2 is in fact not the fully appropriate reference as it ne-
glects the necessity to localize the hole at the given surface.
Zawadzki et al. have recently shown that the in any case
pronounced hole self-trapping in TiO2 is furthermore highly
surface sensitive.17 The appropriate reference is thus the cor-
responding surface trapped level εT in the TiO2 band gap,
as this will be the one predominantly populated by photo-
generated holes. In the case of the rutile (110) surface, the
εT computed by Zawadzki et al. lies only 0.2 eV higher than
εVBM, but at other commonly occurring rutile and anatase
TiO2 facets this is much larger.17 We correspondingly com-
pute the water oxidation pathway also for these facets and
contrast the results with the different hole trapping levels in
Table I. Even though the εhole are more approximate for these
facets, as they have not specifically been computed for the

TABLE I. Calculated hole energies εhole necessary to drive the water oxi-
dation reaction downhill versus actual surface hole trapping levels εT present
at different rutile and anatase TiO2 facets (see text). All energies are given
with respect to vacuum. The surface hole trapping levels εT are taken from
Ref. 17 and use εVBM = −7.1 eV (Ref. 14) as reference.

Facet εhole (eV) εT (eV)

Rutile (110) −7.5 −6.9
Rutile (001) −7.3 −6.4

Anatase (100) −6.9 −6.6
Anatase (001) −7.0 −5.8
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coverages of relevance here,13 the result is quite striking. In
all cases, the available photo-generated holes would not ther-
modynamically be able to drive the water oxidation when us-
ing εVBM = −7.1 eV (Ref. 14) as value for the TiO2 VBM.
While a more negative VBM reference value, e.g., the εVBM

= −8.0 eV from Kang and Hybertsen,16 would change this
for some facets, it would only just be so, i.e., the available εT

would at best straddle the required εhole by some few hundred
meV. This shows that even for a wide band gap photo-catalyst
like TiO2 hole localization imposes quite some constraints on
the efficiency of the reaction energetics. For efficient one-step
water splitting using a single visible-light responsive photo-
catalyst smaller band gap materials are required, typically
with raised VBM positions like in the oxy-nitrides. One can
expect even more severe constraints in these cases, underscor-
ing the necessity to identify suitable co-catalysts also and in
particular for the water oxidation half-reaction.

C. Small metal co-catalysts

In this understanding, we now proceed to apply our ap-
proach for the screening of co-catalysts. Particular efficiency
emerges in this case when neglecting (for a first screening)
any electronic and geometric changes of the co-catalyst par-
ticle due to adsorption at the photo-catalyst substrate, as well
as any charge transfer between the two moieties. In this case,
the thermodynamic theory allows to treat the reaction ener-
getics at the co-catalyst separately. The discussion of suit-
able co-catalyst/photo-catalyst combinations only enters in a
second step, when comparing the computed necessary εhole

at a given co-catalyst with available hole energies εT at a
given photo-catalyst. The actual DFT calculations for the
co-catalyst are then simply performed at single-crystal sur-
face models when aiming to assess the catalytic function of
dominant facets of larger nanoparticles, or at clusters in the
non-scalable size regime when aiming to assess potential
nano-catalytic behavior. As a showcase, we here present both
avenues and for Au, which has shown much promise not only
for its general nano-catalytic properties,18–21 but also in the
water splitting context.7, 8, 22 Specifically, we compute the wa-
ter oxidation pathway at (unreconstructed) Au(111) and at 13
clusters consisting of between 2 and 55 Au atoms. The ob-
tained necessary hole energies εhole are summarized in Fig. 2
and compared to the afore discussed available hole energies
εT at different TiO2 facets.

Intriguingly, already the inert Au(111) surface shows bet-
ter water oxidation capabilities than most of the initially dis-
cussed TiO2 facets, requiring a necessary hole energy that is
with εhole = −6.7 eV almost one eV smaller than the one
required by rutile TiO2(110). The reason for this lies in the
much lower energy cost of step A on Au, thus making step C
the new albeit much lower energetic bottleneck. The expected
nano-catalytic properties are also clearly visible, with almost
all tested clusters improving on the formation energy of ad-
sorbed hydroperoxide (step C) and correspondingly requiring
even smaller necessary hole energies. Particularly interesting
are the small εhole values obtained for Au20 and Au55, which
could still be large enough particles to also exhibit suitable

ε

FIG. 2. Computed hole energies εhole necessary to drive the water oxidation
half-reaction at Au clusters in the size range between 2 and 55 atoms, as
well as at (unreconstructed) Au(111). Additionally shown are the available
hole trapping levels εT at different TiO2 facets, cf. Table I. All energies with
respect to vacuum.

stability against sintering and corrosion. Comparing against
the available hole energies also shown in Fig. 2 their εhole val-
ues are still small enough to drive the reaction at most TiO2

facets — at least in the thermodynamic sense discussed here.
In the spirit of computational screening, these two clusters
would thus be appealing candidates for experimental testing,
or for refining calculations explicitly addressing the kinetics
along the reaction path.

The microscopic reason for the comparatively low energy
requirements (high values of εhole) of Au20 and Au55 lies in
the adsorption energetics of the different reaction intermedi-
ates. While in TiO2 the step determining εhole — i.e., the most
uphill step without driving force — is the formation of ad-
sorbed OH (step A, see Fig. 1), the picture is different for
the gold clusters. For Au20, the removal of the second proton
and electron (step B) is determining but with �GB = 1.85 eV
much less steeply uphill compared to TiO2 and most other Au
clusters (see Fig. 2). In the case of Au55, it is the formation
of surface adsorbed OOH (step C) that is most uphill but
again comparatively moderate with �GC = 2.04 eV. Thus,
these two co-catalysts nicely demonstrate the fact that no clear
size related trends can be expected from clusters in the non-
scalable size regime.

Notwithstanding, with their εhole values of −6.2 eV and
−6.4 eV even Au20 and Au55, respectively, are still far away
from an ideal co-catalyst function. Such a co-catalyst would
exhibit a balanced free energy profile in which every reaction
step along the sequence, cf. Eq. (1), goes uphill by 4.92 eV/4
= 1.23 eV, which would translate into a necessary hole en-
ergy of εhole = −5.6 eV. There is thus plenty of room left for
improved co-catalyst materials and particle sizes, which can
be efficiently screened with the approach presented here.

III. CONCLUSIONS

In conclusion, we have presented a computational screen-
ing protocol to efficiently assess the suitability of co-
catalyst/photo-catalyst combinations for the photo-oxidation
of water. Our method, based on a thermodynamic approach
popularized by Nørskov and Rossmeisl, compares relative
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stabilities of reaction intermediates and thus allows predic-
tion of hole energies necessary to drive the reaction at least
thermodynamically downhill. The necessity for efficient co-
catalysts in particular for the water oxidation half-reaction
is emphasized by our hybrid-level DFT results, which indi-
cate severe hole localization induced constraints on the reac-
tion energetics even at wide band gap TiO2 photo-catalysts.
Results for Au co-catalysts show a trend towards smaller
required driving forces, with improved catalytic behavior
particularly observed for metal clusters in the non-scalable
size regime.
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APPENDIX: COMPUTATIONAL DETAILS

All calculations were performed with the FHI-AIMS
package23 with scaled ZORA relativistics, tight integration
grids, and a tier-2 numeric atomic orbital basis. Initial cluster
geometries were taken from literature24–28 and re-optimized
with the PBE29 generalized gradient (GGA) functional. For
comparison with results by Valdés et al.,13 TiO2 surfaces
were optimized on the GGA level with rPBE.30 For increased
accuracy, we then re-calculated total energies of all clus-
ters and oxide surfaces with PBE0,31 while for the extended
Au(111) surface we stayed at GGA level. Numerical conver-
gence within ±10 meV for εhole was achieved at the chosen
computational settings.

1. Comparison of density functionals

In order to find the optimal electronic structure method
in terms of accuracy and computational effort, we first cre-
ated for the Au2 cluster references for free energies for all
four steps with the coupled cluster single, double, and per-
turbative triple substitutions (CCSD(T)) as implemented in
the GAUSSIAN 09 package.32 For these calculations, we per-
formed counterpoise corrections and extrapolated to the in-
finite basis set limit from double, triple, and quadruple zeta
augmented, correlation consistent Dunning basis sets with po-
larized functions.33, 34 We then proceeded to benchmark dif-
ferent DFT, hybrid-DFT, and beyond-DFT methods against
the CCSD(T) reference. The resulting deviations of the DFT-
based methods from the CCSD(T) results are depicted in
Fig. 3. The benchmarked methods were separated according
to Perdew’s Jacob’s ladder of density functionals:35

1. LDA,36 the local density approximation.
2. Generalized gradient approximated (GGA) function-

als: PBE,29 rPBE,30 PBEsol,37 BLYP,38, 39 and PBE
including Tkatchenko-Scheffler40 dispersion correction
(PBE+D).

Δ
Δ

Δ
Δ
Δ
Δ

FIG. 3. Free energies of steps A–D as predicted by different electronic struc-
ture methods (details in the text), compared to a CCSD(T) reference calcu-
lation. As a guide to the eye results for PBE and PBE0 have been marked in
green.

3. Meta-GGA’s: M06 (Ref. 41) as an energy post-
correction on the basis of PBE orbitals (M06@PBE),
and TPSS (Ref. 41).

4. Hybrid functionals: PBE0,31 B3LYP,42 and the range
separated HSE06 (Ref. 43).

Benchmark calculations were performed with FHI-AIMS and
tight, Tier 3 basis set settings. In order to eliminate geome-
try effects, we conducted all benchmark calculations on the
respective minimum energy configurations given by the PBE
functional.

Note that the commonly used GGA level functionals
show very large errors compared to the CCSD(T) references
and there is only little improvement in going from PBE to
rPBE. Of the meta-GGA’s M06 fares already much better,
while TPSS shows even worse results than LDA. The most
consistent improvements are seen in the category of hybrid
functionals with both PBE0 and HSE06 showing compara-
tively good results with a maximum deviation of ≈200 meV.

Extrapolating from our small test-system to other metal
clusters in the non-scalable size regime, our benchmark calcu-
lations clearly show that LDA or GGA calculations can result
in crass errors in the estimation of some free energy compo-
nents. Specifically, in step A, the generation of an OH radi-
cal adsorbed on the cluster is severely underestimated in most
functionals. Although we expect a less dramatic picture for
larger clusters — for which CCSD(T) would be prohibitively
expensive — the conclusion to be drawn from these bench-
marks is that in order to achieve predictive results we should
use either PBE0 or HSE06.
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