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Nichtlineare Spektroskopie einer autoionisierenden Zweielektronen-
Resonanz in intensiven, extrem ultravioletten Feldern an einem Freie-
Elektronen-Laser

In dieser Arbeit wird der Einfluß von hoch intensivem, extrem ultravioletten (XUV)
Licht auf Helium experimentell untersucht. Dafür werden XUV Pulse eines Freie-
Elektronen-Lasers (FEL) mit Transienter Absorptionsspektroskopie kombiniert und
die Ergebnisse mit einem numerischen quantenmechanischen Model verglichen. Ein
neuer Transiente-Absorptionsspektroskopie Aufbau ermöglicht die Messung des proto-
typischen Dreikörpersystems Helium am Freie-Elektronen-Laser in Hamburg (FLASH).
Der Fokus in dieser Arbeit liegt auf der energetisch niedrigsten Zweielektronenreso-
nanz, 2s2p, mit ihrer asymmetrischen Fano-Linienform. Dieser gebundene Zustand
ist eingebettet in das Ionisationskontinuum und repräsentiert daher ein quantenme-
chanisches Interferometer. Dessen Haupteigenschaft, die Phasensensitivität, wird in
dieser Arbeit genutzt um durch starke XUV Felder induziert Änderungen zu detek-
tieren. In den Experimenten wird eine Veränderung der Linienform in Gegenwart
hoch intensiver XUV Pulse beobachtet. Zunächst wird die Änderung der Liniensym-
metrie mit einem numerischen Model, welches auf nur wenigen Zuständen basiert,
untersucht und ein Zusammenhang zum transienten optischen Pumpen des angereg-
ten Zustands hergestellt. Mit dem Einsatz realistischer stochastischer Pulse werden
die Liniensymmetrieabhängigkeits-Untersuchungen im theoretischen Model um den
Parameter der XUV Pulsdauer erweitert. Schließlich wird die Linienformverbreiterung
mit Hilfe der Modelsimulation erklärt, welche eine Entkopplung der Beiträge der
Zweiphotonen Absorption und der verstärkten Kopplung zurück an den Grundzustand
erlaubt.

Nonlinear spectroscopy on a autoionizing two-electron resonance in
intense, extreme ultraviolet fields at a free-electron laser

In this work, the influence of intense extreme-ultraviolet (XUV) fields on helium is
experimentally investigated. Therefore, XUV pulses from a free-electron laser (FEL)
are combined with transient absorption spectroscopy (TAS) and explored with nume-
rical quantum-mechanical simulations. A novel TAS beamline enables measurements
on the prototypical atomic three-body system, helium, at the free-electron laser in
Hamburg (FLASH). In particular, the energetically lowest two-electron resonance,
2s2p, with its asymmetric Fano absorption line shape is of interest. This bound
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state is embedded in the single-ionization continuum and thus represents an atomic
interferometer. Its main property, the sensitivity to phase, is used in this work to
detect manipulations induced by strong XUV pulses. In the experiments, a distortion
of the absorption line is observed in the presence of highly intense XUV pulses. Firstly,
the line shape’s symmetry change is investigated with a numerical few-level model
simulation and found to be connected to the transient dressing of the excited state.
Employing realistically modelled stochastic pulses, the investigation is extended to the
line shape’s dependence on the pulse duration. Finally, the line broadening is explained
by the model simulation and allows for disentangling the contributing mechanisms,
two-photon absorption and the increased reversion to the ground state.
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1. Introduction

The physical world as we experience it is made from matter. Representatives of that
are single atoms, e.g. noble gases, larger molecules, and even complex solid-state
materials. Condensed matter comprises also all biological tissue, of which the human
body is made. Its blueprint is encoded in molecular form within the DNA, which
stands out as the building block of life.
The question, however, arises, what holds the constituents of molecules together.
Chemistry answers this question about the assembly of individual atoms to molecules
and other complex forms of matter. While the strong and the weak fundamental
interaction are crucial within the atomic nucleus, the intra-atomic force within
molecules is dominated by the electromagnetic interaction. Hence, the ’glue’ between
atoms are electrons. To gain further understanding of the world as we know it, it is
key to expand detailed knowledge about the electrons surrounding the atomic core
and their properties. The interest, though, is not limited to the electronic structure
within an atom but extends to their dynamics and interaction with external factors.
To get an intuitive understanding of this topic one can think about the most basic
atom, hydrogen: A singly positively charged core surrounded by one electron. As the
electron is influenced by the Coulomb potential of the nucleus, it forms an electronic
structure with distinct energy levels. This electronic structure can be calculated by the
fundamental equation of non-relativistic quantum mechanics, the Schrödinger equation.
While this quantum mechanical equation of motion can be solved analytically for the
described two-body problem of hydrogen [9], more complex cases remain unsolved.
Even for the next heavier element in the periodic table, helium, open questions remain.
Here, a doubly positively charged nucleus is enclaved by two electrons. Therefore,
it represents the quantum mechanical version of the classical three-body problem
[10, 11].
Helium thus presents the perfect playground at the interface of the analytically
calculable systems to the most basic analytically non-solvable problems, providing the
chance to learn about fundamental quantum mechanics. One experimental approach
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1. Introduction

is to put this quantum system in extreme conditions and measure its response. Such
an experiment can be realized by exposing the helium atom to strong electromagnetic
fields similar in strength to intra-atomic forces [12]. The system is pumped into an
excited state to investigate the influence of such external fields. This excited-state
decay with its natural lifetime provides a natural dynamical evolution of the quantum
system which can be explored by perturbations with external forces. The photon
energy of the extreme-ultraviolet (XUV) spectral region enables the simultaneous
excitation of both electrons in helium. These resulting doubly-excited states are
located above the single-electron ionization potential. Hence, they decay into singly
ionized helium and a free electron.

The doubly excited states in helium have been extensively studied, both, experi-
mentally and theoretically [10]. Among those studies are theoretical investigations
into the strong-field behavior of doubly-excited states [13–16]. For an experimental
investigation into these states two methods are established: Firstly, measurements
using reaction microscopes quantifying the momentum of the reaction products [17–
19], including the ejected electron, have been conducted. More specifically, electron
spectroscopy has been successfully utilized with strong electric DC fields [20] or intense
electromagnetic fields in the near-visible frequency range [21–23] as perturbation.
Another access to the atomic system is provided via the emitted dipole of the system.
Light-matter interaction is mediated by the dipole moment of an electronic transition
in an atomic system. This is no one way street and absorption of light leads in many
cases to successive emission of a photon. These emitted dipole fields interfere with
the external electric field and result in the classical spectral absorption lines. Under
the influence of strong fields, the dipole response can be manipulated. This concept
allows for the phase-sensitive detection of high-intensity effects of the two-electron
transition. The experimental method that builds upon these dipole interferences,
transient absorption spectroscopy (TAS), has been extensively used to investigate
helium [24–30]. A direct way to impose a manipulation of the phase is to shift the
doubly excited state’s energy level. This can be conducted by perturbing the atomic
system with high laser intensities in the visible (VIS) and infrared (IR) spectral
regime via ponderomotive shifts [25]. Further investigations have studied the impact
of impulsive, strong perturbations [29].
In the before-mentioned TAS experiments tabletop sources are used: The excitation is
realized with a coherent high-order harmonic source while the strong perturbation is
induced by intense laser pulses in the VIS and IR spectral regime. With the advent of
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the free-electron laser (FEL) [31], new opportunities emerged. These light sources at
large-scale facilities provide intensities allowing for resonant strong field perturbation
in the XUV regime. The high reachable peak intensity comes at a cost, though. In
contrast to conventional laser sources the accelerator-based pulses lack full temporal
coherence. Their stochastic pulse structure varies from shot to shot [32].

In this work, experiments in helium with stochastic FEL pulses are realized. Specif-
ically, the goal is to explore the behavior of a doubly-excited state representative,
the 2s2p state, in intense XUV fields. The respective resonance (1s2 → 2s2p) is the
energetically lowest and spectroscopically isolated two-electron transition in helium.
By using intense XUV fields one can go beyond the pure weak-field excitation and
additionally influence the transition before the excited state decays. This leads to
strong coupling of the doubly excited state. The aim is to achieve new insight by
tuning the intensity of the XUV fields.
The conducted experiments extend the manipulation of the helium doubly excited
state observed in strong IR fields to the single-color XUV strong-coupling regime. The
experimental setup utilized for the investigations is a novel TAS vacuum beamline, in
which the beam of the stochastic high-intensity XUV source is focused into a small
volume of helium gas. While tuning the intensity, or more precisely the energy of the
XUV pulses, the transmitted XUV beam is spectrally resolved and the absorption
spectrum recorded.
This thesis is structured as follows: In the beginning (ch. 2) the fundamental physical
background is discussed that is required for understanding the results presented in
this thesis. Here, also a brief introduction into the working principle of an FEL is
provided (ch. 2.5). This is followed by a description of the experimental setup and
the facility-based devices (ch. 3), detailing the essential parts used in the conducted
measurements. Thereafter the methods utilized in the data evaluation processes (ch. 4)
are shown. This is succeeded by the introduction of the numeric model simulation
(ch. 5) that will enable the physical interpretation of the acquired results. In chap-
ter 6 the results are presented, discussed and interpreted with simulations. Thereby,
chapter 6.1 contains observations on line-shape modifications in strong fields. The
adjacent chapter 6.2 analyzes the impact of the pulse envelope on the aforementioned
effect. Finally, in chapter 6.3 further explorations into the coupling of the states by
intense fields are conducted. In the end, the key finding of this thesis are summarized
in a conclusion and their potential for future experiments reviewed.
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2. Theory

In this chapter, the physical background and the respective theories relevant for the
motivation and results of this work are discussed. First, light-matter interaction of
quantum systems is treated for weak and strong electric fields. In chapter 2.2 an
introduction to Fano’s theory of bound states embedded in a continuum is provided.
The basis for the experimental detection method and second part of light-matter
interaction is the topic of chapter 2.3. The atomic target system, helium, is presented
in chapter 2.4. Finally, the light source providing extreme ultraviolet radiation is
discussed. In the respective chapter (2.5), the fundamental working of free-electron
lasers will be described.

2.1. Light-Matter Interaction

The subject of this thesis can be classified in essence as light-matter interaction. The
interaction is based on the exchange of energy and momentum between the light
quanta and the matter particles. In principle, charged particles that are within the
influence of a constant potential can participate in the energy transfer, unlike free
charged particles, which follow the electric field of the electromagnetic wave without
a transfer in energy. With this condition of charged particles in a potential, this
interaction is very prominent in atomic and molecular physics: Both, electrons and
the positively charged nuclei can take part in the interaction. This thesis is build
upon the photon-absorption process by electrons in atomic systems.
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2. Theory

(a)

(b) (c)

Figure 2.1.: Light-matter-interaction processes. (a) Photo absorption. (b) Fluorescence emission.
(c) Auger electron emission. Adapted from [33].

Depending on the energy of the absorbed photon an electron is either excited to an
energetically higher bound state or emitted to the continuum creating an electron
vacancy, called hole, in its place (fig. 2.1(a)). The process of fluorescence describes the
recombination of this hole with an electron under the emission of a photon (fig. 2.1(b)).
The electron that is participating in the recombination process is either the beforehand
excited one or another electron from an energetically higher state. Alternatively to
the emission of a photon, the excited system can relax via the ejection of an electron
(fig. 2.1(c)). This process is called Auger electron emission after its discoverer Auger
and Meitner.
The binding energy of the electron needs to be overcome for a system to be ionized
and the electron to be ejected. For most interactions, in particular in the context
of this work, one can concentrate on the electric field of the electro-magnetic waves.
This is justified, since the magnetic field strength as well as the respective transitions
probabilities are significantly smaller and can be neglected in dipole approximation.

2.1.1. Introduction of Quantum Mechanics

In order to understand the processes in atomic systems irradiated by electric fields, a
short introduction in the quantum mechanical description of an atomic system and
its interaction is provided. The time-dependent Schrödinger equation (SE) is the
equation of motion for a non-relativistic quantum system:

i
∂

∂t

∣∣Ψ(t)
〉

= Ĥ(t)
∣∣Ψ(t)

〉
. (2.1)
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2.1. Light-Matter Interaction

The Hamilton operator Ĥ(t) hereby describes the atomic system. Equation 2.1
determines the the time-dependent wavefunction

∣∣Ψ(t)
〉
, which describes the distinct

states of the system. This wavefunction can be represented as a superposition of the
orthogonal eigenstates, the eigenbasis of the Hamiltonian

∣∣Ψ(t)
〉

=
∑

k

ck(t) |Φk⟩ +
∫

dE ′ cE′(t) |χE⟩ (2.2)

which can contain bound |Φk⟩ and continuum |χE⟩ states. The in general complex
expansion coefficients ck(t), the state coefficients, describe the state’s individual
contribution and contain the temporal evolution of the state. A general solution to
the SE is given by

ck(t) = ck,0 · e−iEk/ℏ·t. (2.3)

This represents a phase evolution of the state k with its eigenenergy Ek starting from
the initial value ck,0 = ck(t = 0) at time t = 0. The equation is analogue for the
continuum states where the states are parameterized with E ′ instead of k.
A quantity is never measured with absolute precision in quantum mechanic but only
determined in terms of its expectation value

⟨X⟩(t) =
〈
Ψ(t)

∣∣X̂∣∣Ψ(t)
〉

(2.4)

with X̂(t) the operator to the respective observable. Calculating the expectation value
(here without loss of generality limited to bound states)

〈
Ψ(t)

∣∣X̂∣∣Ψ(t)
〉

=
∑
k,m

ck,t=0 c∗
m,t=0 ⟨Φm|X̂|Φk⟩ e−i

Ek−Em
ℏ ·t (2.5)

one can identify that a temporal evolution is only observed when state |Ψ(t)⟩ is a su-
perposition of two or more eigenstates. This builds the basis for quantum-mechanical
wave packages.

2.1.2. Perturbation Theory

A coupling of states is either possible by an external coupling, e.g an electromagnetic
field, or a configuration interaction (see chapter 2.2). Under the influence of small
external fields, the system can be accurately described by low-order perturbation
theory. In that case, the Hamiltonian constitutes of the field free Hamiltonian Ĥ0 and
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2. Theory

the small perturbation H ′:

Ĥ = Ĥ0 + η · Ĥ ′ with η ≪ 1. (2.6)

The solution to the SE of the field free Hamiltonian Ĥ0 is given as

∣∣Ψ(t)
〉

=
∑
k,0

cke−i
Ek
ℏ t |Φk⟩ (2.7)

with |Φk⟩ the eigenstates to the field free Hamiltonian and hence the expansion
coefficients ck being time independent. When the perturbation acts after a time t = 0
the expansion coefficient becomes time dependent and is in the first order determined
by

c(1)
m (t) = − i

ℏ
∑

k

ck,0

∫ t

0
eiωmkt′ ⟨Φm|Ĥ ′(t)|Φk⟩ . (2.8)

The perturbation is assumed to be an interaction of a real valued electric field F̃ (t)
with the system via the dipole interaction

Ĥ ′(t) = d̂ · F̃ (t) (2.9)

which couples two states Φk, Φm. The monochromatic electric field can be expressed
in the complex representation F̃ (t) = F̃0,

1
2(eiωF t + e−iωF t). Combining equation 2.8

and equation 2.9 results in

c(1)
m (t) = − i

ℏ
c

(0)
k dmk · F̃0

2

∫ t

0
dt′ei(ωmk+ωF )t′ + ei(ωmk−ωF )t′ (2.10)

with dmk = ⟨Φm|d̂|Φk⟩ the dipole coupling element of those two states.
In general, the population probability of a state Φk at time t is determined by

Pk(t) =
∣∣ck(t)

∣∣2. (2.11)

Here, the integral over the population computes to

∣∣ck(t)
∣∣2 ∝ 4 · sin2((ωmk + ωF )t/2)

(ωmk + ωF )2 · t
t→∞−−−→ 2π · δ(ωmk ± ωF ) (2.12)
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2.1. Light-Matter Interaction

resulting in a temporal evolution of the population:

∣∣ck(t)
∣∣2 = 2π

ℏ2 |dmk|2 · F̃ 2
0

4 t · δ(ωmk ± ωF ). (2.13)

This description is valid as long as the transfer of population is not significant, e.g. the
ground state is not depleted and its depletion rate is in good approximation vanishing
∂
∂t

cg = 0.
One can see in equation 2.13, though, that the transferred population is proportional
to the intensity of the external field. Hence, the description of the light-matter
interaction with intense electric fields, which is considered in this work, requires a
different approach.

2.1.3. Laser Dressing

High field intensities close to a resonance lead to significant population transfer.
Therefore, a quantum mechanical treatment beyond the perturbation theory is required
to describe such system. Here, the example of a two-level system which is strongly
coupled by an external field energetically close to the transition energy of the states
is looked into.
The two states, |Φa⟩ and |Φb⟩, are eigenstates of the Hamiltonian Ĥ0 of the unperturbed
system. A coupling between the states is introduced by the external field F (t) via
the dipole d̂. Due to this coupling the states |Φa⟩ and |Φb⟩ are not eigenstates of the
Hamiltonian Ĥ = Ĥ0 + Ĥ ′ with Ĥ ′(t) = d̂ · F̃ (t). Nevertheless, they will serve as the
orthogonal basis here

∣∣Ψ(t)
〉

= ca(t) · |Φa⟩ + cb(t) · |Φb⟩ . (2.14)

In order to solve the SE and find the new eigenstates of the dressed system the SE is
written in its vector/matrix representation:

i
∂

∂t

ca(t)
cb(t)

 = H(t)

ca(t)
cb(t)

 with H(t) =
 Ea d∗

ab·F̃ (t)
dab·F̃ (t) Eb

. (2.15)

The coupling of the states is noted on the off-diagonal elements in the Hamiltonian,
while the eigenenergy of the basis states is included on the diagonal. The real-valued
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2. Theory

electric field F̃ (t) is chosen in the complex representation for this treatment

F̃ (t) = F̃0 · 1
2
(
eiωF t − e−iωF t

)
(2.16)

with the amplitude F̃0, or in case of a slowly varying field envelope F̃0(t), and ωF the
frequency of the coupling electric field.
To eliminate the fast oscillating terms in the resulting differential equations (eq. 2.15),
the rotating-wave approximation is applied,

ca(t) = c̄a(t) · e−i(ωa−∆/2)·t,

cb(t) = c̄b(t) · e−i(ωb+∆/2)·t
(2.17)

with the detuning of the electric field from the energy gap of the states

∆ = (ωb − ωa) − ωF .

In this co-rotating frame the Hamiltonian operator changes to

Hrot = ℏ ·
∆/2 Ω

Ω∗ −∆/2

 (2.18)

with Ω = dab · F0/ℏ being the Rabi frequency of the system. To solve this Hamilto-
nian, the matrix is diagonalized and the eigenstates and vectors determined. The
eigenenergies of the dressed system calculate to

E±
a = Ea − ℏ∆

2 ± ℏ
2 ΩG and

E±
b = Eb + ℏ∆

2 ± ℏ
2 ΩG

(2.19)

with the generalized Rabi frequency ΩG =
√

∆2 + |Ω|2. Thus, the states of the
system are shifted in reference to the energy levels of the unperturbed system.
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2.1. Light-Matter Interaction
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Figure 2.2.: Energy levels (Ea, Eb) of a two-level system dressed with intense electric fields of
frequency ωF detuned by ∆, determined by 2.19. The Rabi frequency Ω governs the level repulsion
for rising field strengths.

The energy levels (eq. 2.19) show a second level, which is shifted by the detuning ∆
and induced by the laser coupling for a weak field strength, as plotted in figure 2.2.
The splitting between the energy levels increases with rising field strength. This
repulsion is known as the AC Stark effect and leads to absorption features like the
Mollow triplet when coupling between the states or the Autler Townes doublet when
the states are probed from a third uninvolved state [34, 35]. In principle, the energy
level shifts are only present for the duration of the external electric field dressing.
Meanwhile, the state coefficients in the rotating basis of the unperturbed states
compute to

c̄a = −i
Ω

ΩG

sin
(

ΩG

2 · t

)
,

c̄b = +i
∆
ΩG

sin
(

ΩG

2 · t

)
+ cos

(
ΩG

2 · t

)
.

(2.20)

They show a time-dependent oscillation of the population, following equation 2.13,
with the frequency proportional to the generalized Rabi frequency ΩG. This leads
to a oscillatory population transfer between the levels in dependence on the driving-
frequency detuning and the field strength.

Note, that this treatment has been derived for the case of monochromatic fields.
For laser pulses, which are inherently not monochromatic, a numeric approach can be
used, see chapter 5.

11



2. Theory

2.2. Fano’s Embedded State

As a Fano-shaped resonance is in the center of the experimental and theoretical work in
this thesis, Fano’s treatment of this resonance is described in the following. Whenever
a discrete bound state is embedded in the continuum (fig. 2.3(a)), asymmetric line
shapes are observed, as generally described by Fano [36]. The treatment can be
detailed as follows, continuing the nomenclature of the previous chapter: In absence
of the coupling, the wave functions of the bound |Φ⟩ and the energetically degenerated
continuum states |χE⟩ are eigenstates of the Hamiltonian Ĥ with

⟨Φ|Ĥ|Φ⟩ = Ee

⟨χE′′ |Ĥ|χE′⟩ = E ′ δ(E ′′ − E ′).
(2.21)

When the field-free coupling of the bound state Φ with the continuum χE is introduced
by the so-called configuration interaction VCI,E

⟨χE|Ĥ|Φ⟩ = VCI,E (2.22)

the states and no longer eigenstates of the system, but can serve as the orthogonal
basis of the new eigenstates

|Ψ⟩ = aE |Φ⟩ +
∫

dE ′ bE,E′ |χE′⟩ (2.23)

Fano found the solution for these coefficients with some algebraic effort [36]. The new
eigenstates are

|Ψ⟩ = sin ∆E

πVCI,E

|Φ⟩ − cos(∆E) |χE′⟩ (2.24)

with the parameter ∆E being

∆E = − arctan
π
∣∣∣VCI,E

∣∣∣2
E − Ee − F (E) with F (E) = P

∫
dE ′

∣∣∣VCI,E′

∣∣∣2
E − E ′ . (2.25)

The new, modified bound computes to

∣∣∣Φ′
〉

= |Φ⟩ + P
∫

dE ′ VE′

Ee − E ′ |χE′⟩ (2.26)

12



2.2. Fano’s Embedded State

with P being the principle value of the integral circumventing the pole at Ee = E ′.
One can directly identify the new bound state to be a mixture of the former bond
state with a portion of the continuum state. For a transition d̂ from a distant state
|g⟩, which is not degenerated with the continuum, the typical Fano profile is derived
from the relative transition strength of the path into the new eigenstate and the
unperturbed continuum

σ ∝

∣∣∣ ⟨Ψ|d̂|g⟩
∣∣∣2∣∣∣ ⟨χE|d̂|g⟩
∣∣∣2 =

∣∣∣q2 + ε
∣∣∣2

1 + ε2 . (2.27)

with
q = ⟨Φ|d̂|g⟩

πVCI ⟨χE|d̂|g⟩
and ε(E) = E − Ee

Γ/2 . (2.28)

Here, q parameterize the asymmetry while the reduced energy ε(E) describes the
detuning from the resonance with the resonance width Γ = 2π|VCI |2.
The Fano profile is calculated and displayed for a few representative values in figure
2.3(b).
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Figure 2.3.: (a) Level diagram of a isolated bound state embedded in the continuum. The transition
from the distant bound state |g⟩ to both, the excited embedded state |Φ⟩ and the continuum state
|χ⟩ form in combination with the continuum interaction VCI a quantum interferometer. (b) Fano
cross section plotted for indicated values of q. Note, for illustration the q → −∞ case is normalized
to σ = 15.

A few extreme cases for q ∈ (−∞, ∞) in the Fano formula shall be discussed briefly:
For q = 0 equation 2.28 indicates a suppressed direct path into the bound state. This
leads to a cross section of the transition to form the so-called water window, where
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2. Theory

the value decreases for the energy resonance position. For the case of a vanishing
continuum interaction, VCI → 0 hence q → ±∞, the typical Lorentz lineshape,
known from traditional linear spectroscopy of bound states, is reproduced.
In figure 2.3(a) the considered transitions are depicted. While the final state in
the continuum can be reached via excitation to the embedded bound state and the
continuum interaction VCI , the identical quantum state can be reached via direct
ionization. The fact, that two indistinguishable transitions lead to the same final
state classifies the considered system as a quantum interferometer.
Fano’s original description is limited to weak fields and hence is a time independent
treatment. As intense fields lead to dynamics in the system, see previous chapter
2.1.3 a full time-dependent approach is necessary. Such an analytical extension has
been formulated by Lambropoulos et al. [14], in principle solving the system for an
Hamiltonian constituting of the ĤCI of Fano’s formalism added by a time-dependent
field interaction in dipole approximation d̂ · F (t)

Ĥ = ĤCI + d̂ · F (t) (2.29)

for which the following solution has been derived:

|Ξ⟩ = cg |g⟩ +
∫

dE ′ cE′(t) |ΨE′⟩ (2.30)

with |g⟩ the ground state and ΨE the general eigenstate of Fano’s formalism [36].
Thus both states are eigenstates to the strong coupling Hamiltonian ĤCI . Since a
numeric model will be used in this work the interested reader is referred to [14] for
more results of these derivations.
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2.3. Transient Absorption Spectroscopy

2.3. Transient Absorption Spectroscopy

While so far in the previous chapters the interaction of light and matter was predomi-
nantly discussed in terms of the impact of light fields on matter, the action of the
perturbed matter back onto the light field comes into the focus now. This builds the
foundation for the detection method of absorption spectroscopy.
Joseph von Fraunhofer discovered in 1814 that sunlight dispersed into its frequency
components, the colors of the visible spectral range, contains sharp dark gaps in the
continues spectrum [37]. Later, Kirchhoff and Bunsen found the relation of absorption
lines to specific elements and which can serve as a fingerprint to identify the species
of an element [38]. Fraunhofer-style transmission spectroscopy utilizes a light source
with a continues spectrum which is transmitted through a target and for analysis
spectrally dispersed into it’s components. The attenuation of frequency components
is mediated by the light-matter interaction of atoms and molecules in the beam path.
Hence, on the fundamental level, transmission spectroscopy roots in light-matter
interaction. Nowadays, the method is extended since the absorption lines are not just
connected to specific atomic or molecular species, but to a certain transitions between
energy levels within these targets of interest. Additionally, with modern equipment
further dimensions can be added in terms of coherent light sources and non-linear
spectroscopy as well as the investigation of temporal aspects and dynamics of atomic
systems.
At the heart of the just mentioned light-matter interaction enabling absorption spec-
troscopy is the manipulation of the electronic wavefunction of the interacting atom,
which is based on a quantum mechanical description. The propagation of the wave-
function is the result of the quantum mechanical treatment. With that, the dipole
of the atomic system, which is classically defined by d = −e · r with the elementary
charge e and the electron position r, is determined following equation 2.4:

⟨d⟩(t) =
〈
Ψ(t)

∣∣d̂∣∣Ψ(t)
〉

=
∑
k,m

ck(t) c∗
m(t) ⟨Φm|d̂|Φk⟩ . (2.31)

An assumption about the interacting target is made to transfer from the microscopic
perspective of a single dipole to the macroscopic perspective of the ensemble dipole
response: The target systems is dilute and of low particle density. Hence, all particles
of the ensemble are exposed and interact with the same electric field, which is not
significantly altered by the first targets in the beam path. Also, the interaction of the
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2. Theory

particles with themselves, e.g. inter-coulombic decay, particular on the time scale of
the pulse duration and hence of relevance to the experiment, can be neglected. In
consequence, the coherent excitation of all particles can be assumed, allowing the
macroscopic polarization to be described in representation by a single particle dipole
d and the particle density ρ

P (t) = ρ · ⟨d⟩ (t). (2.32)

Starting form Maxwell’s wave equation the field propagation through a medium
is shortly discussed here to calculate the transmitted fields. For the simplicity of
the derivation, a second assumption is made, which is valid for the experimental
application in this work: The electric field F0(t, z) ei(k z−ω t) is linear polarized and
propagates in z-direction through a homogeneous, non-birefringent medium. The
simplified wave equation is given by:(

∂2

∂z2 − 1
c2

∂2

∂t2

)
· F0(t, z) ei(k z−ω t) = µ0

∂2

∂t2 · P0(t, z) ei(k z−ω t). (2.33)

The temporal electric field is linked to its spectrum via the Fourier transformation:

F (ω) = 1√
2π

∞∫
−∞

dt F (t) · e−iωt and vice versa

F (t) = 1√
2π

∞∫
−∞

dω F (ω) · eiωt

(2.34)

Equation 2.33 can be solved in the spectral domain utilizing slowly varying envelope
approximation ( ∂2

∂z2 F0(z) → 0) and the relation:

∂

∂t
F0(ω) ∝

∫
dt eiωt ∂

∂t
F0(t) = iω

∫
dt eiωtF0(t) = iωF0(ω) (2.35)

resulting in:
∂

∂z
F (ω, z) = i

1
2ε0c

ω · P (ω) (2.36)

with the natural constants for the speed of light in vacuum c and the the electric
permittivity ε0. As the incoming electric field F (ω, z = 0) propagates through the
target medium, the polarization of the combined microscopic dipoles generates and
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2.3. Transient Absorption Spectroscopy

adds an electric field F+:

F (ω, z) = F (ω, z = 0) +
L∫

0

dz′ i ω

2ε0 c
ρN d(ω)

= F (ω, 0) + i
ϱL

2ε0c
ω d(ω) = F0(ω) + iF+(ω).

(2.37)

with the interaction length L. The spectral amplitude is split in the component of the
initial field F0(ω) and electric field F+ generated by and proportional to the dipole.
Note the i in the second term, which introduces a π/2 phase shift in the spectral
amplitude. Another π/2 shift is introduced by the phase difference between the initial
external field and the driven dipole analogue to the relation in a driven harmonic
oscillator. Thus, in total this adds up to a phase shift of π between the incoming and
resonantly generated electric field leading to destructive interference of the fields and
the attenuation dip in the absorption spectrum observed by Fraunhofer.
A measure for the absorption is the optical density (OD):

OD(ω) = − log10

(
S(ω)
S0(ω)

)
(2.38)

with S(ω) =
∣∣F (ω)

∣∣2 the transmitted spectral intensity and thus S0(ω) the initial
spectrum. Hereby, the spectrum of the initial field can either be conducted physically
before the light interacts with the target or simply in absence of the target when
continuous field properties can be assumed.
For numeric simulations, where the full complex electric field and dipole response are
known, the OD (eq. 2.38) can be evaluated with equation 2.37 to

OD(ω) = − log10

(
S(ω)
S0(ω)

)
= − log10

∣∣F0(ω) + i η · d(ω)
∣∣2∣∣F0(ω)

∣∣2
 (2.39)

with η = ρ L ω
2 ε0 c

representing the experimental and natural constants from equation
2.37. Note, that this form is valid while ω can be assumes constant, e.g. for a small
laser bandwidth. The interference term in the numerator makes the transmission
spectrum sensitive to the phase of the emitted dipole response. In the limit of weak
fields this equation describes Beer Lambert’s widely known law of absorption. The
presented computation of the OD exhibits advantages in comparison to another
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common representation of the OD

OD(ω) = ρL

ln(10)
ω

ε0 c
· Im

(
d(ω)
F0(ω)

)
. (2.40)

For stochastic electric fields, considered in chapter 5.2, with a spiky spectral intensity,
the limit of F0 → 0 leads to extrem values in the fraction of equation 2.40. This
challenge is circumvented with equation 2.39 and an averaging ⟨...⟩ of the fields:

OD = − log10

∣∣⟨F (ω) + i η · d(ω)⟩
∣∣2∣∣⟨F (ω)⟩

∣∣2
 . (2.41)

Lastly, it will be shown how the spectrally measured OD can be used to extract
information about the temporal dipole moment of the atom investigated: The temporal
evolution of a dipole, which is determined from quantum mechanical calculations with
equation 2.31 of a basic excited state in a field free decay, represents an exponentially
damped sinusoidal oscillation, see figure 2.4(a). Its spectrum is determined with the
Fourier transformation (eq. 2.34). The result within the OD is a Lorentzian line shape.
When a phase shift to the decaying dipole response is introduced by a perturbation,
it manifests in a distortion of the absorption line shape (fig. 2.4(a)). This line shape
can be described with the Fano formula (eq. 2.27), where the Lorentzian represents
the limit of q → ∞. For an impulse perturbation of the natural decay, the phase shift
in the dipole response relates to the asymmetry change by [25]

φ(q) = 2 · arg(q − i) and q(φ) = − cot
(
φ/2
)
. (2.42)

This relation in combination with respective line shapes is illustrated in figure 2.4(b).
With the help of equation 2.42 one can use spectral line shape changes to determine
temporal phase shifts of the decaying dipole moment. A good review on the entire
topic is [39].
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2.4. The Atomic Target Helium

Figure 2.4.: (a) Temporal evolution of a field-free decaying dipole and its spectrum (inset)
illustrating the impact of a ultrashort perturbation on both quantities, adapted from [27] (b)
Illustration of the relation in equation 2.42 between the phase shift of the decaying dipole and its
absorption line symmetry, adapted from [25].

2.4. The Atomic Target Helium

The goal of this work is to investigate the behavior and dynamics of a two-electron
transition in near resonant, intense electric laser fields. Helium is the most basic
atomic system containing two bound electrons in its neutral ground state with the
electron configuration 1s2. As a noble gas its natural occurrence is in atomic form
versus the molecular appearance of e.g. hydrogen in H2.

Helium has been experimentally well characterized by synchrotron measurements
[40–43]. Single-electron extinctions lie below the single ionization potential of 24.59 eV.
Multiple series of two-electron resonances start at about 60 eV (fig. 2.5(a)). The
energetically lowest is the 1s2 → 2s2p transition (1Se → 1P o) at 60.15 eV [40]. Its
resonance is spectrally isolated from the energetically subsequent resonances and
thus an ideal candidate to investigate new effects and subject to this work. Excited
by one near resonant photon, both electrons are excited under the exchange of the
photon energy, while the angular momentum is absorbed by just one of the electrons.
This requires electron-electron interaction which makes these two-electron transitions
subjects of general interest. As the state lies above the single ionization continuum it
is an autoionizing bound state embedded in the continuum. The theory for such a
quantum state has been treated by Fano, see chapter 2.2. Therefore, the absorption
lines of the two-electron resonances in figure 2.5(a) exhibit the typical Fano line shape
(fig. 2.3). The state decays after a lifetime of 17 fs into the ionic ground state (n=1) of
He+, [21]. Its line width has been characterized to 37 meV [40] while the asymmetry
q-parameter has been determined to q = −2.75 [40].
With the second channel of the direct ionization into the same final state of He+ figure
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Figure 2.5.: (a) Synchrotron measurement of the He 2snp series [40], (b) Level diagram of the
helium 2s2p resonance, showing the coupling of the ground state to the bound 2s2p state and the
single ionization continuum with an XUV field (violet). The bound state is directly coupled to the
continuum by the configuration interaction VCi.

2.5(b) illustrates the association of the resonance with a "quantum interferometer".
Its key feature, the sensitivity to phase, allows for the detection of perturbations of
the excited state and its transition from the ground state (eq. 2.27). These manifest
in a change of the absorption line as discussed in chapter 2.2 in context of Fano’s
theory and the previous chapter 2.3.
Therefore, the two-electron state in helium has been subject to extensive studies [10].
The resonance has been investigated in the presence of strong fields both, theoretically
[13–16] as well as experimentally with electron spectroscopy [21–23] and with TAS
[24–30]. In particular the temporal build up of the absorption line has been observed
recently [22, 29].

In the context of this thesis, the absorption line of the helium 2s2p state is quantified
by the fit with an adjusted Fano formula (eq. 2.27):

OD(ω) = a

1 + q2 ·
(

(q + ε(ω))2

1 + ε2(ω) − 1
)

− b with ε(ω) = ω − ωr

Γ/2
. (2.43)

The off-resonant offset (= 1) is subtracted. Furthermore, the equation normalized by
1 + q2, compared the original formula. This prevents the peak of the line shape in
the limes of the Lorentzian line shape (q → ±∞) from reaching extreme values on
resonance (ω = ωr ⇒ reduced energy ε(ω) = 0). Therefore, the quantification of
the line strength a is decoupled from the line shapes asymmetry. The off-resonant
linear-absorption background is quantified by b, while the line width is determined by
Γ.
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2.5. High-Energy Photon Sources

2.5.1. XUV and Soft X-Ray Light

To perform experiments with light atoms on inner-shell resonances photon energies
in the XUV (extreme ultraviolet) and soft x-ray (SXR) regime are necessary. The
XUV spectral range (∼10 - 120 eV) entails some additional demands, which are not
present in the visible spectral region. Short wavelengths (10 nm regime) experience
in principle a high absorbance in matter, including the molecules constituting the
atmosphere. As a result, the transmission and beam distribution of XUV pulses
have to be conducted in evacuated volumes. A pressure on the order of 10−6 mbar
or better can be required depending on the photon energy and the experimental
conditions. An additional peculiarity of the sub-100 eV photon-energy regime is the
lack of ordinary transmission optics commonly employed in the VIS und IR spectral
regime. This is due to the low refractive index at these frequencies in combination
with the just mentioned absorbance of short electromagnetic wavelengths on small
length scales in solid materials. As a result, most optics used in such experiments are
reflective optics, either under a very small angle of incidence, in so-called gracing
incidence, or under larger angles of incidence but with a certain bandwidth in the
form of specially coated multi-layer optics. Both of the described properties influence
the concept and design of high-energy photon sources.

2.5.2. The Free-Electron Laser

The exploration of light-matter interaction at high field strengths requires light sources
of high brilliance. The first FEL was build 1970 by Madey et al. at Stanford University
[44–46], though it played no significant role in the presence of conventional quantum
lasers in the IR and VIS spectral regime. These conventional laser are limited to lower
photon-energy regions, namely IR, VIS and ultraviolet (UV) and thus cannot reach
the XUV or SXR. In abstract terms, a conventional quantum laser consists of an
active medium located in a cavity. The medium is externally pumped with energy and
couples it to the coherent photon beam via stimulated emission. The lack of optics
with sufficient reflectivity at normal incidence prevented the extension of this concept
to wavelength below 100 nm [47]. The initial interest in the XUV and SXR spectral
region was covered by high-order-harmonic generation and synchrotron sources for
many experiments [48, 49]. In scientific areas where these sources could not provide
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sufficient brilliance, FELs offered an access to this XUV regime. Due to their working
principle, XUV and SXR FEL pulses are inherently in the femtosecond regime.

In an FEL the pump energy is delivered in from of kinetic energy of a relativistic
accelerated electron cloud and transferred to the electro-magnetic fields via their
sinusoidal motion in magnetic fields. The basic of this concept, particularly the
transfer of energy to high brilliance radiation, is described in the following. For
information beyond the scope of this section, the reader is referred to [47, 50], which
is used as an orientation for the presented content.
Schematically, an FEL constitutes of three major parts: The electron gun generates
free electrons, which are accelerated close to the speed of light in a linear, in many
cases superconductive and cavity-based [47], accelerator. This relativistic electron
bunch then propagates through an undulator, consisting of alternatingly oriented
magnets. Here, the electromagnetic waves are generated by the sinusoidal motion
that the magnetic fields force the electron bunch to perform.
In general an accelerated charge emits radiation, called bremsstrahlung. When an
electron trajectory is bent with an magnet by the Lorentz force

− e · v × B = me · γ
∂v
∂t

(2.44)

the radiation, in particular its power per angle, is described by the Larmor formula

dP

dΩ = e2

16π2 ε0 m2
0c

3

(
dp

dt

)2

· sin2 Θ. (2.45)

When this bending is repeated periodically in alternating order with respectively
oriented magnets, it forces the electron on a sinusoidal trajectory (fig. 2.6). Depending
on the amplitude of that oscillation, the motion is characterized as a wiggle or undulator
motion. The basic difference is, that in a wiggler, the radiation of each single electron
does not add up coherently. Meanwhile, such a condition can be found in an undulator,
which is treated in the following. Since the Lamor formula describes the oscillation of
a dipole in the non-relativistic case, the dipole radiation (eq. 2.45) is calculated in
the rest frame of the electron on the undulator axis. The resulting radiation profile
(fig. 2.7 left) is transferred back via the Lorentz transformation into the laboratory
frame (fig. 2.7 right). The majority of the power is emitted in forward direction along
the undulator axis.
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Figure 2.6.: Schematic principle of an FEL undulator with alternating polarized magnets (green,
violett) and the undulator motion of the electron beam (red) emitting photons in forward direction
(yellow). From [47].

Figure 2.7.: Schematic of a Hertzian dipole emission, (left) in the moving frame, (right) viewed in
the rest frame, illustrating the emission by relativistic electrons in an undolator in forward direction.
From [47].

The period of the magnetic field λu seen by a relativistic electron due to the length
contraction computes to

λ∗
u = λu

γ
(2.46)

with the Lortenz factor γ =
(
1 − v2

c2

)− 1
2 .

Considering the Doppler effect and performing a few calculations [47], the wavelength
of the emitted radiation computes to

λl = λu

2γ2

(
1 + K2

2

)
(2.47)

with the undulator parameter
K = e B0 λu

me c 2π
. (2.48)

In essence, the emitted wavelength can hence be adjust with the kinetic energy Ekin

of the electrons via v in γ, with the undulator period λu and magnetic field strength
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B via K. Thus, with a fixed-gap undulator, as it is the case for the light source used
in the experiments at the center of this work, the emitted photon energy can only be
tuned by the amount of electron acceleration.
The undulator parameter represents the properties of the magnetic device: For K < 1
the electron motion keeps overlapping with the emitted light field, the emission profile
is a small cone and the motion is called undulator motion. For K > 1 this motion
exceeds the overlap and is called wiggling motion.
So far, the model has described the field emission of one electron. For high intensities
an entire electron cloud, which can extend over multiple magnet periods, is sent
through the undulator. This leads to the incoherent accumulation of fields from
every part of the electron bunch on the undulator axis. To enable a coherent build-
up resulting in a high intensity, the electron cloud needs to be bunched into small
segments, spaced by a certain distance to meet a phase-matching condition. This
bunching can either be achieved by an external XUV/SXR source - a method called
seeding - or by a spontaneous process called self-amplified spontaneous emission
(SASE), which is explained in the following.

The electron bunch can exhibit an inhomogeneous density. The initially generated
light emitted by a particular dense part can achieve comparatively higher field strengths
and hence dominate the interaction of the light field back onto the electron cloud.
Assuming a plane wave F (t) with a constant envelope as the initial electric field in
the undulator, the energy transfer between the electric field and the electron bunch is
described by

dW

dt
= v · F = −e · vx(t) Fx(t). (2.49)

One can conclude from the scalar product, that the largest energy exchange takes
place when the polarization of the electric field and the electron motion are in the
same plane. Furthermore, it is highest within an oscillation period, when the velocity
component of the electron is close to parallel to the electric field. This is the case for
the nodes of the periodic electron motion and peaks of the electric field. Thus no
energy is transferred in the extreme points of the periodic electron trajectory. The
energy transfer goes both ways: For dW

dt
< 0 energy is transferred into the electric field

and thus the vectors in 2.49 point in the same direction. Meanwhile, for dW
dt

> 0 and
an opposite direction of the electric field and electron motion the energy is transferred
towards the kinetic energy of the electrons in the bunch. This modification of the
electrons’ kinetic energy leads to a modulation in their density within the electron
cloud. It results in a bunching of the cloud into smaller micro bunches.
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Figure 2.8.: Energy transfer between the relativistic electrons (blue) and an initial electric field
present in the undulator (red), illustrating the phase-matching condition. From [47].

For highest intensities and thus a coherent superposition of the contributions from
different micro bunches, their spacing has to fulfill a phase matching condition: While
an electron travels half an undulator period λu/2, the field propagates the same
distance with an equivalent phase evolution of π (see fig. 2.8):
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This condition is met by

λph = λu

2γ2

(
1 + K2

2

)
(2.51)

as well as for every odd harmonic of λph, λ∗
ph = λph

2m+1 . Note that this equation is
equivalent to 2.47, meaning that initially generated light emitted by parts of the
electron bunch can seed the FEL. This leads to a self organization by micro bunching
and enhancement of the electro-magnetic field. Since the seeding photons of the
organizing process originate from stochastic, spontaneous emission, it is named self-
amplified spontaneous emission. The output pulse energy of an FEL increases with
the distance traveled through an undulator until the micro bunches are well defined
in segments, smaller than the undulator wavelength. At that point the nonlinear
gain saturates, see figure 2.9. The output power of such a high-gain FEL scales
with P ∝ N2

e compared to the incoherent add up of P ∝ Ne typically observed in
synchrotron sources.

As mentioned above, the micro bunching can also be achieved by seeding the FEL
with external source. Here, the electron bunch is modulated with XUV fields of the
desired frequency with a typically narrow-bandwidth spectrum. In many cases the
seed is generated by an high-order-harmonic-generation process [51].
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2. Theory

Figure 2.9.: Gain curve (photon pulse energy in logarithmic scale over undulator length) of a
high-gain FEL. After the electron bunch reaches complete micro bunching the non-linear gain
saturates and further gain is only added by the electrons performing the undulating motion. From
[47].

Seeded FELs exhibit a well defined temporal and spectral structure [52] compared to
SASE FELs, where the stochastic nature is not limited to the spectral and temporal
envelope and phase, but extends to further parameters (subject of chapter 4).
For completeness, a third version, a so-called self-seeded FEL [53], is mentioned here,
which combines both of the above. In that case, a monochromator for the electric
fields is placed after a first section of the undulator. Its transmitted light seeds the
remaining undulator sections.

The process of micro bunching allows for sufficient gain within a single pass through
the undulator section. It is hence possible to use high electron charge densities, which
lead to the high peak intensities of so-called high-gain FELs. This is neither possible
for low-gain, cavity-based FELs in the VIS or IR regime, nor for synchrotrons. In
both cases the electron bunch is utilized multiple times. Here, though, the Coulomb
repulsion of the electrons leads to an elongation of the electron cloud and prevents
ultrashort and thus highly intense and brilliant pulses.
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3. Experimental Setup

For the explorations at the center of the work, experimental measurements are
conducted at the Free-Electron Laser in Hamburg (FLASH). Two experiments have
been performed at separate measurement campaigns.
To explore high intensity effects in helium, an XUV beam is focused into a small
volume filled with the target gas (fig. 3.1). The transmitted beam is dispersed by
a reflective grating and the absorption spectra recorded. One of the major tuning
parameters at the experiments is the pulse energy. XUV pulses generated by FLASH
are therefore attenuated with an adjustable gas attenuator. The pulse energy is
measured before and after the attenuator. To determine the exact spectral absorbance
of the target while utilizing stochastic pulses, an parasitic reference spectrometer
records spectra without absorption before the target for every pulse.
The subject of this chapter is a detailed description of the devices used in the
experiments as outlined in the paragraph above. After a short introduction of the
particularities of experiments in the XUV spectral region, the parameters of the light
source FLASH are characterized. This is followed by a portrayal of the facility-based
devices utilized in the experiments. In the second part, the home-built vacuum
beamline (BL) is presented with its key elements crucial for the experiments.

In general, the photon-energy regime of XUV and SXR comes with constraints to
the experimental setup, separating it from the approach viable in the VIS and IR
spectral regime. As explained in chapter 2.1 and 2.4, light-matter interaction with
XUV photons leads to many processes within the electronic structure of an atomic
system, as the photon’s energy reaches up to inner-shell interactions. In consequence,
the XUV spectral region is subject to significant absorption by nitrogen and oxygen,
requiring the transport and propagation path of the XUV beam to be evacuated from
atmosphere. Therefore, the entire setup, including the facility-based beam distribution
and FLASH itself, is built in and consists of vacuum chambers. The requirement for
the vacuum in the section of the BL is in the lower 10−6 mbar regime, as the observable
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Figure 3.1.: Schematic setup of the experiment at the center of this work. The graphic is split into
the facility based section as part of FLASH’s beam-distribution array (BDA) and the part of the
home-build beamline (BL). The devices are explained in the course of this chapter, including the
gas-monitor detectors (GMDs) and the variable line-space (VLS) grating.

of the experiments discussed here are XUV absorption spectra. Increased requirements
to the vacuum exist for long distance beam guidance, e.g. in the beam-distribution
array over several 10 m, as well as for the utilization of charged particles. The latter
are disrupted by residual atmosphere, as they possess an even higher interaction cross
section in form of scattering or charge-capture than XUV photons. Affected are the
FEL itself, with its accelerated electrons, as well as measurement methods involving
charged particles, e.g. electron spectroscopy.
As discussed in chapter 2.5.2, another peculiarity of the XUV and SXR photon-energy
region is the spectrum of available optics. Thick transmission optics widely used in
the VIS and IR spectral regime are not an option due to the refractive indices close to
one as well as the already mentioned high absorption. While diffractive transmission
optics provide an alternative with an inherently low transmission, reflective optics
present the most practical solution and are widely employed. Dielectric multi-layer
optics are utilized under normal incidence. Since their reflective spectral bandwidth is
small, their usage limits the possibility for wide wavelength tunability. Metal mirrors
(gold, silver, nickel), as well as other coatings (e.g. carbon) provide high reflectivity in
the XUV and SXR regime, when utilized under grazing incidence with angles smaller
than ten degree to the plane of the optics. Despite their rather large proportions in
the dimension along the beam axis, they proved to be the most usable optics and are
thus employed in the BL as well as in many positions along the beam path at FLASH.

3.1. Free-Electron Laser in Hamburg

While the general concept of an FEL has been covered in chapter 2.5.2, FLASH and
its parameters are shortly presented in the following. In particular the parameters
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that FLASH is adjusted to during the experiments and its principle capabilities are
set in comparison. The documented values originate from [54] as well as [55].
FLASH is a SASE-based XUV source of high brilliance and with stochastic, temporally
partially coherent pulses. As can be seen in figure 3.2, the facility recently gained a
second undulator path called FLASH 2. The here presented experiments have been
conducted at the fixed-gap undulator noted as FLASH 1 in the figure. Therefore,
in the context of this work the combination of the upstream FEL sections and the
FLASH 1 undulator is simply referred to as FLASH. It presents the ideal candidate
for the unique demands created by the explorations of this thesis, namely a high pulse
energy of several µJ at a photon energy of 60 eV with a broad relative bandwidth
of about 1% and a short pulse duration of about 100 fs at an open-port beamline.
A neutral-density attenuator as well as the parasitic reference spectrometer, both
also essential for the presented experiments and discussed in the subsequent sections,
are available. Operational since 2005 FLASH reached an at that time new regime
of coherent peak and average powers in the XUV spectral region [31]. It is able of
delivering pulse trains, grouping up to 800 pulses with microsecond spacing which burst
at a 10 Hz rate. While that is ideal for experiments demanding high statistics, the here
described TAS experiment only uses a single pulse per 10 Hz window. This retains
the ability of recording the spectra for every pulse individually, as will be further
elaborated on in chapter 4. The central photon energy is set to 60 eV, equivalent
to 20.66 nm, well within the range of the fundamental wavelength 6.9–47 nm. The
same holds true for the relative bandwidth, which is at 0.7% (0.4 eV at 60 eV) well
within the range of 0.5–1%. The pulse duration, which is at present between 30 fs -
200 fs, is also entangled with the demanded pulse energy. Average pulse energies of
60 µJ with peak energies above 80 µJ have been recorded during the measurements
(see next section, ch. 3.2). The pulse duration is derived from the electron bunch
length measurement, a so-called LOLA measurement [56, 57]. With no direct photon
measurement available at the facility during the campaign LOLA-measurement results
serve as a good estimate. Values of 75 fs and about 100 fs have been determined for
the two measurements.

3.2. XUV Processing and Characterization

The subject of this section are the FLASH-facility-based devices. The beam-distribution
array (BDA) guides the XUV pulses in vacuum tubes from the undulator to the
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ref. spectrometer

BL2
gas attenuator

GMD

Figure 3.2.: Sketch of the FLASH facility, bottom: Overview over the sections of FLASH itself,
including FLASH1 (abbreviated as FLASH in this thesis) and the recent extension FLASH2. Top:
Magnification of the experimental hall displaying the BDA and the components discussed in the
following, the reference spectrometer, GMD, gas attenuator and the open port BL2. Figures adapted
from [54](top) and [58](bottom).

available endstations, see figure 3.2 top. It contains several devices that enable the
characterization (reference spectrometer, gas monitor detector) and the manipulation
(gas attenuator, apertures, thin metal attenuation filters) of the photon beam.

Pulse-Energy Measurement and Adjustment

For the exploration of intensity-dependent effects a precise knowledge of the pulse
energy is required. The stochastic nature of SASE-based XUV sources causes strong
fluctuations in the pulse energy as well (fig 3.3). Hence, a single-pulse energy mea-
surement is essential for assigning the energy to the individual pulses. An intensity
measurement, requiring access to the peaks within the temporal structure of the pulse,
carries many advantages. It allows for the direct observation of intensity related effects
by selection and sorting this parameter. Such a device is challenging to realize for
short pulse durations of about 100 fs and the even shorter intra-pulse intensity spikes
and is not offered as a parasitic photon diagnostic at the facility. Therefore, so-called
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3.2. XUV Processing and Characterization

gas-monitor detectors (GMDs) measure the temporal integrated pulse energy for each
pulse [54, 59]. Their working principle is based on a dilute gas with spectrally neutral
density, which is ionized by each XUV pulse. The created free charged particles are
detected by Faraday cups and the measured current is proportional to the number of
photons in the pulse:

Nions = Nphotons · σionization · ρ taget gas · linteraction (3.1)

with N being the number of ions and photons respectively, σ the ionization cross section
of the detecting gas species and ρ · l the path-length-density product representing
the gas density and the interaction length in the device. The pulse energy can be
determined with a precision of about 10% [54]. Additionally, such a device is also
able to monitor the beam position parasitically. A typical pulse-energy measurement
of single XUV pulses (fig. 3.3, in blue) shows the broadly scattered values on the
order of 40 µJ full width at half maximum (FWHM).
To facilitate measurements across the full pulse-energy range and achieve sufficient
statistic, particularly in the lower pulse-energy section, this parameter is tuned.
FLASH could be adjusted to reach this goal, but this would have implications on
the FEL stability as well as on the remaining pulse parameters, e.g. pulse duration,
spectral distribution and beam alignment. Instead, the pulse energy is adjusted by
tuning the overall intensity with a gas attenuator [54] as a more subtle approach.
This several meter long tube is filled with a gas species of neutral density in the
spectral region of interest. Molecular nitrogen serves as the absorber at a pressure up
to 0.1 mbar for measurements at about 60 eV considered in this work.

Reference Spectrometer

Reference spectra are required for the calculation of the OD (ch. 2.3, in particular eq.
2.38). As mentioned in that chapter, this can be achieved by a reference measurement
without a target in the beam path. For a stochastic source like FLASH, a single-shot
based, parasitic reference measurement reaches better results. The facility-based
’online’ spectrometer utilized for this purpose possesses the same working principle as
the main spectrometer. This will be described in detail in the following chapter 3.3,
including example spectra of the FEL. For the calculation of the OD (eq. 2.38) the
reference spectrometer is mapped to the main spectrometer in chapter 4.2. Further
information specific to this spectrometer and beyond the treatment of the main
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Figure 3.3.: Pulse energy measurement during the experiment displaying the naturally broad
distribution of the parameter. The pulses measured before the gas attenuator exhibit a normal
distribution (blue), while the pulse energy measured after the attenuator (orange) shows the impact
of the cycled gas attenuator. The histogram illustrates the pulse energy probability and hence
underlines the effect of the gas attenuator.

spectrometer can be found in [60].

3.3. Vacuum Beamline

The vacuum beamline (BL) for the experiments described in this work has been newly
built for both, lab- and facility-based experiments. It is utilized for high-harmonic
generation based attosecond transient absorption spectroscopy experiments [61, 62]
at the MPIK, while for the time of the here considered experiments it is transported
to FLASH. Therefore, the entire BL is constructed and optimized for portability and
flexibility, enabling a compact transition between the locations of the laboratory and
facility-based experiments. Furthermore, speed and precision in daily routines have
been taken into account during the design process to allow an efficient use of the
precious time during an FEL campaign. This is realized in form of fast and encoder-
based motorized stages and fast-access flanges for sections with high maintenance
demands. While photographs of the setup can be found in the appendix, this work
will concentrate, though, on the scientific case rather than the technical details. The
following sections provide the principal concepts crucial for the understanding of the
experiments. An overview of the BL is provided in form of a rendering in figure 3.4.
The home-built setup is connected to the open-port beamline BL2 at the BDA of
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3.3. Vacuum Beamline

Figure 3.4.: Rendering of the beamline utilized in the second measurement campaign. Photos
of setup as well as the beamline utilized in the first measurement campaign can be found in the
appendix.

FLASH. Over several measurement campaigns the setup design has been subject to
minor adaptations. The two campaigns are referred to as the first and the second
campaign in the following. In principle, the BL can be split into three compartments
with relevance to this work: The focusing, the target, and the spectrometer section.

The first chambers of the BL (fig. 3.4) connected to the open port BL2 comprise
multiple differential pumping stages to protect the pressure in the BDA and FLASH,
even when the experiment works with higher target gas pressures in the BL. Addition-
ally, these chambers contain diagnostic screens, pinholes and filters for the alignment
of the beam and the BL (in respect to FLASH). This is critical for the propagation of
the beam through the entire BL up to the spectrometer.

Focusing

The focusing optic focuses the beam and its energy into a small spot to achieve highest
field intensities. In the first measurement campaign, the facility-based focusing optic
of BL2 is utilized, which is localized in the BDA shortly before the BL2 port. The
ellipsoidal mirror focuses the beam 2 m to a spot size of about 25 µm FWHM at a
3° angle of incidence with an reflectivity of 93% [63, 64]. The target cell is placed in
the focus of the beam. Afterwards, the transmitted beam is propagated through the
remaining sections of the BL and is coupled into the spectrometer.
At the second campaign, the BDA transmits an unfocused ∼7 mm diameter beam
[63]. This time, the XUV pulses are focused by an off-axis ellipsoid mirror [65] located
in the BL under an 8° angle of incidence. A shorter focal length of 1 m leads to a spot
size of about 5 µm (1/e2). Since this mirror is part of the portable beamline, it does
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not have the advantage of an stationary optic. Thus, an alignment procedure has to be
performed at the beginning of every shift. A Hartmann-plate-based, XUV-optimized
wavefront sensor is used for this purpose [66, 67], measuring the beam directly reflected
off the focusing optic. The alignment and optimization procedure has been described
in literature and can be found among others in [68, 69]. Once optimized, the beam is
guided back onto the target volume by a motorized plane mirror, also at 8° angle of
incidence.

In both campaigns, the ellipsoid mirror images the SASE pulses from the 85 m
distant source point in the undulator onto the target volume in the BL. The high
reflectivity is achieved by the small angle of incidence and the coating with layers of
carbon. This is crucial particularly for all optics along the beam path in front of the
target cell, to achieve highest field strength in the target.

Target Cell

Figure 3.5.: The target cell (render-
ing, cut open and with illustrated beam),
a stainless steel cell on a carrier-stage
mount provides the gas target from a
feeding line connected below.

The target cell provides the target, in this case
helium, in the gas phase. It is located within
the target chamber in the focus of the beam for
highest intensity. The cell is manufactured of
stainless steel and has an inner diameter of 2 mm,
with two openings of 100 µm diameter aligned on
an axis for the beam to propagate through the
target.

The interaction length of the target with the
beam is estimated to about 3 mm, which derives
from the inner diameter and the 1 mm wall thick-
ness of the cell at a decreasing gas pressure due to
the vacuum in the chamber. The interaction re-
gion is constantly flushed with target gas through
a flexible stainless-steel tube. It provides a con-
stant but adjustable backing pressure, which is set to about 100 mbar and finetuned
in such a way that the OD reaches a maximum value of one.

The target cell is mounted on a fast (20 mm/s) and precise close-loop (µm repeata-
bility) slip-stick piezo stage [70], which enables a quick and efficient alignment of the
cell as well as scans in the spatial dimensions, e.g. to determine the exact position of
the focus on the lateral axis.
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3.3. Vacuum Beamline

Note that the pulse energy in the target volume is at about 50% of the GMD mea-
sured pulse energy. The lower effective pulse energy originates from losses in the BL
and BDA photon transmission. In this thesis the pulse energy will be quantified as
measured by the GMD.

Spectrometer

The spectrometer can be understood as an imaging optic, projecting an initial source
point spectrally dispersed onto an imaging screen. It constitutes of three main elements
at the beamline: The entrance point, the dispersive optic and the device recording
the dispersed spectrum (fig. 3.6). Ideally, the entrance point concurs spatially with
the focus in a target volume. This has been the case in the second campaign. For
technical reasons in the first campaign, the focus in the target has been refocused and
the beam propagated through additional chambers of the beamline. It has then been
coupled into the spectrometer with a motorized slit aperture located at the entrance
point.
The dispersive optic is a prism in most ordinary cases in the VIS spectral regime.
Here, it is realized in form of a gold-coated reflective grating [71] where the zeroth
order is dumped while the first order is propagated onto the recording device. The
utilized grating contains two particular properties. First, to work as an imaging optic
in the spectral domain, projecting a point source of one wavelength from the entrance
point onto one point on the imaging plane, the substrate is curved. It therefore acts
as a cylindrical lens focusing the light in one dimension while the other axis remains
unaltered. Here, the spectral dimension is oriented horizontally (fig. 3.6). The device
is hence suitable to be employed as a spectrograph. Secondly, the grating is a variable
line-space grating (VLS) [72], meaning that the spacing of the lines imprinted on its
surface to disperse the light via interference is not equidistant. An ordinary grating
with equidistant lines focuses the frequency components on the so-called Rowland
circle or respectively cylinder [73, 74]. In case of a planar recording device, which can
furthermore move along the spectral axis, this would cause parts of the measured
spectrum to be out of focus and thus lead to a non-constant and decreasing spectral
resolution. The variable line spacing compensates that and focuses all wavelength in
the specified spectral region on a straight line. This leads to a complex and costly
manufacturing of the dispersive component but enables a spectral resolution that can
not be attained otherwise.
Note that the reference spectrometer works analogously with the distinction that the
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Figure 3.6.: Spectrometer (rendering, without vacuum housing). The beam is coupled in from the
right side, attenuated by the double filter array and dispersed by the VLS grating onto the XUV
camera. The filter array and grating holder each provide multiple slots for flexible application in
terms of variation or backup.

substrate is plane. Here, the zeroth order is propagated as the main beam to the
experiment and needs to remain unaltered. The focusing is thus achieved by a more
advanced ruling of the lines [60].
For the acquisition of the spectra a recording device is placed in the focus plane.

This camera [75] possesses a back-illuminated, XUV-sensitive CCD chip, recording
the spectrally dispersed photons in one spectral and one spatial dimension. With a
chip size of 1340x400 pixel with 20 µm per pixel, the camera allows for a fine sampling
of a broad spectral range from the first diffraction order. The 60 eV central photon
energy at the experiments is well within the specified range of 10 eV and 30 keV. The
spectrometer resolution is determined in chapter 4.2. It ranges between 60 meV and
40 meV for the first and second campaign respectively. As mentioned above, the
discrepancy is mostly caused by the different kind of spectrometer incoupling.
During the experiment, the region of interest in the spatial dimension on the CCD
chip is limited to the beam profile. The image is then binned along that axis to
maximize the signal-to-noise ratio. To protect the CCD chip from saturation and
damage, a multi-layer filter array with thin aluminum filters between 0.2 µm and 6 µm
thickness is located in the spectrometer chamber to adjust the transmitted intensity.
The spectrum acquisition timing is set to a short window of 10 ms synchronized
with the 10 Hz repetition rate by a basic trigger signal. The acquisition time fully
incorporates pulses of 100 fs duration and any jitter of the pulse arrival. Figure 3.7
shows representative single pulse spectra.
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Figure 3.7.: Experimentally measured spectra recorded by the BL spectrometer. Depicted are
ten consecutive pulses (color) and an average over 200 pulses (brown) scaled by a factor of 3 to
be qualitatively comparable to the single-shot spectral peak intensities. (a) Without a target gas
in the cell. (b) With helium at a backing pressure of about 100 mbar. Note that the spectral
position of FLASH shifted between the times of the measurements with and without the gas target.
Furthermore, the absolute values of the spectral intensity in (a) and (b) are not comparable due to
different filter attenuations in the spectrometer chamber.

One can observe the intensely spiky spectral structure and the massive shot-to-shot
fluctuation. With an average over at least 100 individual pulses the spectrum becomes
sufficiently smooth for analysis of the OD.

The Measurement

This chapter showed that the BL in combination with FLASH presents an ideal basis
for strong field experiments in the XUV. Thus, all experiments discussed in this thesis
are conducted using this facility-based TAS approach. For the goal of this thesis, the
investigation of helium in highly intense fields, the XUV pulse energy is scanned. In
both experiments multiple 10 k single pulses are recorded at 10 Hz. During that time,
the gas attenuator is ramped up and down manually to increase the statistic in all
pulse energy bins (fig. 3.3). An additional measurement is performed for about 10,000
pulses with no helium in the target cell. These measurements serve as respective no
target measurements for the mapping of the spectrometers in chapter 4.2.
The XUV camera is activated by the BL’s data acquisition system (DAQ) and triggered
by FLASH. Upon successful acquisition, the system receives a signal from the camera
and queries the numeric pulse identifier from FLASH (see ch. 4.1). Once the data
are downloaded form the camera, and the DAQ system activates it again. Ideally the
regions of interest are chosen such that this process fits within the 100 ms cycle to
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benefit from the 10 Hz rate of FLASH. Every ten pulses, the recorded spectra are
stored in combination with the monitored values of the stage potions and the gas
pressures into one file. All facility-based devices record their data in binary from to
on-side servers. Though it is possible to access the real-time data for live-analysis
programs, e.g. monitoring the pulse energy statistic or the appearance of an interesting
effect, the full database in hdf5 format file form is provided after the campaign. These
databases in combination with the files recorded in the BL DAQ are the starting point
for the data evaluation in the next chapter.
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So far the experiment is conducted and the measured data acquired. The next step
is the preparation of this raw material to allow for the observation and analysis of
physical effects. This proceeding is split in several tasks, starting from the correct
pulse assignment between the different databases (end of ch. 3.3), continuing via the
calibrations of the spectrometers and finally the sorting of the individual pulses into
bins to retrieve the pulse-energy dependent OD.

4.1. Pulse Assignment

The data recorded during the experiments are stored by the individual devices (e.g.
GMD, spectrometer, reference spectrometer) on different server machines as discussed
at the end of the previous chapter. Since the data analysis in this thesis is based on a
single-shot evaluation, an assignment of the individual pulses between the datasets
has to be conducted. While the temporal synchronization between FLASH and the
BL is created via a basic trigger signal, the overall pulse assignment is based on a
facility-wide identifier. This numeric ID is generated for every individual pulse of
FLASH, the so-called bunch ID. The BL’s DAQ queries that number for every trigger
signal while the XUV camera is active. Systematic shifts between the IDs recorded in
the measurement devises make a pulse-assignment test for every evaluated dataset
necessary. For that purpose, the stochastic feature of the SASE pulses are utilized.
The integrated recorded spectra of the BL and the reference spectrometer as well as
the measured pulse energies are compared with one another in statistical correlation
plots. Such a correlation is presented in figure 4.1 for a correct (blue) and incorrect
(grey) pulse assignment.
With this method a bunch ID shift of ∆ = 1 one is determined between the reference

spectrometer and the BL data acquisition. On the other hand, the remaining devices
recorded the data in correct pulse assignment to one another for the here considered
experiments. Elegantly, this technique works with as well as without a target in
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Figure 4.1.: Measured integrated spectra of the BL and reference spectrometer correlated for a
bunch-ID shift of zero (gray) and one (blue). It can be easily identified that a shifted pulse assignment
between those devices exists. For illustration purposes the spectra are averaged instead of integrated
here.

the focus, as the absorption acts globally on the correlation and does not result
in a scattered pattern of an uncorrelated cloud. The deviation from a perfect line
in the correlated case (fig. 4.1) arises from non-linearities in the CCD chip of the
spectrometers and measurement uncertainties of the facility devices.

4.2. Spectrometer Mapping and Calibration

As a first step for all further processes, the background signal of each spectrum is
subtracted. For that purpose the background is determined via a linear fit in regions
not illuminated on the CCD chip on both sides of the spectral intensity peak and
subsequently subtracted from the spectrum. This step is performed for all spectra
individually.
For the calculation of the OD (eq. 2.38), the spectral axis of the two spectrometers,
the reference spectrometer in the BDA and the spectrometer in the BL, have to be
mapped onto each other. Both of them contain non-stationary optics, namely the
VLS gratings (3.3) and thus do not possess a permanently calibrated spectrometer
axis. Therefore, the mapping cannot be conducted via the calibrated photon axes
and a different approach is required. In principle, the spiky spectral structure of the
SASE single pulses would present an ideal pattern to link both photon energy axes.
However, the spectral intensities seen by both devices are not identical due to clipping
in the beam path in the BDA and spatial incoherence of the SASE beam, which
makes this method insufficient. Instead, a solution needs to include the averaging
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of multiple pulses to eliminate this effect. Two options are considered: First, the
covariance analysis (cov), where the outer product of the measured spectra of the
BL spectrometer S and the reference spectrometer Sref is evaluated, averaged and
normalized [76]. A more advanced version, the partial covariance analysis (pcov),
eliminates intensity fluctuations of the pulse energy (I) from the result:

cov(S, Sref ) = ⟨S × Sref⟩ − ⟨S⟩ · ⟨Sref⟩

pcov(S, Sref , I) = cov(Sref , S) − cov(S, I) · cov(I, S)
cov(I, I)

(4.1)

The result is a matrix with the dimensions of both spectrometer axes (fig. 4.2(a)). It
shows a dominant correlation ridge, which maps the two spectral axes to each other.
The ridge is interpolated and sliced orthogonally to its long axis to apply a peak-finder
algorithm. In principle, also the maximum value per line can be evaluated, which
leads to a more crude result, though. The computed points then present the mapping
curve of both spectrometers.
The second approach maps the reference spectrometer onto the BL spectrometer
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Figure 4.2.: Mapping of the BL and reference spectrometer via (a) the partial covariance analysis
depicted here with the fitted maxima of the ridge (black) and their linear fit (blue), (b) the polynomial
axis scaling of the reference spectrometer determined by minimizing the integrated difference.

by a polynomial scaling and interpolation of its spectral and amplitude axis. For
that purpose, a measurement without target gas in the focus is conducted and the
spectra of each device averaged for several pulses. The fit algorithm optimizes for the
integrated difference of both spectra (figure 4.2(b)). Since the illuminated region on
the photon energy axis is limited to sub 100 pixels and the resonance to a few ten
pixels on the CCD chips, polynomial orders higher than the third order are without

41



4. Data Evaluation

significant contribution (< 10−6). The scaling of the signal amplitude axis is chosen
to be linear.
Comparing both methods, the second approach is chosen for the presented datasets,
since it closely recreates the literature Fano line-shape asymmetry (q parameter) of
the considered resonance in the weak field limit (see ch. 6). Shortly summarized,
the covariance method exhibits difficulties in the mapping of the wings of the FEL
spectrum (see fig. 4.2(a)), where the narrow resonance is spectrally located due to a
red-detuned central photon energy.

After the mapping of both spectrometers is established, the calibration of the
photon-energy axis remains. The reasons for a lack of a calibration in both
spectrometers has been elaborated in the previous section. A spectral calibration
is usually conducted via the identification of known resonances, where their energy
positions serve as reference points. An ordinary approach with several resonances
in the absorption spectrum is not practical during the measurement campaign. One
of the reasons it the narrow FEL spectrum of roughly 0.4 eV at 60 eV. On the other
hand, within this bandwidth only one narrow, isolated resonance is investigated.
Therefore, calibration of the full range of the spectrometer is not require and a precise
calibration in the vicinity of the resonance is sufficient. Elegantly, this resonance
is well characterized by synchrotron measurements [40]. Hence, its literature values
recorded with synchrotron radiation can be utilized for the calibration. For that, the
spectra of pulses with pulse energies below 5 µJ are averaged and the OD (eq. 4.2)
calculated. The resulting OD is fitted by the Fano formula (eq. 2.43). The resulting
line-width and resonance-position parameters are matched with the literature value
of the resonance (width Γ = 37 meV, position Er = 60.15 eV). This provides a full
and sufficient energy calibration for the spectral region of interest.
For a proper quantification of experimentally measured absorption lines the resolution
of the experimental apparatus has to be taken into account. Therefore, the fit process
of the Fano formula includes the convolution of the theoretical Fano formula with a
Gaussian function. The width of this Gaussian envelope represents the spectrometer
resolution. It is once determined for low pulse energies and then set as a constant
for all further experimental fit processes within each measurement shift during a
measurement campaign. The spectrometer setup received minor changes between the
measurement campaigns (see 3.3). Hence, the spectrometer resolution differs slightly
and is determined to 75 meV FWHM in the first and 59 meV FWHM in the second
measurement campaign (ch. 3.3).
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The reference spectrometer in the BDA inherently sees no spectrum transmitted
through the target gas. Furthermore, its recorded spectra are only evaluated averaged
over several pulses. The thus smooth spectral envelopes have been mapped to the BL
spectrometer and consequently a separate energy calibration and determination of
the resolution is not needed.

4.3. Absorbance Evaluation

When the preparation in form of pulse assignment, spectrometer mapping and cali-
bration is successfully achieved, the individual measurements can be analyzed. The
experimental datasets in this work are based on pulse energy measurements. In
addition to the fluctuation of the pulse energy due to the stochastic nature of the
SASE-based FLASH, the average pulse energy is further tuned with the gas attenuator,
discussed in chapter 3. This leads to an equal distribution of pulses in all regimes of
the available pulse energy.
Algorithmic filters are applied to the dataset in order to increase data quality. The
most basic one eliminates all shot events where one or more devices have not recorded
adequate data, e.g. empty spectra. To exclude any effects on the measurement which
originate from factors correlated with the pulse energy measured after the undulator,
e.g. shift in the central photon energy, further algorithmic filters can be added. The
top 30% of the pulse-energy SASE statistic before the gas attenuator is selected.
Therefore, all pulses in each energy interval after the gas attenuator originate from
the same window of pulse energies before the gas attenuator.
The OD of the measured pulses is obtained with equation 2.38. Due to the stochastic
nature of the SASE spectra and the non-identical spectra measured in both spectrom-
eters, a single-pulse calculation of the optical density is not feasible. Instead, the
spectra are sorted first into bins subdividing the full pulse energy range. They are
then averaged ⟨. . .⟩ within each bin j for both spectrometers individually. With these
averaged spectra the OD is determined by

ODj(ω) = − log10

(
⟨S(ω)⟩j

⟨Sref (ω)⟩j

)
(4.2)

with the spectral intensities S(ω) of the BL spectrometer and Sref (ω) of the reference
spectrometer, respectively. Note that the bin size is adjusted such that at least a
hundred pulses are averaged to ensure a sufficiently high signal-to-noise ratio. Once
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the OD is calculated for all bins of the pulse energy range, the same procedure is
performed for the subsequent reference, the measurement without target, if available.
This no-target OD can serve as a quasi background containing small systematic
errors which cannot be eliminated otherwise. It is thus subtracted from the main
measurement. In particular, at the second campagne this has resulted in an improved
signal.
The quantification of the helium 2s2p absorption line is conducted with the Fano
formula (eq. 2.43). In the experimental case, the spectrometer resolution acts on the
observed absorption line shape. In order to achieve correct fit results, the Fano formula
is convoluted with a Gaussian function of width equal to the spectrometer resolution.
The spectrometer resolution, however, is on the same order as the pixel width of
the spectrometer camera. Therefore, the grid resolution of the spectrometer axis is
increased for the process of the convolution by interpolation. The resulting convoluted
spectrum on the high-resolution grid is evaluated on the original, non-interpolated
grid positions. This proceeding is performed in every step of the optimizing algorithm.
In this chosen approach the presented OD contains the spectrometer resolution. This
follows the principal to look at the measured data as unaltered as possible in presence
of many systematic and statistic influences at an FEL. At the same time, the line-
shape parameters resulting from the fit algorithm are independent of the spectrometer
resolution and can be compared to literature values and numeric simulations.
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To draw conclusions from observations in the experiments, a basic numeric model
simulation is set up. First, the quantum-mechanical treatment of the light-matter
interaction (ch. 2.1.1) is transferred into a numeric procedure of a few-level model
simulation. It is then adapted to the helium 2s2p resonance, the transition at the
center of this work. Finally, it is followed by an introduction of the partial-coherence
pulse model, a numeric method to generate SASE-like stochastic pulses.

5.1. Few-Level Model Simulation

In the experiment the considered resonance is dressed with intense XUV pulses. Hereby,
the photon energy of the radiation is close to the energy of the transition. As discussed
in chapter 2.1, this leads to a significant population transfer and makes a full quantum-
mechanical treatment beyond the limit of perturbation theory necessary. Chapter
2.1 described the quantum mechanical treatment of the interaction between electric
fields and quantum states of atomic systems. This is extended here, since the analytic
treatments of the light-matter interaction are solved for monochromatic electric fields.
For the ultrashort and even stochastic pulses utilized in the analysis of the experiments
the numerical approach is thus desirable. In a numerical few-level model, which is
the basis for this simulation, the aim is to consider as few states as possible and, at
the same time, as many states as necessary to correctly describe the experimental
observations. For the resonance considered in this work, namely the 2s2p state in
helium, this approach is a perfect match. The resonance is spectrally isolated and the
bandwidth and spectral position of the XUV pulses thus limit the quantum mechanical
states to consider to the ground state, the 2s2p state and the energetically degenerate
continuum. The goal is to access the parameters of the quantum mechanical states,
e.g. their energy and population, to allow for the exploration of the time-dependent
coupling effects. Note, for convenience the treatment and numerical calculations are
given in atomic units (a.u.) with ℏ = e = me = 1 (unless noted otherwise).
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As explained in chapter 2.1.1, the equation of motion for an non-relativistic quantum
system is the Schrödinger equation (SE)

i
∂

∂t

∣∣Ψ(t)
〉

= Ĥ(t)
∣∣Ψ(t)

〉
(5.1)

with the Hamiltonian operator Ĥ(t) describing the quantum system. The time-
dependent wave function

∣∣Ψ(t)
〉

can be represented as the superposition of the n

orthogonal states of the unperturbed and uncoupled system

∣∣Ψ(t)
〉

=
n∑

k=0
ck(t) |Φk⟩ (5.2)

with the time-dependent state coefficients ck(t). Expanding the SE in the matrix
representation with k ∈ n

i
∂

∂t


...

ck(t)
...

 =


⟨0|Ĥ(t)|0⟩ ⟨0|Ĥ(t)|1⟩ ··· ⟨0|Ĥ(t)|n⟩

⟨1|Ĥ(t)|0⟩
... ...

... ...
⟨n|Ĥ(t)|0⟩ ··· ⟨n|Ĥ(t)|n⟩




...

ck(t)
...

, (5.3)

the energy of the n states is found on the diagonal of the Hamiltonian matrix,
while the coupling between the states is described by the off-diagonal elements.
A solution to equation 5.3 is given by the temporal evolution of the state vector
c(t) =

[
c0(t), . . . , cn(t)

]T :


...
ck(t)

...

 = e−i H(t)·t


...

ck(t0)
...

. (5.4)

The Hamiltonian matrix H(t) is diagonalized, as it in general contains off-diagonal
elements. In order to be diagonalizable, it can only contain numeric values and all
variables are evaluated beforehand. The resulting eigenvectors of the diagonalization
procedure build the columns of the matrix T presenting a unitary transformation T̂

with T −1 · T = 1. These matrices transform the state vector between the uncoupled
basis and the eigenbasis of the diagonalized Hamiltonian. Hence, the solution to
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equation 5.4 for a discrete time step ∆t can be written as

c(t + ∆t) = e−iH∆t c(t)

= T −1 T e−iH∆t T −1 T c(t).
(5.5)

The diagonalized Hamiltonian

Hdiag = T H T −1 =
 λ0

...
λn

 (5.6)

hereby contains only the eigenvalues λk determined in the diagonalization. Equation
5.5 thus computes to

c(t + ∆t) = T −1 e−iHdiag ·∆t T c(t). (5.7)

Effectively, the state vector is rotated in the complex-valued Hilbert space T c(t)
where the state is propagated by e−iHdiag ·∆t with the diagonalized Hamiltonian Hdiag,
before it is rotated back into the initial basis by the inverse transformation matrix
T −1 and finally evaluated. The rotation and propagation are repeated for every step
on the temporal grid. In addition, the diagonalization of the Hamiltonian has to be
computed for every step as well, if time-dependent components are contained within
the off-diagonal of the Hamiltonian, e.g. a coupling by an external electric field F̃ (t).
Finally, a time-dependent observable can be evaluated by

X(t) =
〈
Ψ(t)

∣∣X̂∣∣Ψ(t)
〉

=
n∑

k=1

n∑
m=1

c∗
m(t) · ⟨m|X̂(t)|k⟩ · ck(t). (5.8)

5.1.1. Split-Step Approximation

Taking a deeper look at the technical realization details of the simulation, some further
aspects are notable: When the Hamiltonian matrix becomes time dependent by the
electric field F̃ (t), it can be split into a field-free and field-dependent part:

H(t) = H0 + H ′(t) = H0 + F̃ (t) · H ′′. (5.9)

This allows for a reduced numerical effort as the diagonalization of Ĥ0 and Ĥ ′′ has to
be performed only once. The propagation is then conducted utilizing the split-step
algorithm [77, 78]: First, the time-independent part is propagated by 1/2 ∆t, followed
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by the time-dependent part with ∆t and finalized by 1/2 ∆t of the time-independent
part:

c(t + ∆t) = T −1
0 e−i H0,diag ·∆t/2 T0 · T ′′−1 e−i F̃ (t)·H′′

diag ·∆t T ′′ · T −1
0 e−i H0,diag ·∆t/2 T0 · c(t).

(5.10)
In this implementation the algorithms provides second order accuracy in the time
step ∆t [79].
Note, that for a correct result of an observable with relation to the external field,
e.g. the dipole response for the OD, the point-in-time for the evaluation and storing
of the field and the state vector have to be synchronized. In the realization of
this work the state coefficients have been stored after each full propagation of both
Hamiltonian parts H0 and H ′. Meanwhile, the electric field is evaluated in the middle
of each propagation cycle. To correct this temporal difference of evaluation, the state
coefficients are shifted by 1/2 ∆t. This is realized by the interpolation of the state
coefficient array.
A non-shifted state vector would lead to a phase-shifted dipole response of the system
in reference to the phase of the electric field. This would cause a non-physical
modification of the line-shape symmetry (eq. 2.42), which in its degree is then
dependent on the grid resolution.

5.1.2. Helium 2s2p Resonance

The general concept of the few-level model simulation is now applied to the atomic
target system investigated in this work: Helium. When driving the ground state to
the 2s2p transition resonantly with XUV pulses of 0.4 eV FWHM bandwidth, only
three states have to be considered in the Hamilton matrix: The ground state (|Φg⟩),
the doubly excited state (|Φe⟩) and the pseudo continuum state (|Φc⟩):

H(t) =

 Eg d∗
ge·F̃ (t) d∗

gc·F̃ (t)
dge·F̃ (t) Ee V ∗

CI

dgc·F̃ (t) VCI Ec− i Γ/2

. (5.11)

Besides the energies to the unperturbed atom, the Hamilton contains coupling elements
on the off-diagonal, in particular the coupling of the states by the dipole matrix ele-
ments dmk and the real-valued electric field F̃ (t). The ground state is set to Eg = 0 eV.
Normally, as described in Fano’s theory (ch. 2.2) the continuum above the ionization
threshold is represented by an infinite sum of single-electron-ionization-continuum
states. Instead, a very broad state is numerically realized here. This has the advantage
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of limiting the calculation cost compared to the large number of overlapping, narrow
states representing the continuum. The width of this pseudo continuum describes
the loss rate of its population. It is defined by the imaginary part of the eigenenergy
of the continuum state with Γ = 39.73 eV. Its energetic position Ec = 32.65 eV and
dipole-matrix element coupling it to the ground state dgc = 0.6753 a.u. are calibrated
to the off-resonant absorption cross section in helium [80, 81].
Meanwhile, the excited state is set to Ee = 60.115 eV. This value is calibrated such,
that the resulting absorption line is located on the literature value of of 60.15 eV [40].
Furthermore, the values of the dipole matrix elements dge = −0.04932 a.u. and the con-
figuration interaction VCI = 0.0373 a.u. are taken from literature [82] with minor ad-
justments to meet the line shape parameters measured at synchrotron experiments [40].
At the beginning of the simulation the state vector c(t) = [cg(t), ce(t), cc(t)]T is fully
in the ground state c(t = 0) = [1, 0, 0]T . It is propagated with equation 5.10 on the
temporal grid, which has a resolution of ∆t = 0.1 a.u. and a length (≈ 50000 a.u.)
sufficient to fully comprise both, the XUV pulse and the dipole response. Finally, the
temporal dipole is calculated following equation 5.8:

d(t) =
(
c∗

g(t) · dge · ce(t) + c∗
g(t) · dgc · cc(t)

)
. (5.12)

The spectrum of the dipole response d(ω) is evaluated via Fourier transformation (eq.
2.34). With that, the OD can be determined (eq. 2.38 and 2.39).

5.2. Partial-Coherence Pulse Model

The numeric investigation of the 2s2p doubly excited state in helium in the presence
of intense stochastic fields requires simulated SASE-like fields as input. To realistically
model such pulses, the partial-coherence pulse model (PCPM) [83] is utilized:
The general concept starts in the spectral domain on a discretized grid. A spectral
intensity envelope S0(ωj), in this case a Gaussian function of chosen bandwidth,
represents the input parameter of the first model. For every point j on the spectral
grid a random phase value φ(ωj) ∈ [−π, π) is generated (first panel in fig. 5.1).
Combined with the real-valued spectral amplitude F̃0(ωj) ∝

√
S0(ωj), it provides the

complex valued electric field F (ωj) = F̃0(ωj) · ei φ(ωj). This is Fourier transformed
(eq. 2.34) into the temporal domain F (tl) = F

{
F (ωj)

}
. Note, that the spectral grid

requires a resolution of ∆ω ≪ 2π · τ−1 with τ the typical time scale of the desired
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pulse envelope.
The electric field F (tl) exhibits a temporal structure of spiky features (second panel
fig. 5.1). Its amplitude is equally distributed over the entire grid, due to the initial
random phase. Here, the second input parameter comes into play: The temporal
duration of the generated pulse is introduced by the multiplication of the stochas-
tic field with a temporal window envelope Fw(t), in this case a Gaussian function:
Fpulse = Fw(t) · F (t). The overall pulse duration is then determined by the width of∣∣Fw(t)

∣∣2. The result is a SASE pulse suitable for the few-level model simulation. To
account for the statistical nature of SASE FEL experiments, a manifold of different
SASE pulses has to be computed with individual sets of initial phases. It results in a
library of stochastic pulses with individual temporal stochastic fields. Note, that for
different pulse durations it is sufficient to repeat the last step in the process following
the choice of the temporal window envelope.
The spectrum of these new pulses Spulse(ω) ∝

∣∣∣Fpulse(ω)
∣∣∣2 is evaluated by the inverse

Fourier transformation Fpulse(ω) = F−1
{
Fpulse(t)

}
, see third panel figure 5.1. Here,

the observation can be made, that the spiky spectral structure of the individual pulses
is in qualitative agreement with the experimentally measured single shot spectra
(compare fig. 3.7). The good approximation of the PCPM has recently been shown
in comparison with experimental results and complex numerical bottom-up FEL
calculations [84].
One advantage of the model is the direct access to the spectral phase (fig. 3.7 right
panel). Compared to the initial random values, the phase obtained structure and
contains smooth segments with steep, random jumps between them. The order has
been induced by the limitation of the Gaussian envelope in the temporal domain. In
short, the pulse gained partial coherence, giving the name to the method in the first
place.
Finally, the average of the spectra from several stochastic pulses, each of individual
spiky nature, reproduces the initial spectral envelope S0(ωj) of the first step. From
that, one can deduce that the average temporal width τ ∗ of the intra-pulse intensity
spikes corresponds to the width Γ∗ = 1/τ ∗ of the initial spectral envelope. Even
though this relation is only valid for a flat spectral phase, it serves as a good estimate,
since the phases are comparably flat within a single spectral spike. The knowledge of
the duration from intensity spikes becomes relevant when the durations reaches the
same order of magnitude as the lifetime of the investigated state.
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Figure 5.1.: Illustration of the partial-coherence pulse model [83] utilized for the numerical SASE-
like electric-field generation process. First panel: The initial spectral envelope (grey) with a
randomly generated spectral phase (red) for every point on the grid. Combined as a complex-valued
electric field it is Fourier transformed. Second panel: The result is a stochastic electric field (black).
A window function (cyan) defines the duration of the resulting stochastic pulse (blue). Third panel:
Fourier transformed back into the spectral regime, the spectral intensity (blue) exhibits a spiky
structure while the spectral phase (red) gained partial coherence compared to the initial case (first
panel). The average of multiple spectral intensities results in a smooth curve (grey) recreating the
initial spectrum. Figure adapted from [85].

The OD from a simulation utilization such stochastic pulses as input electric fields
is evaluated with equation 2.41. In most cases, unless noted otherwise, a count of
300 pulses has been sufficient for a smooth OD result. The quantity η represents the
pulse length density and other fundamental constants (ch. 2.3). In this realization its
value η = 10−4 arises from the calibration of the OD to the same order of magnitude
as the experimentally measured OD.
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6. Experimental and Numerical
Results

The goal of this work is the exploration of the autoionizing 2s2p state in helium
and its two-electron transition from the ground state in presence of resonant, highly
intense XUV fields.
For this purpose, measurements scanning the XUV pulse energy have been conducted
at FLASH with the presented setup (ch. 3). In this chapter the results of the
recorded data are presented and discussed, which have been evaluated as layed out
in chapter 4. In the first section the shape of the photon absorption line and its
asymmetry stands in the focus. Particularly the changes to the symmetry by intense
XUV pulses are investigated. A numeric model simulation introduced in chapter 5 is
conducted in order to discover the physical origin of the observed effects. The second
section concentrates on the controlled manipulation of the absorption line shape. As
the experimentally measured data originate from two measurement campaigns with
different SASE-pulse parameters, the impact of the pulse duration on the symmetry
distortion is examined. Here, the numeric model is extended from Gaussian-shaped
dressing field to stochastic pulses, taking into account the SASE nature of the XUV
pulses utilized in the experiment. In the third and final section, the absorption line
width is studied, providing insight into the coupling dynamics of the autoionizing
state.

6.1. Line-Shape Symmetry Distortion

The 2s2p state in helium has been well characterized with low-intensity XUV radiation
generated by synchrotrons [40]. Reproducing the observed spectral line shape is part
of the first measurement. To gain a deeper understanding the question is raised how
the observed transition is altered when it is resonantly driven with strong XUV fields.
Thus, the helium 2s2p is dressed resonantly with XUV laser pulses from FLASH in
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Figure 6.1.: Experimental pulse-energy scan of the He 2s2p resonance using 75 fs FWHM overall
duration XUV SASE pulses. (a) two-dimensional map of the OD for a pulse-energy range between
0 µJ and 80 µJ. (b)-(d) OD lineouts as orange stars for selected pulse energies E noted in the panels.
The Fano fits are depicted as blue lines in combination with the respective resulting q parameter.

an experimental investigation. Hereby, the FEL is set to 10 Hz single bunch mode
at a photon energy of 60 eV with a spectral bandwidth of 0.4 eV FWHM and an
overall pulse duration of approximately 75 fs. An intensity scan is performed, in
which the average pulse energy is tuned with the gas attenuator (ch. 3.2) between
the weak-field limit of a few µJ up to the strong-field regime of about 60 µJ, with
peak pulse energies reaching beyond 80 µJ. Note, as discussed in chapter 3.3, the
pulse energy on target is estimated to 50% of the value recorded by the GMD (ch.
3.2). This is due to losses in the beamline transmission. Thus the maximum pulse
energy on target amounts to 40 µJ. However, since the GMD measured pulse energy
is the directly recorded quantity in the experiment, it will be used as pulse energy
representative in the following. The single pulses are varied in pulse energy by the
attenuator as well as the SASE fluctuation. They are sorted into 1 µJ wide bins,
similar to a multi-dimensional histogram. For each bin the measured quantities are
averaged and evaluated in accordance to chapter 4.3. The resulting OD (ch. 4.2) is
depicted in from of a 2D-color plot (fig. 6.1 (a)), showing the pulse energy dependence
of the absorption signal. While a peak at 60.15 eV and a dip at 60.25 eV can be
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Figure 6.2.: Absorption line parameters extracted from the Fano fit of the experimental data in
figure 6.1. The results for the (a) q parameter, (b) line amplitude and (c) resonance position are
depicted over pulse energy. Hereby, the amplitude is normalized to its highest values in the weak-field
limit.

identified for small values of pulse energy, both extremes decrease and the dip vanishes
with rising pulse energy. This becomes more evident in the single lineouts presented
in figure 6.1 (b)-(d)). At low pulse energies the absorbance is described by the typical
asymmetric Fano-like absorption line shape (fig. 2.5(a) and [40]). For rising pulse
energy two observations can be made: First and predominantly, the amplitude of the
absorption line decreases. Secondly, the asymmetry of the resonance qualitatively
evolves towards a more symmetric line shape.
To quantify these observations, the theoretical Fano formula (eq. 2.43) convoluted
with the spectrometer resolution (ch. 4.2) is fitted to the measured absorption lines.
Three examples of that are depicted in figure 6.1 (b)-(d). The results of the Fano fit
parameters are shown in figure 6.2. For the statistical uncertainty, the fit parameters
for respectively three consecutive pulse-energy bins (fig. 6.1(a)) are combined. The
mean and the standard deviation in these combined bins represent the value and
uncertainty displayed in the respective panel (fig. 6.2). This procedure is chosen
for technical reasons in this case. As the bins are sorted by pulse energy, the given
uncertainties present the upper limit for the statistical uncertainties.
Concentrating on the two qualitative observations above, the parameters for the
amplitude a and the asymmetry q are analyzed (fig. 6.2). The amplitude (6.2(b)),
normalized to its peak value, exhibits a reduction of 80% in respect to its initial value.
This is explained by the depletion of the ground state: Over the duration of the XUV
pulse the density of unperturbed target atoms in the ground state decreases due to
the interaction with the pulse. With a consequently smaller ratio of the ensemble
dipole response and the external field this leads to a smaller amplitude of the OD (eq.
2.41). An outlier in the amplitude for the smallest pulse energy can be recognized.
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This is attributed to the small signal-to-noise ratio in measured spectra at that low
pulse energy.
Also, the fit result of the symmetry parameter q (6.2(a)) shows a significant change
within the statistical uncertainty for rising pulse energy. Starting from q = −2.2
at low pulse energies it decreases to about q = −5 at 80 µJ pulse energy. As a
consequence of equation 2.27 and figure 2.4(b) the calculated trend towards lower
values corresponds to a more symmetric line shape. This confirms the observation
made above of a symmetry change towards a symmetric line shape induced by high
pulse energies. At the upper end of the measured range the q parameter exhibits
increasing fluctuations along with a larger statistical uncertainty. Due to the reduced
resonance amplitude the signal-to-noise ratio decreases and consequently the Fano
line-shape fit has a larger statistical uncertainty. It becomes increasingly challenging
to determine the precise symmetry of an almost symmetric absorption line shape
when the amplitude decreases (fig. 6.1(b)). One can further identity a deviation of the
symmetry parameter (q ≈ −2.2) from the literature value qlit = −2.75 recorded at
synchrotron measurements [40] in the low pulse-energy regime. The small difference is
attributed to systematic uncertainties within the measurement. It has no significant
influence on the here identified trend.
Additionally, the spectral position of the resonance is evaluated (6.2(c)). No clear
trend can be identified within the statistical uncertainty of the parameter.

The observed modifications of the absorption line inspire the application of a
numerical simulation to gain a deeper understanding of the mechanisms behind these
effects. A few-level model for that purpose has been introduced in chapter 5. In
that chapter, the procedure and the values utilized in the Hamiltonian (eq. 5.11)
are explained. A Gaussian pulse with a flat phase is selected as the input electric
field. This is motivated by the fact that SASE pulses consists of single intensity
spikes within their temporal envelope [32, 85, 86]. Here, these intensity spikes are
approximated by a Gaussian pulse to investigate the impact of such a single spike.
In chapter 5.2 the link between the average duration of intra-pulse intensity spikes
and the spectral bandwidth is discussed. With the experimentally measured spectral
bandwidth of 0.4 eV FWHM, the temporal duration of the Gaussian envelop is set
to 4.66 fs. The central photon energy is also slightly red detuned from resonance to
mimic the experiment. It is set to 59.9 eV, which includes a slight adjustment to
emphasize the observed effect [7].
An intensity scan is performed utilizing this simulation with peak intensities between
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Figure 6.3.: Numeric intensity scan of the He 2s2p resonance conducted with the few-level model
simulation using 4.66 fs FWHM long Gaussian XUV pulses. (a) two-dimensional map of the OD for
a intensity range between 0.0 ×1015 W cm−2 and 1.5 ×1015 W cm−2. (b)-(d) OD lineouts as orange
translucent lines for selected pulse intensities I noted in the panels. The Fano fits are depicted as
blue lines in combination with the respective resulting q parameter.

the weak-field limit of 106 W cm−2 and 1.5 ×1015 W cm−2 in steps of 0.02 ×1015 W cm−2.
For later reference, this corresponds to fluences between 10−9 J cm−2 and 7 J cm−2

in steps of 0.1 J cm−2. The OD (eq. 2.39) is determined for every step on the grid
with the computed dipole moments. Figure 6.3 presents the intensity-dependent OD.
The absorption lines qualitatively show the same behavior as the experimental OD
(fig. 6.1(a)): The amplitude decreases with an increasing intensity. At the same time,
the line-shape symmetry trends towards a more symmetric line shape (fig. 6.1(b)).
Here, the ODs are quantified with the Fano formula 2.43 analogue to the experimental
results. The calculated fit parameters (fig. 6.4) confirm: The normalized amplitude
falls to about 30 % of the initial weak-field value. Here, one can utilize the access to
the quantum mechanical quantities provided by the model to analyze the origin of
this decrease. The temporal evolution of the population Pk = |ck|2 with k ∈ {g, e, c}
(ch. 2.1.1) is depicted in figure 6.5. Concentrating only the ground-state population
for different intensities (fig. 6.5 (b)) the depopulation is spread over the duration
of the pulse. Hereby, the final population level decreases significantly for higher
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Figure 6.4.: Absorption line parameters extracted from the Fano fit of the simulated data for
4.66 fs FWHM Gaussian pulses in figure 6.3. The results for the (a) q parameter, (b) line amplitude
and (c) resonance position are depicted over peak intensity. Hereby, the amplitude is normalized to
its highest values in the weak-field limit.

intensities. Consequently, the rising envelope flank of the pulses with high intensity
already depopulates a larger portion of the ground state. This leaves the remaining
part of the pulse to interact with a smaller density of particles in the ground state, an
effect that is known as induced transparency. Hence, the smaller ratio in equation 2.39
leads to a lower amplitude of the OD. This is in line with the explanation provided in
the discussion of the experimental observations. While the population is considered
here, one can further analyze the temporal evolution of the remaining states in the
simulation (fig. 6.5 (a)). Simultaneously to the decline of the ground-state population
the excited bound state is populated. After the XUV pulse has passed, the excited
state decays accordingly to the literature value of 17 fs lifetime. On the other hand,
the population in the pseudo continuum decays so fast that no amount of population
is accumulated by the coupling from the other states. This concurs with the purpose
of the pseudo continuum state discussed in chapter 5.1.2. Particles which have been
ionized no longer contribute to the dipole response and the coupling between the
states.
Returning to the results of the Fano fit from the simulation, the symmetry parameter
q in figure 6.4 shows a similar trend as in the experiment. Starting from the calibrated
value q = −2.75 it progresses towards larger absolute values, thus a more symmetric
line shape, for increasing intensity. As discussed in chapter 2.3, the q parameter is
directly linked to the phase of the dipole response measured in reference to the external
field (eq. 2.42). The change in the line-shape symmetry thus derives from a phase
shift of the decaying dipole. To investigate the origin of this shift, the state coefficients
are further analyzed. The temporal evolution of their phase φk,int = arg(ck,int) is
calculated and unwrapped for all states (k ∈ g, e) and intensities (subscript int).

58



6.1. Line-Shape Symmetry Distortion

0 20 40
time (fs)

0.0

0.2

0.4

0.6

0.8

1.0
po

pu
la

tio
n

(a)

ground state
excited state
continuum state

20 0 20 40
time (fs)

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

po
pu

la
tio

n

(b)

0.02 PW cm 2

0.21 PW cm 2
0.84 PW cm 2

1.47 PW cm 2

Figure 6.5.: Temporal evolution of the population induced by a 4.6 fs Gaussian XUV pulse. (a) Pop-
ulation of the ground, excited and continuum state dressed with 0.84 ×1015 W cm−2. (b) Population
of the ground state for different pulse intensities.

Then, the excited states’ phase evolution is subtracted by the phase of the respective
ground state φint = φe,int − φg,int to exclude shifts acting on all states globally.
Since the goal here is to extract the impact of intense pulses, only the difference
∆φint = φint −φint=0 to the low intensity case is of interest. It eliminates in particular
the accumulated trivial phase originating from the fast oscillation of the excited states’
eigenenergies. This procedure is conducted for all intensities, respectively, and plotted
for selected intensity values in figure 6.6(a). One can identify a rapid decline of the
phase during the pulse. This corresponds to a phase jump in the temporal evolution
of the excited state. The amount of this shift is intensity dependent and induced by
the XUV pulse.
A more detailed observation reveals a bump at the center of the pulse pointing in the
opposite direction of the discussed phase jump. This is attributed to the numeric
realization of the continuum in this model. The strong coupling of the ground state
to the continuum during the pulse induces transient population of the pseudo. This
population follows the pulse instantly and can be observed when magnifying the scale
of the continuum state’s population in figure 6.5(a) sufficiently. In consequence, this
effect can numerically impact the remaining states and cause the observed bump.
Therefore, it is not a physical effect. Furthermore, a temporal delay of the phase
shift to the peak of the XUV pulse can be observed. This is explained by the fact
that the XUV pulse not only dresses the excited state but first needs to populate it
significantly to create an observable effect.
The phase evolution of a state is related to its energy due to the solution of the
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Schroedinger equation 5.4 and given by:

Ek(t) = −ℏ
∂

∂t
φk(t). (6.1)

Thus, one can calculate the temporal evolution of the energy of the excited state
∆Ee,int(t) from the observed phase shift in ∆φint(t). Note a residual oscillation
modulates the phase. Its 2ωF ≈ 120 eV = 34.4 frequency originates from far
off-resonant coupling. Though small in amplitude it exhibits steep flanks, which
in combination with the observed overshoot result in a disturbing impact on the
differential ∂

∂t
(eq. 6.1). Therefore, the temporal phase evolutions are fitted to

eliminate both of these influences. Based on their qualitative shape, with the obvious
exception of the above-mentioned bump, the error function is ideal as a fit model for
this purpose. With these fitted functions (fig. 6.6(a)) the calculation of ∆Ee(t) is
conducted. Its temporal evolution (fig. 6.6(b)) reveals a transient energy shift caused
by the intense XUV field. One can further observe that the magnitude of the energy
shift as well as the associated phase shift is intensity dependent.

10 0 10 20 30
time (fs)

0.3

0.2

0.1

0.0

0.1

0.2

0.3

ph
as

e 
sh

ift
 (r

ad
)

(a)

0.02 PW cm 2

0.21 PW cm 2

0.53 PW cm 2

0.84 PW cm 2

1.16 PW cm 2

1.47 PW cm 2

10 0 10 20 30
time (fs)

0.00

0.01

0.02

0.03

0.04

0.05

0.06

en
er

gy
 sh

ift
 (e

V)

(b)

1.47 PW cm 2

1.16 PW cm 2

0.84 PW cm 2

0.53 PW cm 2

0.21 PW cm 2

0.02 PW cm 2

Figure 6.6.: Phase and energy shifts from the numeric model calculation for different XUV
intensities. (a) Temporal jump of the excited state’s phase induced by intense XUV field dressing
as calculated (translucent) from the simulated data and fitted (solid) with an error function. (b)
Transient energy shift of the excited state calculated form the fitted phase shift in (a).

With the origin of the phase jump identified, the phase shift of the excited state is
compared to the phase of the dipole response. The latter is evaluated with equation
2.42 from the q parameter of the fit (fig. 6.2(a)). The values (fig. 6.7) of both numeric
phases concur over the full intensity range. Slight deviations are attributed to the fact
that equation 2.42 is only exactly valid for an impulsive ’kick’-like pulse [25]. The
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6.1. Line-Shape Symmetry Distortion

pulse duration of sub-five femtoseconds is slightly above that regime, but the data are
still in good agreement. As a consequence, the transient energy shift of the excited
state is the dominating factor for the phase shift in the dipole and thus the reason for
the observed distortion of the line shape’s symmetry.
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Figure 6.7.: Phase shifts of the excited state and q parameter from the numeric intensity scan.
The ∆φ of the asymmetry parameter q determined with equation 2.42 is depicted as blue ’x’, the
phase shift of the excited state (see fig. 6.6(a)) is plotted as orange ’+’.

In conclusion, a distortion of the helium 2s2p absorption line shape in the presence
of intense XUV pulses has been observed experimentally. Particularly the symmetry
of the resonance is altered by high pulse energies. This result has been qualitatively
reproduced by a numeric few-level model simulation with ultrashort Gaussian XUV
pulses. The simulation reveals the origin of the symmetry change in reference to the
weak-field limit. High intense XUV pulses induces a transient shift of the excited
state’s energy level. The accumulated phase leads to a phase shift of the dipole
response manifesting in the symmetry distortion. Furthermore, as the highly intense
fields do not act on the energy position of the resonance, the interaction of the helium
target with the XUV pulses can be classified to be in the impulsive regime. This
result is consistent with the fact that the duration of the sub 5 fs Gaussian pulses is
much shorter than the 17 fs lifetime of the doubly excited state.
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6.2. Pulse-Length Effects

The last chapter (ch. 6.1) showed that the 2s2p absorption line shape in helium
is altered in its symmetry by intense resonant XUV radiation. The origin lies in
the energy-level shift of the excited state during the dressing with the XUV pulse.
Intensity spikes of sub-five femtoseconds, which constitute a stochastic pulse, act
impulsively on the atomic system.
At the same time, the overall duration of a SASE pulse from FLASH amounts to
multiple tens up to one hundred femtoseconds. On the other hand, the lifetime of
the autoionizing state is given at 17 fs and thus lies between overall pulse duration
and duration of the intensity spikes. Hence, the question can be raised which role the
overall duration of the stochastic pulse plays.
To explore this influence, the numeric few-level model simulation is extended to
stochastic, SASE-like fields. With these new input pulses the simulation with the
helium levels of interest is executed and the results are compared with the experi-
mental and numeric observations of the previous chapter. Afterwards, to single out
pulse-duration dependent effects the simulation is repeated for different overall pulse
durations. Finally, the findings are compared with the second measurement performed
at FLASH with a longer average pulse duration.

To emulate the realistic pulse structure used in the experiments, the few-level model
simulation is extended in terms of the input electric fields. For this purpose, the
concept of the partial-coherence pulse model is utilized, which is briefly explained
in chapter 5.2. As input parameters for the model, the central photon energy of
the initial spectral Gaussian envelope is set to 59.7 eV, slightly red detuned to the
2s2p resonance. The precise value of the detuning here is chosen such that the
symmetry exhibits a sufficiently strong change, while the resonance is still contained
in the average spectrum. In general, the degree of the q parameter change can be
adjusted by the detuning [7]. Its spectral bandwidth is 0.4 eV FWHM analogue to the
experimentally measured bandwidth of FLASH. The resulting temporal stochastic
fields are windowed with a Gaussian envelope corresponding to a short 30 fs overall
intensity duration. The simulation conducted in the previous chapter is repeated with
these new pulses, utilizing 300 individual stochastic pulses for each pulse energy bin.
In the context of simulated SASE pulses, the quantity peak intensity is no longer
meaningful due to the fluctuating temporal pulse structure. Instead the quantity
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Figure 6.8.: Numeric fluence scan of the He 2s2p resonance conducted with the few-level model
simulation using stochastic XUV pulses of 30 fs FWHM overall duration. (a) two-dimensional map
of the OD for a fluence range between 0.0 J cm−2 and 15 J cm−2. (b)-(d) OD lineouts as orange
translucent lines for selected fluences ϕ noted in the panels. The Fano fits are depicted as blue lines
in combination with the respective resulting q parameter.
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Figure 6.9.: Absorption line parameters extracted from the Fano fit of the simulation data for 30 fs
FWHM stochastic pulses in figure 6.8. The results for the (a) q parameter and (b) line amplitude
are depicted over fluence. Hereby, the amplitude is normalized to its highest values in the weak-field
limit.

of the fluence (energy per unit area) is utilized, since it describes the temporally
integrated intensity of the pulse and is thus independent of the energy distribution
within. Therefore, it is a convenient measure for quantification of stochastic pulses.
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The simulation is conducted for a fluence scan between 0.001 J cm−2 and 15 J cm−2

in 0.5 J cm−2 steps. The OD is calculated with the time-dependent dipoles and the
300 individual stochastic pulses from the simulation (eq. 2.41 in ch. 5.1.2). The
determined OD (fig. 6.8) shows a clear qualitative resemblance to the experimental OD
(fig. 6.1). In particular, the decrease in the line-shape’s amplitude and change in its
asymmetry towards a more symmetric line shape is observed. This is confirmed by the
quantification of the line-shape parameters with the fit of the Fano formula 2.43 (fig.
6.9). The normalized amplitude decreases by 80% compared to the weak-field limit
while the symmetry parameter q drops from the initial literature value q = −2.75 to a
value around q = −7.5. These findings are in good agreement with the experimental
(fig. 6.2) and numeric (fig. 6.4) results of the previous chapter.
To gain insight into the impact of the overall pulse duration of stochastic pulses the
above simulation is repeated for a much longer pulse duration of 150 fs (fig. 6.10).
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Figure 6.10.: Numeric fluence scan of the He 2s2p resonance conducted with the few-level model
simulation using stochastic XUV pulses of 150 fs FWHM overall duration. (a) two-dimensional map
of the OD for a fluence range between 0.0 J cm−2 and 20 J cm−2. (b)-(d) OD lineouts as orange
translucent lines for selected fluences ϕ noted in the panels. The Fano fits are depicted as blue lines
in combination with the respective resulting q parameter.
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Figure 6.11.: Absorption line parameters extracted from the Fano fit of the simulation data for
150 fs FWHM stochastic pulses in figure 6.10. The results for the (a) q parameter and (b) line
amplitude are depicted over fluence. Hereby, the amplitude is normalized to its highest values in the
weak-field limit.

Here, the OD (fig. 6.11(a)) shows a different behavior: The OD minimum can
be identified at 60.2 eV at low pulse energies analogue to the 30 fs simulation and
the experimental results. In this case, though, this minimum remains for the entire
fluence range. This is underlined by the representative absorption lines depicted in
figure 6.10(b)-(d), which exhibit a remaining visible asymmetry even for high fluence.
At the same time, the amplitude decreases qualitatively similarly to the numerical
short pulse case above.
The quantification of the OD by fitting equation 2.43 confirms these observations.
It reveals that the normalized amplitude declines in to about 30 %, which is in the
same regime as the short-pulse case. Furthermore, the asymmetry parameter remains
around q = −2.75 in contrast to the q = −7.5 for 30 fs overall pulse duration. Two
conclusions can be drawn from these results:
First, despite the noticeable difference in symmetry behavior, the manner and magni-
tude of the decrease in amplitude is almost identical and hence independent of the
pulse duration. Therefore, the absorption line strength, associated with the line shape
amplitude of the measured spectral intensity, is dominated by the fluence of the SASE
pulse and independent of the strong coupling effect manifesting in the symmetry
distortion. The normalized decrease of the amplitude can thus potentially serve as
a fluence metric, indicating the amount of fluence seen by the target. This enables
the comparison of results from different experimental measurements and numerical
simulations.
Secondly, the overall pulse duration of the stochastic fields has a strong impact on
the observed line-shape symmetry change. To gain further insight into that relation,
a systematic scan of pulse duration, between 20 fs and 180 fs, at a high fluence of
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Figure 6.12.: (a) Pulse duration scan of the few-level model simulation for pulse envelops between
20 fs and 180 fs FWHM at a fluence of 15 J cm−2. (b) Intensity spike analyse of numeric SASE pulses
at a fluence of 15 J cm−2 for pulse envelops of 30 fs (blue) and 150 fs (orange) FWHM. Here, the top
three intensity spikes of each pulse are evaluated for 100 stochastic pulses.

15 J cm−2 is performed with the simulation. The OD is calculated from 200 individual
stochastic pulses for each pulse duration. The resulting ODs are fitted with the Fano
formula 2.43 and the symmetry parameter q is extracted (fig. 6.12(a)). For long
overall pulse durations above 100 fs the q parameter approaches asymptotically the
literature value, to which the simulation is calibrated to (q = −2.75). With shorter
pulse envelops the q parameter exhibits a steep decline and hence the line-shape
symmetry a strong distortion towards a more symmetric line shape. This sensitivity
to the pulse duration manifests for pulse envelops far longer than the lifetime of the
autoionizing state (17 fs). Thus, the physical cause of the pulse-length sensitivity is
expected to originate from the temporal intra-pulse structure of the stochastic pulses
for shorter pulse durations.
In the previous chapter 6.1 it has been observed that a small intense, coherent spike
of a few femtoseconds duration leads to the strong-coupling effect of a symmetry
change. Since the stochastic pulse contains several of such short intensity spikes in
the temporal domain (fig. 5.1), the peak intensity of these spikes is analyzed for
the cases of 30 fs and 150 fs overall duration. For that purpose, the intensity of the
three largest temporal features within each pulse is evaluated for 100 simulated pulses
(fig. 6.12(b)). One can directly identify that the peak intensities of the intra-pulse
intensity spikes are limited to 0.5 ×1015 W cm−2 for the 150 fs pulse envelope. On the
other hand, for shorter 30 fs pulses the probability distribution of the peak intensity
reaches beyond that and up to 1.5 ×1015 W cm−2. This result is conclusive with
the observation from the previous chapter 6.1, where a line-shape transformation
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6.2. Pulse-Length Effects

becomes evident at peak intensities in the upper 1014 W cm−2 regime. Therefore, the
intra-pulse energy distribution for shorter pulses at a constant fluence leads to higher
peak intensities within the SASE pulses. Furthermore, it can be concluded that the
observed line-shape symmetry change originates predominantly from the impulsive
strong coupling with individual highly intense intra-pulse features. This means in turn
that the energy is distributed on a few spikes, stochastically separated in the time
domain. One can thus regard these intensity spikes as sequential ’micro-experiments’
within one pulse.

For an experimental validation, a second measurement campaign is carried out with
similar FLASH pulse parameter settings but at a longer pulse duration. In addition
to the rough estimation of 100 fs FWHM average pulse duration by the LOLA device
at FLASH (chp. 3.1), a spectral analysis is performed.
For this purpose, the spectra of the SASE pulses are Fourier analyzed. This method
works on the basis that a longer pulse envelope contains on average a larger number
of intense spikes. These interfere spectrally and lead to a modulation of the measured
spectra. Here, a higher number of pulses lead to a higher modulation frequency
detectable via the Fourier transformation. Hence, the Fourier transformation of the
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Figure 6.13.: Fourie analysis of single-shot spectra. The results are averaged for each pulse duration
(translucent line). The broad distribution beyond the DC peak is fitted with Gaussian function
(dashed line). (a) PCPM simulated pulses for different overall FWHM durations. (b) Experimental
data from the first (orange) and second (green) measurement. The Gauss for the second measurement
has 1.6 times the width of the first experiment and thus the pulse average duration of the second
experiment is estimated to 120 fs.

individual XUV pulses is calculated and averaged for several pulses of one pulse setting.
In figure 6.13 one can observe the sharp DC peak overlapped with a broad spectrum
of Fourier components of the spiky SASE spectrum. This broad wing is fitted with a
Gaussian function to determine the distribution of these frequency components. The
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set calculated
pulse duration pulse duration

30 fs -
75 fs 74.6 fs

120 fs 118.4 fs
150 fs 146.7 fs

Table 6.1.: Overall durations of numeric SASE pulses calculated with the Fourier analysis method
and compared to the input pulse durations in the PCPM.

resulting quantity of the half width at half maximum is used as the relative measure
for the spikiness of the SASE spectrum.
With the PCPM at hand, this method is put to the test for various pulse durations
set in the model, see figure 6.13(a) and table 6.1. The durations set in the PCPM as
the input are in good agreement (≈ 2%) with the results from the Fourier analysis
calculated in relation to the 30 fs. Thus, this procedure allows for a estimation of a
pulse duration relative to a reference dataset.
The method is applied to the experimentally measured data to estimate the pulse du-
ration of the second measurement relative to the first one. Since the BL spectrometer
exhibits sharper spectral features than the reference spectrometer, it has a higher
resolution and its spectra are chosen for this method. The recorded spectra of both
measurement campaigns without a target in the focus are analyzed and compared.
Figure 6.13(b)) reveals the pulse duration of the second experiment to be a factor 1.6
larger than in the first experiment, which has been determined at 75 fs. Hence, this
method indicates a pulse duration of about 120 fs FWHM for the second experiment.

The data measured in the second experiment are evaluated analogously to the first
experiment with equation 4.2 and in accordance with chapter 4.3. Figure 6.14 depicts
the resulting OD. The lineouts show a declining amplitude with increasing pulse
energy. This observation is consistent with the first experiment. At the same time,
no clear trend towards a more symmetric line shape can be qualitatively identified,
particularly in the lineouts (6.14(b)). The OD is fitted with the Fano formula 2.43
for quantification, which is convoluted with the spectrometer resolution before the
optimization algorithm is applied. This, as well as the determination of the statistical
uncertainty, are carried out exactly as in the first experiment. The fit results (fig.
6.15) confirm the decrease in normalized amplitude to about 40%. This is on the same
order of magnitude as the first experiment within the same range of pulse energy.
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Figure 6.14.: Experimental pulse-energy scan of the He 2s2p resonance using 130 fs FWHM overall
duration XUV SASE pulses. (a) two-dimensional map of the OD for a pulse-energy range between
0 µJ and 80 µJ. (b)-(d) OD lineouts as orange stars for selected pulse energies E noted in the panels.
The Fano fits are depicted as blue lines in combination with the respective resulting q parameter.

Hence, the fluence seen by the target in both experimental campaigns is similar. This
follows from the finding made above that the amplitude decline is connected to the
fluence by the linear absorption process. The here observed symmetry parameter
of the absorption line remains close to the initial value at low pulse energy. The
distortion towards a more symmetric lineshape seen in the first experiment can not
be observed (fig. 6.14(b)).
In conclusion, the numeric few-level model simulation employing stochastic SASE
pulses has shown results in good agreement with the Gaussian pulse simulation in
the previous chapter 6.1. Furthermore, a dependency of line symmetry distortion on
the overall pulse duration of the stochastic pulses has been observed. It has been
identified that the strong coupling is dominated by single intensity spikes within the
pulse envelope. Hence, nonlinear experiments on the timescales shorter than the 17 fs
lifetime of the autoionizing 2s2p state in helium can be performed with SASE pulses,
even when their overall pulse durations far exceeds this timescale.
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Figure 6.15.: Absorption line parameters extracted from the Fano fit of the experimental data
in figure 6.14. The results for the (a) q parameter and (b) line amplitude are depicted over pulse
energy. Hereby, the amplitude is normalized to its highest values in the weak-field limit.

6.3. Line-Width Broadening

The symmetry of the helium 2s2p absorption line and its manipulation has been in the
focus in the previous chapters 6.1-6.2. Now, a different parameter of the absorption
line, the line width, and what we can learn from its behavior in intense XUV fields
is thoroughly investigated. In principle, the spectral width of a decaying dipole is
intrinsically connected - via the Fourier transformation - to its lifetime (ch. 2.3). In
consequence, the analysis of the line width can provide insights into the dynamics of
the doubly excited state dressed with intense XUV fields.

The investigation is conducted on the experimental data set of the second measure-
ment at FLASH, already subject of the previous chapter 6.2. Here, the SASE pulses
of 120 fs overall duration exhibit a central photon energy of 60 eV with a bandwidth
of 0.4 eV FWHM. The pulse energy reached up to 80 µJ per pulse and is scanned
with the gas attenuator. For the evaluation of the line-width change, the number
of pulse-energy bins is reduced to seven bins in this case, resulting in at least 1500
single shots per bin. This compensates a low signal-to-noise ratio in the line width
parameter.
The data are otherwise evaluated analogue to the previous chapter with equation 4.2
and according to chapter 4.3.
First, to verify consistency, one can observe that the OD in Figure 6.16(a) is in quali-
tative agreement with the experimental results in the previous chapter concerning the
line-shape amplitude and the asymmetry (fig. 6.14). Since only a different choice of
bin size marks the difference here, the reader is referred to the previous chapter 6.2
for the discussion of the amplitude and symmetry parameter. The chosen illustration
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Figure 6.16.: Experimental pulse-energy scan of the helium 2s2p resonance. (a): OD measured
with XUV SASE pulses of 120 fs FWHM overall duration for different pulse energie bins. Note, for
visualization the lineouts are shifted on the OD axis by an offset of 0.1 each, starting from the lowest
lineout. The measured ODs (dots) are fitted with the Fano-formula (solid lines). (b) Line width
extracted from the fit (a). The resulting line width parameter is linearly fitted to illustrated the
trend.

(fig. 6.16(a)) with a 0.1 offset per lineout in OD already allows for the identification
of a broadening in the absorption line with increasing pulse energy. In continuation
of the previous chapters, its quantification is conducted with the fit of the Fano
formula (eq. 2.43). The ensemble is split into three equally sized subsets per bin and
evaluated individually for the statistical uncertainty. Its results for the line width
parameter reveal a significant increase over the pulse energy range (fig. 6.16(b)). The
width parameter starts at 33 meV for the lowest pulse energies, slightly lower than
the 37 meV literature value [40]. It increases up to ∼ 60 meV at the highest XUV
pulse energies, effectively doubling the initial value. Here, at higher pulse energies,
the standard deviation exhibit large values. This is attributed to lower FEL pulse
statistics and thus low signal-to-noise ratio. However, a trend can be identified over
the full pulse energy range and quantified with a slope of 0.27 meV µJ−1 provided by
a linear fit. These observations motivate the question to the physical origin of the
line width increase.

To investigate impacting factors leading to the observed broadening of the absorption
line a numerical simulation, introduced in chapter 5 and utilized in the previous
chapters 6.1-6.2, is conducted. Possible reasons for the broadening are connected
to the modification of the average lifetime of the autoionizing state. Therefore, an
increased coupling of the doubly excited state to the ground state by the intense XUV
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fields has to be considered. Another mechanism is the ionization of the excited state
with a second photon, coupling it to the n=2 continuum of the He+ ion. Therefore, a
general, intensity-dependent loss channel is introduced to the excited state by adding
the imaginary quantity i · Γ(t)/2 to its eigenenergy in the Hamiltonian

H(t) =

 Eg d∗
ge·F̃ (t) d∗

gc·F̃ (t)
dge·F̃ (t) Ee+i·Γ(t)/2 V ∗

CI

dgc·F̃ (t) VCI Ec

. (6.2)

For the loss rate Γ(t)/2 a linear absorption is assumed, making it proportional to the
intensity

Γ(t) = σ
I(t)
ℏω

. (6.3)

Note the Hamilton is now split into three instead of two parts for the numeric
calculations (compare to ch. 5.1.2), a constant, a field-dependent and an intensity-
dependent part. Since the input field is an XUV pulse the latter two parts are time
dependent.
The photo-ionization cross section of ground-state beryllium is chosen for the cross
section of the additional loss channel. Its electron configuration (1s22s2) has the two
energetically higher lying electrons in the n=2 shell, analogue to the He 2s2p state.
At the same time, the remaining two electrons shield the nucleus creating in first
approximation a ’pseudo’ helium-like system.

The photo-ionization cross section σBr = 0.336 Mbarn at 60 eV [87] will hence
serve as the initial value for the cross section of the additional loss channel in the
numeric model.
The simulation is conducted with stochastic pulses of 130 fs FWHM overall duration
and in consistency with the previous chapter at a central photon energy of 59.7 eV
and a 0.4 eV FWHM bandwidth. The fluence range is increased slightly to an upper
limit of 30 µJ cm−2 to increase the visibility of the line broadening effects. In this case
the simulation is performed for 400 stochastic pulses per bin to keep the statistical
uncertainty in line width introduced by the stochastic nature of the simulated SASE
pulses at an insignificant level far below 1 meV. The OD is determined from the XUV
fields in combination with the computed dipoles, analogue to the previous chapter,
utilizing equation 2.41. In figure 6.17(a) (translucent line) the qualitative behavior
of the OD can be observed. It reproduces the experimental results (fig. 6.16(a)) in
terms of the decreasing amplitude and the retained symmetry. These parameters
and their behavior have been discussed and explained in the previous chapter 6.2.
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Figure 6.17.: Few-level model simulations of the helium 2s2p resonance with 400 numeric stochastic
XUV pulses per bin.(a) OD calculated with pulses of 130 fs FWHM overall duration. This simulation
is conducted with an additional loss-channel in the excited state (σ = 0.336 Mbarn). The lineouts of
the OD (thick and translucid) are fitted with the Fano formula (thin and opaque). For illustration
purposes, the sequential lineouts starting from 30 J cm−2 are shifted by a 0.1 offset in OD. (b)
Simulated line width extracted from the fit in (a). A linear fit (dashed) indicates the trend.

For the analysis of the effect of interest here, the absorption line broadening, the
line width is quantified by fitting the Fano formula 2.43 (see fig. 6.17(a), opaque).
The result for the line width parameter (fig. 6.17(b)) confirms an increase. Starting
around the low-intensity literature value of 37 meV [40] to which it has been calibrated,
the resonance width broadens by about 20 meV over the fluence range. A linear fit
provides a slope of 0.67 meV µJ−1 cm2. Overall, a trend in the order of magnitude of
the experimental line shape broadening can be identified. A more precise comparison
of this quantity is not possible due to the impact of measurement uncertainties, e.g.
the focus size, GMD precision and loss in the BDA.

As the fluence-dependent broadening of the resonance has been established with
the numerical model, it can be utilized for a further investigation of the mechanisms
that contribute to this effect. Thus, the influence of the additional loss channel, which
represents the radiation-induced decay, is varied.
The computation is repeated for a set of cross sections σ ∈ σBr · {0, 0.5, 1.5}, which
also includes the absence of an additional loss channel (σ = 0). Proceeding in the
same way as above, the OD is evaluated and directly quantified. The determined
absorption line width (fig. 6.18(a)) shows a clear rising trend with increasing fluence
for all cross sections. Motivated by the equidistant spacing of the line width for each
fluence and the linear dependency in equation 6.3, the dependency of the line width
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Figure 6.18.: Line width extracted with the Fano formula fit from the OD of the few-level simulation
fluence scan of the helium 2s2p resonance. In extension to figure 6.17(b) the simulation has been
conducted for different values of the loss channel cross section. (a) Line width over fluence. (a) Line
width over the cross section of the additional loss channel. A linear fit (dashed) indicates the trend.

on the loss-channel cross section is analyzed (fig. 6.18(b)). Here, a linear relation of
the line width and the cross section can be directly observed.
A second and even more interesting physical insight is also provided by the fluence
dependency in figure 6.18(a)): The dominant feature of the broadening is a general
mechanism acting on the line width even in the absence of the additional loss channel
(σ = 0). For this case, the original Hamiltonian (eq. 6.2) contains no other field
dependencies than the off-diagonal dipole coupling elements. Therefore, the origin for
the increase in width of the resonance line is the coupling back of the excited state to
the ground state. This results is an effective shortening of the average lifetime with
increasing fluence, which leads to the broadening. Note while this effect is induced
by the strong coupling of the states, it is present even at pulse durations and thus
peak intensities where a line symmetry distortion is not yet acting. This allows for
the isolated exploration of the line-width-broadening effect here.

In conclusion, the broadening of the resonance line shape has been observed
experimentally for high pulse energies. This effect has been predominantly attributed
to the increased coupling of the doubly excited state to the ground state in the
presence of intense XUV fields with the numeric model. At the same time, the impact
of the photo-induced coupling of the excited state to the n=2 continuum is not found
to be a significant factor for the line shape broadening and thus manipulation of its
lifetime.
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7. Conclusion

The goal of this thesis is to deepen the understanding of electronic interactions within
atomic systems on a quantum-mechanical level. Therefore, the fundamental three-
body system of helium is explored under the influence of extreme electromagnetic fields.
Specifically, the spectroscopically isolated two-electron resonance 2s2p is investigated
with resonant, high-intensity and ultrashort XUV pulses at an FEL. To this end, a
novel and flexible transient absorption beamline is built and pulse energy scans are
conducted at the large-scale facility FLASH providing high-intensity XUV radiation.
The measurements presented, discussed and analyzed within this work represent the
first TAS experiments of the doubly excited state in helium in intense XUV SASE
fields. To quantify the impact of the intense XUV fields on the helium atom, the
2s2p absorption line-shape symmetry, amplitude and width distortions are analyzed
in detail and compared to few-level quantum-mechanical numerical simulations.

As a first result from the performed measurements at FLASH, the modification of
the typical Fano line shape of the 2s2p resonance under the influence of intense 75 fs
SASE XUV pulses is experimentally observed. It transforms towards a more symmetric
line shape with increasing XUV pulse energy. The observation is investigated with a
few-level model simulation. For this simulation, Gaussian XUV pulses are used. This
is motivated by approximating a single intensity spike within the complex FEL SASE
pulse structure with a Gaussian function. Thus, the impact of the single intensity
spikes within the pulse on the helium atom is examined. The simulation shows that
the origin to the symmetry change is a transient phase shift of the doubly excited
state’s energy level manifesting in a phase shift of the dipole response. This comes
into effect beyond peak intensities of about 0.5 × 1015 W cm−2. Furthermore, the
resonance position is not influenced significantly. This characterizes the interaction as
being in the impulsive regime, which is conclusive with regard to the 17 fs lifetime of
the autoionizing 2s2p state and pulse durations for an intra-pulse intensity spike on
the order of 5 fs.
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Afterwards, the simulation is extended from Gaussian input fields to more realistic
stochastic SASE-like pulses. Here, the influence of the overall pulse duration is
explored. The simulated pulse-duration scan reveals that the q parameter is strongly
dependent on the SASE pulse envelope. By contrast, the amplitude is independent of
the pulse envelope and thus of the intra-pulse intensity structure while its decrease is
dominated by the on-target XUV fluence. The line strength decline is hence governed
by linear absorption.

An analysis of the simulated SASE pulses shows a significantly different probability
of high intensity spikes with respect to the SASE envelop. The shorter 30 fs pulses
reach peak intensities of 1.5 × 1015 W cm−2 while the longer 150 fs pulses only achieve
maximum peak intensities up to 0.5 × 1015 W cm−2. Hence, the observed pulse-
envelope dependency of the dressing effects is due to the energy distribution within
the pulse. Since symmetry changes only appear for short pulses and at high fluences
we can summarize the findings as follows: For a not saturated target, the few most
intense single spikes within the pulse envelope predominantly drives the light-matter
interaction leading to the strong coupling effect that manifest in the line-shape
symmetry change. Thus, the line-symmetry distortion is dominated by individual
spikes. With the intensity peaks shorter than the lifetime of the autoionizing state
on the order of 5 fs, the interaction can be classified to be in the impulsive regime,
even though the overall pulse duration (∼ 100 fs) is much longer than the autoionizing
lifetime. Since the intensity spikes are randomly distributed within the pulse envelope,
a stochastic SASE pulse can be considered to conduct a sequence of micro experiments.
Their dipole response is combined and the average is detected by the spectrometer
via the absorption spectrum.

These numeric observations are supported by a second experiment conducted at
FLASH with longer 120 fs SASE pulses. Here the absence of the strong-coupling
induced line shape modification is observed while the amplitude trend is reproduced.

Finally, the resonance line width is investigated in presence of intense XUV fields.
To that end the absorption line in the second experiment is analyzed. One key
observation is that intense resonant fields lead to a broadening of the absorption
line. The channels contributing to this effect have been numerically investigated: A
coupling of the 2s2p excited state to the n=2 continuum of He+ has been identified
to induce a line shape broadening. It is found though, that this is overwhelmed by
the effect of strong coupling from the excited 2s2p state back to the ground state, cf.
[88]. Thus, the lifetime of the autoionizing state can be manipulated in single-color
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experiments by only using XUV radiation. These observations are similar to electron-
spectroscopy measurements investigating Auger decay processes as reported by Kanter
et al. [89]. At this intensity level, the above discussed strong-coupling induced
line-shape symmetry changes do not come into play yet. Thus, the strong-coupling
line-shape broadening aspects have to be considered at even lower intensities before
line-symmetry distortions occur.

Overall, strong-coupling of a short-lived two-electron transition by an intense XUV
dressing field is observed, explained and controlled. Consequently, the physical insights
discussed in the course of this thesis will be of great value for future SASE-based
spectroscopy and imaging studies at intermediate to high intensities.

The detailed understanding of the 2s2p line-shape distortions under the influence of
intense XUV fields does not only deepen our understanding of fundamental light-matter
interaction in atomic systems but paves the way for new technical advances in the field
of FEL characterization [5]. Furthermore, the discussed processes have implications for
studies employing coherent control schemes at intense XUV sources [90–93]. This work
will inspire future experiments that use a more controlled high-frequency FEL light
source, which has recently become available in form of seeded FELs, e.g. Fermi located
in Italy [52]. In addition, the findings will become highly relevant for spectroscopic
experiments with another class of novel XUV sources: The rising performance of
tabletop systems is closing the gap to the FEL-intensity regime and already offers
fully coherent, medium intensity XUV pulses [94, 95]. Also, conducting investigations
into many-electron systems has the potential to build upon the findings of this thesis
and overcome the gap to more complex atomic systems, e.g. neon. In addition, a
particularly interesting exploration would be a time-dependent one-color two-pulse
pump-probe-like experimental scheme in the femtosecond regime, complementary to
the investigations already performed and published in the VIS and IR spectral range
[25, 29]. Further extending this approach leads to multi-dimensional spectroscopy.
This technique established a whole scientific field in chemistry and biology using
IR/VIS pulses [96–98]. Thus, it is expected that an extension to core-level states by
employing XUV fields will have disruptive impact on physical/chemical sciences by its
ability to disentangle populations and coherences of core-level, site-specific electronic
excitations [99, 100].
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A.1. Acronyms
BDA beam-distribution array
BL beamline (meaning the home-build setup)
DAQ data acquisition
FEL free-electron laser
FLASH Free-Electron Laser in Hamburg
FWHM full width at half maximum
GMD gas-monitor detector
IR infrared
OD optical density
PCPM partial-coherence-pulse model
SASE self-amplified spontaneous emission
SE Schrödinger equation
SXR soft x-ray
TAS transient absorption spectroscopy
VIS visible
VLS variable line-space grating
XUV extreme ultraviolet
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A.2. Raw Spectrometer Data

Figure A.1 shows example raw images recorded with the XUV camera of the spec-
trometer.
The calibration of the energy axis has been performed as described in chapter 4.2. Its
results are documented in table A.1, while the lineouts can be observed in chapters 6.1
and 6.2 in the experimental sections for the low pulse energy regime. In general, the
pixel exhibit a linear relation to the wavelength of the dispersed light determined by
the grating equation. In the context of this work though, the energy calibration has
been performed linear in photon energy. This approximation is valid as the considered
relative spectral bandwidth of 0.4 eV FWHM at 60 eV is ∆λ/λ < 1 %. Furthermore,
the absorption-line width of the considered resonance (37 meV) is even smaller by
about one order of magnitude. To underline the validity of this approach, figure
A.2 shows equidistantly spaced wavelengths points over the considered bandwidth
calculated in photon energy. No significant difference to the linear approximation of
the photon energy can be identified, classifying the spectrum as sufficiently small for
this approach.
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Figure A.1.: Images recorded by the XUV camera in the spectrometer at the second measurement
campaign, averaged over 1000 single pulses. In (a) the dip of the absorption line of the helium 2s2p
can be clearly identified. In comparison to (b), where a measurement without target gas is depicted,
one can further identify an enhancement beyond pixel 40 originating from the negative resonant
absorbance of the Fano spectral line. This increase is visible due to the normalization of the color
scale to the maximum value.
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a (eV/pixel) b (eV)
first campaign 0.02195 46.788

second campaign 0.02166 59.306

Table A.1.: Spectrometer calibration values of the first and second measurement campaign in linear
approximation of the photon energy (energy = m · pixel + b). The significant difference in the offset
b originates from a different position of the spectrum on the CCD chip.
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Figure A.2.: Illustration of the linear approximation of the relation photon energy to the pixel
of the spectrometer camera, exemplary at data from the first measurement campaign. The values
of 59.8 eV and 60.2 eV, equivalent to the range of the measured FLASH spectrum, are calculated
in wavelength and equidistantly interpolated. The resulting values are calculated in photon energy
(orange) and compared with the linear plot of the photon energy over pixel index (blue).
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A.3. Experiment Software

This section provides a short overview over the entirety of the programs designed to
drive the motorized and electronic devices on the presented multi-purpose beamline.
It further details key feature to provide the reader with a quick understanding on how
to operate and further develop the program framework.
The experimental setup is designed for experiments beyond the intensity scan presented
in this work. To that end, large numbers of motorized translation stages, tilt stages
as well as apertures in form of irises and two-dimensional slits have to be controlled.
Furthermore, the gas pressure as well as the recording devices, here an XUV camera,
are driven. Each device or group of devices has a physical controller at the beam line.
For each physical controller (A, B, . . . ) an individual stand alone program, a program
instance, exists to address, control and drive its connected axes (X.a, X.b, . . . with X
∈ {A, B, ...}). The program instances in general consist of three major parts, the
initialization of the connection, the operational loop and the closing of the connection
to the physical controller.
The signal connection between the main computer and the physical controller is realized
via ethernet connections where possible, which compared to other connection types
(e.g. USB) allow for a simple and un-ambiguity handshake during the initialization
of the connection as well as a reliable connection and flexibility when using multiple
computers. During the operational mode, the axes connected to the controller can
be calibrated, manually adjusted (e.g. for alignment) and read out via the controller
instance’s graphic control panel. In addition to the direct access, an option for an
external control allows for the operation of the connected devices by an external
program instance, e.g. the main experiment program. If activated, no further input
on the control panel is accepted to eliminate accidental disturbance by the user. The
communication with an external instance is realized with a so-called global variable (fig.
A.3), which is an instance containing a set of various variables in LabView. In addition,
the globals also contain variables for the actual current position of the axes position,
which are written independently of the remote control status. They can be used for
recording of the axes position to the data files as well as for live analysis programs.
The latter take the data directly from the globals and do not interfere with the data
storage process and can be programmed to show preliminary trends and results during
the experiment. The actual execution steps of the experiment are programmed into
the main experiment instance (see fig. A.4). For simple application and adjustment
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of the main experimental instance the communication with the controller instances in
encapsulated in sub-programs, which manage the communication (fig. A.5).
Beyond all kinds of motorized stages, the structure is designed such, that also e.g. the
control of the FLASH facilities interface DOOCS can be implemented very easily, as
well as other types of devices, regardless of the particular structure of the individual
controller instance. While being capable for addressing a multitude of devices only the
controllers necessary for the respective measurement procedure have to be connected
physically and their controller instance running. Then, all other supported but not
needed devices are not demanded by the program, but their values are logged when
their instance is running during the experiment. This required a little effort on the
programming side but provides huge flexibility in the application of the framework at
such a multi-purpose beamline.

global A

controller A controller B

experiment program live analysis

controller ……

global B global …

sub A sub B sub …

…

- initialize connection
- operation loop
- close connection

- axis identifier
- target postion
- move (boolean)
- error
- current position

Figure A.3.: General structure of the programs driving an experiment. The main ’experiment
program’ instance contains the cycled execution steps of the experiment. It communicates via
capsuled ’sub-programs’ with the controller instances. The ’globals’ present each a set of variables
(axis identifier, ...) and build the interface of the controller instances of the devices (A, B, ...) to the
general programs (experiment program, live analysis). The live analysis program can read the current
position from the globals and utilize them to generate preliminary results. The controller instance
itself is typically structured in three parts, the initialization of the connection, the operational loop
and the closing of the connection.
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Figure A.4.: (a) Structure of the main experiment program instance. The sub-programs (A, B,
...) contain the entire communication with the controller instances. Their order and structure is
therefore very easily manageable. For each loop iteration the input target position value is checked
for a change compared to the last loop iteration. The target position value arrays are indexed - as
typical in LabView - by a loop. Therefore, each independent target position array contributes an
additional loop (N). The fixed values for the axis of each controller are constant. Typically the last
device within the loop is the recording device (Z), e.g. the CCD camera. Here, the value for the
number of frames as well as acquisition time are provided as constants, but can as well be provided
on the bases of loop iteration to compensate for systematic alternating measurement signals. (b)
While for fast stages the controller can be easily driven sequentially, the single controllers can also be
driven in parallel. Only the recording device must wait for the stages to achieve their target position.

move ?

set axis
set target pos

True

set move True

False

True

Falsemove ?

return

active ?

True

False

error ?

False

True

wait

wait

Figure A.5.: Working principle of the sub-program managing the communication with the controller
program instances. The variables (error, move, axis, target position) are written to and read from
the respective global variable. The controller instance reacts on the move variable being True with
reading the axis and target position and initiation the movement. Once it reaches the target position
it sets the variable move to False.
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A.3.1. File Structure

Two types of files are written by the controller instance of the XUV camera. The
log file (fig. A.6(a)) documents all parameters recorded by the individual controller
instances (stage positions, gas pressure, camera settings), including notes entered by
user, into one file. Each line is written for one execution of the acquisition command,
independent of the number of frames of that command. This file thus provides a fast
overview of changes in the experimental conditions within a folder of scan files. The
first line (header) contains the keys of the recorded data. They are determined at the
creation of the folder by the detection of active global variables and hence running
controller instances.

(a)

(b)

log file

scan file

Figure A.6.: Structure of the files written by the controller instance of the XUV camera. Here,
an example from the experiment of the second measurement campaign is shown. (a) The Log file
is appended for every execution of the acquisition command. The automatically generated header
contains the keys (blue) of the camera settings in addition to all variables of the controller instances
and axes detected active at the creation of the folder. The values (green) for each acquisition
command are stored in one line and hence serve as a good overview for human evaluation. (b)
A scan file is created for each acquisition command. Its header contains the information saved
redundantly in the log file (keys in blue, values in green). Each recorded frame is written in one
line, independent of the recorded data type (e.g. image, spectrum, number of ROIs). The first
values represent identifiers for each frame, e.g. the bunch ID of the FLASH facility (red) and other
timestamps, followed by the data recorded by the camera (yellow).
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Typically a new folder is generated for every measurement for a clean data structure.
Files of the second typ, the scan files (fig. A.6(b)), are written by the controller
instance for every execution of the acquisition command. The header contains the
same information as the log file (compare (a) and (b) in figure A.6). This feature
creates redundancy of information, since the log file is appended for the entire duration
of the experiment and could potentially be corrupted in rare cases.
Each of the following lines contain precisely one recorded frame. This makes the file
structure independent of the recorded data type (e.g. image, spectrum, number of
regions of interest (ROIs)). The first numerical values in each line represent identifiers,
e.g. the so-called bunch ID in the case of FLASH, which can be accompanied by
further timestamps for technical redundancy. This is followed by the data recorded
with the XUV camera.
To enable the storage of all types of recorded data from the XUV camera into a
single line and their subsequent reconstruction, the header contains the full set of
information on the structure (fig. A.6(a)). With that information an algorithm can
easily recreate the original data by reading out the header. An image is reshaped to a
single line by simply concatenating its lines (fig. A.6(b)). The relevant information
for its reconstruction is denoted in the header as ’ROIX_0L’ describing the length
of single pixel line within the image. The complimentary information of the second
image dimension is stored in ’ROIY_0L’, thus providing the full set of information.
In the case of multiple ROIs, the data are concatenated for the different ROIs
(fig. A.6(c)). For recorded spectra this is intuitively clear while for the case of images
from multiple ROIs the data of every image is reshaped to a single line as described
above. Theses lines of the separate ROIs are then concatenated.
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ROI 0 ROI 1 ROI 2 ROI 3

(b)

(c)

image reconstruction

region of interest

line 0

line 0
line 1
line 2
line 3
line 4

line 1 line 2 line 3

(a) scan file header

marker
ROI index

dimension

Figure A.7.: Structure of the data in the scan files. (a) The header contains the information
on which type of data is stored including its dimensions. This enables the full reconstruction
while storing the information in a single line. The key ’#ROI’ provides the number of ROIs. The
dimensions of ROI with index i are provided by ’ROIX_iL’ for the length and ’ROIY_iL’ for the
height. The remaining information denoted with markers ’s’ and ’e’ instead of ’L’ provide the
position of the ROI on the CCD chip with ’s’ and ’e’ being the index of the starting and final pixel,
respectively. (b) An image is store by simply concatenating the single lines. (c) Multiple ROIs are
stored by concatenating their data, which have been reshaped to a single lines.
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A.4. Beamline Images

An example for the newly designed and constructed beamline is provided here with
the mirror chamber (fig. A.8). For further details on single elements of the beamline
see also [101–103].
One of the most important procedures is the alignment of the chamber, since in the
end, the beam which is reflected off the aligned optics has to pass through the fix
openings of the chambers. For that purpose, the mirror chamber contains additional
flanges. The chamber is aligned in respect to the FEL beam by transmitting an align-
ment laser through the empty chamber. Figure A.8 shows the incoming beam (yellow
+ cyan axes) which is centered on the entrance flange as well as on the alignment
flange (CF16 window) using glas targets. With this axis aligned, the ellipsoidal mirror
is located in the chamber. Its roughly aligned under 8° angel of incidence (brown +
pink axes) to center on the second alignment flange (CF40). This port is used during
the experiment to couple out the focused FEL beam onto the connected wavefront
sensor. The motorized planar mirrors, mounted on a hexapod, are finally aligned to
the exit flange (green axis) and the spectrometer entrance in 1.5 m distance.
Apart from the alignment flanges, many additional ports have been added for
signal/control-cable feedthroughs as well as as well as optical access into the chamber.
Such an addition is represented by the CF 250 ring-structure on the right side of the
chamber. It provides six additional CF 63 ports for the 15 channels of the hexapod-
based four-split mirror at a strategically important location. The signal cables can
only be connected within a short distance behind the actuators. The sockets of the
feedthroughs are directly visible and accessible from the outside through the outer
flange of the ring structure and without the risk of colliding with the hexapod or its
optics. Furthermore, the entire mirror setup can be placed into the chamber in a way
protective for the optics through the ring, pointing their surface away from scientist,
his/her body parts and lab coat at all times.
Besides the double bread-board M6 thread grid on the base plate, the chamber con-
tains a similar, less dense M6 thread grid on all walls providing mounting flexibility.
Even the outer chamber is designed such that a change in the optical pathway, e.g.
angle of incidence, only requires the exchange of the CF250 flange containing the the
CF40 entrance and exit ports of the beam.
In the following photographs of the experimental setup are depicted (fig. A.11 - A.14).
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Figure A.8.: Technical rendering of the mirror chamber from the second measurement campaign.
For details please see the text.
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Figure A.11.: Photo of the beamline at the first measurement campaign at FLASH BL2

Figure A.12.: Photo of the beamline at the second measurement campaign at FLASH BL2
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Figure A.13.: Photo of the inside of the truck transporting the beamline and further equipment
(in essence the entire lab, excluding the laser light source), and how the bare BL arrives at FLASH
(second campaign)

Figure A.14.: Photo of the ellipsoidal mirror in the mirror-vacuum chamber with slight signs of
usage after a full campaign, (second campaign).
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