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ABSTRACT

Exploiting vibrational excitation for the dynamic control of material properties is an attractive goal with wide-ranging technological poten-
tial. Most metal-to-insulator transitions are mediated by few structural modes and are, thus, ideal candidates for selective driving toward a
desired electronic phase. Such targeted navigation within a generally multi-dimensional potential energy landscape requires microscopic
insight into the non-equilibrium pathway. However, the exact role of coherent inertial motion across the transition state has remained elu-
sive. Here, we demonstrate mode-selective control over the metal-to-insulator phase transition of atomic indium wires on the Si(111) surface,
monitored by ultrafast low-energy electron diffraction. We use tailored pulse sequences to individually enhance or suppress key phonon
modes and thereby steer the collective atomic motion within the potential energy surface underlying the structural transformation. Ab initio
molecular dynamics simulations demonstrate the ballistic character of the structural transition along the deformation vectors of the Peierls
amplitude modes. Our work illustrates that coherent excitation of collective modes via exciton-phonon interactions evades entropic barriers
and enables the dynamic control of materials functionality.

© 2022 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/4.0000162

I. INTRODUCTION

The interactions of individual particles govern the transition
from the atomistic structure of matter to the vast variability of materi-
als properties with a microscopic description challenged by the com-
plexity of many-body physics. Yet, for many particularly interesting
phenomena, such as emergent states and phases, the coordinated
motion of many microscopic degrees of freedom allows for a drastic
reduction in the dimensionality into few collective modes." Correlated

Peierls system of atomic indium chains on a Si(111) surface'” has
attracted substantial interest due to the ultrafast nature of the transfor-
mation in response to femtosecond optical excitation.'” ** At high
excitation densities, the rapid phase transition between the insulating
(8 % 2) and metallic (4 x 1) states is explained by the driven motion
within a strongly deformed potential energy surface (PES)."® Close to
the excitation threshold of the phase change, however, recent experi-

mental work implies relevant contributions from vibrational coher-

systems often feature a strong coupling between electronic and struc-
tural degrees of freedom, in which the balance between nearby phases
is highly susceptible to an optical stimulus.” "’ Studying coherent
structural dynamics in such systems, thus, offers possibilities for
uncovering unifying concepts of cooperative action and using light as
a tool to manipulate matter at the nanoscale.

The metal-to-insulator transition'* in charge density wave mate-
rials is an intriguing example, as the accompanying periodic lattice dis-
tortion is governed by specific phonon modes.”' In particular, the
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© Author(s) 2022

ence in both shear and rotational modes,"” which affect the outcome
of the laser-triggered phase transformation.””° These observations
raise the question whether over-the-barrier transitions carried by
coherent nuclear motion are a viable strategy for structural control.
Here, we present a combined experimental and theoretical study,
which demonstrates the steering of this system in a cooperative inertial
manner through the underlying PES, exploiting vibrational coher-
ences, and resulting in a metastable electronic phase. Experimentally,
we employ an optical multi-pulse control scheme to repetitively excite
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FIG. 1. (a) Upon optical excitation, atomic indium wires undergo a structural phase transition from the (8 x 2) to (4 x 1) phase, mediated by distinct vibrational modes. (b)
Mode-selective steering of the ballistic trajectory. A first pulse initiates nuclear motion toward the (4 x 1) structure via displacive excitation of coherent phonons in the underly-
ing 2D PES (1). The described trajectory is directed along the individual coordinates by timing a second pulse to the oscillation period of either rotation (T,,) or shear (Tgp)
modes (2). A third switch pulse is used to strongly deform the 2D PES and overcome the transition barrier. The resulting switching efficiency directly depends on the impact of

the momentary mode displacements (3).

the shear and rotation modes. We exert control over the vibrational
amplitude via transient excitation of the PES and monitor the resulting
impact on the phase transition efficiency using ultrafast low-energy
electron diffraction (ULEED). By directing the trajectory along the
individual modes toward the (4 x 1) structure, we retrieve a character-
istic vibrational response, which we can link to the ultrafast motion
within the underlying PES. We perform density functional theory
calculations to reveal the two-dimensional PES and the location of the
transition state (TS). Using ab initio molecular dynamics (AIMD)
simulations, we demonstrate the decisive role of kinetic energy in tra-
versing an off-diagonal transition state and overcoming the potential
barrier.

Il. RESULTS AND DISCUSSION

A. Conceptual framework for mode-selective driving
of vibrational coherence

We first illustrate some characteristics of the studied system and
the scheme for controlling its transition. At room temperature, indium
atoms arrange in a zigzag pattern on the (111) face of silicon and
induce a (4 x 1) superstructure.”” Below the critical temperature of
125K, a first-order Peierls transition”® occurs between the metallic
(4 x 1) and insulating (8 x 2) phases, which manifests in the forma-
tion of a hexagonal bonding motif [Fig. 1(a), left].'"***" A metastable
(4 x 1) structure is, however, prepared by the sudden quenching of the
charge density wave in response to irradiation with femtosecond
optical pulses [Fig. 1(a), right].'**" >

For sequential subthreshold excitations, vibrational coherences in
two key modes have significant influence on the transition efficiency
[Fig. 1(a), center]."” This observation strongly suggests that the light-
induced structural transformation can be described in a configuration
space spanned by these select collective modes [Fig. 1(b-1)]. The opti-
cal excitation causes a sudden deformation of the PES and initiates
coherent atomic motion. Multi-pulse sequences, adapted to the vibra-
tional periods, promise mode-selective control over the coherent struc-
tural evolution, as an additional deformation of the PES yields an
amplification or suppression of the respective mode [Fig. 1(b-2)].""*
The impact of the momentary displacements on overcoming the tran-
sition barrier is probed by the optically induced switching probability,
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which carries information about the underlying vibrational dynamics
[Fig. 1(b-3)].

B. Experiment: Selective control probed by ultrafast
LEED

In the experiments, we implement such a multi-pulse excita-
tion scheme and probe the resulting structural change by ultrafast
LEED [Fig. 2(a)]. The use of time-resolved low-energy electron
diffraction allows for direct probing of the surface atomic structure
and enables fundamental insight into non-equilibrium lattice
dynamics™ * as well as structural phase transitions.'” Two pre-
ceding weak “preparation pulses” (mutual delay 7) induce a well-
defined vibrational state, followed by a stronger “switch pulse” at
delay t completing the transition. The transformed surface fraction is
subsequently probed by an electron pulse, at a delay time t,-; = 75 ps
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FIG. 2. (a) Experimental scheme. Ultrashort electron pulses from a miniaturized laser-
driven electron gun probe the microscopic structure of atomic indium wires on the
Si(111) surface after optical excitation by a pulse train (preparation pulses: A = 800 nm,
F =0.09 mJlcm? per pulse; switch pulse: 4 = 1030nm, F = 0.66 mJ/cm?) in a LEED
experiment. (b) LEED line profiles for the insulating (8 x 2) and metallic (4 x 1) phase.

9, 045102-2


https://scitation.org/journal/sdy

after the switch pulse. The phase transition is accompanied by a sup-
pression of (8 x 2) spots in the LEED pattern, thereby indicating the
switched fraction of In chains as a function of the pulse-sequence
timing [Fig. 2(b)].

Both optical delays are scanned in a Cartesian grid to obtain a
two-dimensional (2D) representation of the relative switching yield
Y(z,t) [Fig. 3(a)]. Two main contributions dominate the 2D map. The
coherent vibrational motion induced by the first and second prepara-
tion pulses causes superimposed diagonal and horizontal streaks.”
Diagonal components arise from the combined response of both
pulses via constructive interference of coherent oscillations [see also
Fig. 3(d) for frequency domain representation] while horizontal com-
ponents follow from the second pulse due to the decay of the first
excitation.

Figure 3(b) displays two selected traces as a function of the switch
pulse timing for the system prepared resonantly at the rotation (top: t
= 1.2 ps) and shear (bottom: T = 1.9 ps) mode periods. Notably, the
traces show prominent oscillations dominated by the respective mode.
The resulting enhancement of the vibrational amplitudes is quantified
via Fourier transformation of the individual traces [Fig. 3(b), insets].
We find strongly asymmetric line shapes for both the shear mode and
(to a smaller extent) the rotation mode, which we attribute to time-
dependent electronic softening and anharmonicity of the excited PES.
Gradual softening of amplitude modes is a common feature in Peierls
systems close to threshold excitation.”**

In order to further explore the selectivity of the demonstrated
multi-pulse control, we display the individual mode amplitudes as a
function of the preparation period . Phonon amplitudes are extracted
from a one-dimensional Fourier transform along the response period
t, [FTip(Y(z,t))(t,f;)| [Fig. 3(c)]. Overall, the switching efficiency is

dominated by the shear mode. The rotation mode only prevails close
to in-phase excitation and simultaneous out-of-phase excitation with
the shear mode. An exclusive selection of shear mode displacement at
complete suppression of rotation motion is achieved at T = 0.6 ps. The
opposite case is not realized in this way, where optimized rotation
mode excitation (t ~ 1.2 ps) leaves remaining shear mode amplitude.

A complete picture of the coherent system response and the cor-
relation between vibrational modes are obtained from a two-
dimensional Fourier transform |FTop(Y(7,t))(f:.f;)| [Fig. 3(d)] in
close analogy to measurement schemes used in ultrafast vibrational
spectroscopy.”” The 2D spectrum is dominated by diagonal peaks at
the shear and rotation frequencies, again demonstrating the mode-
selective coherent control via repetitive displacive excitation of these
phonons.””** The shear mode peak is noticeably shifted from the
diagonal (f; = 0.63THz f; = 0.57 THz). This shift is ascribed to
the increased electronic softening from accumulated excitation in the
multi-pulse sequence, which causes the switch pulse to probe the sys-
tem at a substantially lower frequency. Moreover, a higher-frequency
(symmetric) shear mode, which is also observed in Raman and tran-
sient reflectivity measurements,”*’ may further contribute to the
blue-shifted excitation. While the rotation mode peak is nearly cen-
tered on the diagonal, it exhibits a broadening along the horizontal
direction with substantial contributions also spanning to higher prepa-
ration frequencies.

Aside from the diagonal peaks, we identify a cross peak at rota-
tion preparation and shear response frequencies [bottom-right quad-
rant in Fig. 3(d)]. The appearance of a cross peak is indicative for
anharmonic coupling between the two modes, hence corroborating a
description of the transformation within a 2D PES. An interesting
observation is the missing opposite feature, which indicates a
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FIG. 3. (a) Relative switching yield probed in a 2D scheme. Preparation period t and response period t are scanned in a Cartesian grid. (b) High-resolution cuts along t, while
7 is matched to either rotation (top) or shear (bottom) mode. Insets show Fourier transforms of the traces. Shear (0.54 THz) and rotation (0.85 THz) mode amplitudes are mod-
ulated via phase-matching. Low-frequency tails indicate electronic softening within the excited PES. (c) t-dependent modulation of shear (0.5-0.6 THz) and rotation
(0.8-0.9 THz) mode amplitudes after Fourier transformation along t. (d) 2D Fourier transform along = and t. Prominent peaks appear at the rotation (pink, dashed) and shear

(gold, dashed) mode frequencies.
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unidirectional coupling from the rotation to shear mode. In addition,
the asymmetric line shape of the shear mode [Fig. 3(b), the inset] sug-
gests that a Fano-type interference of the resonant contribution with
the broad non-resonant electronic background may enhance the
higher-energy lobe.

C. Theory: Two-dimensional potential energy surface
and ultrafast dynamics

In order to further elucidate the exact role of vibrational coher-
ence for the optically induced transformation, to shed light on the
underlying PES, and to locate the transition state, we performed con-
strained density-functional theory (DFT) calculations and ab initio
molecular dynamics (AIMD) simulations using the amplitude mode
displacements as reaction coordinates.

The (4 x 1) structure consists of two coupled Peierls chains.*!
Via the rotation mode, a period doubling of the translational symme-
try is introduced that creates new intrachain covalent bonds (trimers)
within each of the two chains and thereby opens a bandgap close to
the Brillouin zone boundary at k, = 0.5 [Fig. 4(a)].”>*" The shear
mode laterally displaces the two coupled chains with respect to each
other,” giving rise to new covalent interchain bonds™ in the hexago-
nal bonding motif of the (8 x 2) structure. Here, a gap is opened at the
zone center at k, = 0.0 [Fig. 4(a)], since the translational symmetry

remains unchanged. Optical excitation at k, = 0.0 and k, = 0.5 depop-
ulates (populates) the bonding (antibonding) electronic states associ-
ated with the covalent hexagon and trimer bonds formed upon shear
and rotation displacements, respectively. In consequence, the elec-
tronic rearrangement weakens these bonds and thereby exerts forces
between and within the two coupled indium chains that initiate the
atomic shear and rotation motion, respectively (see supplementary
material Fig. S1).'"*>"*

The resulting PES is obtained from partitioning the (8 x 2)
— (4 x 1) transformation vector into shear and rotation contributions
[Fig. 4(b)] (see Subsection 4 of the Appendix). Apart from the stable
(8 x 2) and metastable (4 x 1) structures, we identify a third (although
unstable) configuration via a barrierless unshearing of the (8 x 2) struc-
ture, which is equivalent to the previously suggested trimer model*”**
for the (8 x 2) low temperature ground state. These results clearly
demonstrate that the minimum energy path traverses an off-diagonal
transition state, as recently hypothesized."” The microscopic origin of
the transition state location is its neighborhood to the energetically
favorable trimer state. Hence, avoiding large barriers in the structural
transformation first requires an unshearing, followed by a de-rotation.

In order to explore how the structural dynamics described above
can be controlled optically, we first discuss the PES in the presence of
electronic excitations. For this purpose, we follow the numerical
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FIG. 4. (a) Calculated electronic band structure of the Si(111)(8 x 2)-In phase. ky and a, denote the reciprocal and real space lattice vectors in the wire direction. Electronic
occupation of colored segments couples strongly to atomic shear (gold) and rotation (pink) motion.” (b) Calculated two-dimensional PES along the (8 x 2) — (4 x 1) phase
transition as a function of shear and rotation displacements shows an off-diagonal transition state (TS), shifted toward the (8 x 2) trimer state. (c) PES segment with an
increasing electronic occupation of surface bands [indicated in (a)]. Ab initio molecular dynamics calculations yield the coherent motion initiated by displacive excitation for spe-
cific excitation sequences. The pulse timing directly determines the final state of the structure. (d) t-dependent mode amplitudes, extracted from coarse-grained MD simula-

tions. (e) Simulated 2D spectrum.
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treatment suggested in previous studies,””* incorporating hot-
electron populations of photoexcited charge carriers in the lowest con-
duction states at the zone center and highest valence states at the zone
boundary (see Subsection 4 of the Appendix). Upon population
(depopulation) of the zone-center conduction (zone-boundary
valence) states, the (8 x 2) structure becomes less favorable, and the
potential minimum is displaced toward the (4 x 1) state [Fig. 4(c)].
This excitation leaves the structure in a non-equilibrium configuration,
the response to which we track by AIMD on the excited state PES. We
note that the trajectories displayed in Fig. 4(c) are obtained by projec-
ting the displacement of the nuclei on the shear and rotation transfor-
mation vectors. Only the electronic occupations are fixed, whereas the
nuclear atomic motion is unconstrained.

Figure 4(c) describes the coherent atomic motion, arising
from displacive excitation. The shown trajectories result from pulse
sequences corresponding to a shear-mode preparation (t = 1.9 ps),
and a response matched to either the shear (t=1.9 ps) or rotation
(t=1.2 ps) period. It is evident that the acquired kinetic energy deter-
mines the final structural state after the excitation sequence. An in-
phase excitation with the shear mode induces the transition (red tra-
jectory), while an out-of-phase excitation may not (blue trajectory).
We, thus, conclude that the kinetic energy is a decisive parameter in
tilting the subtle balance toward one resulting phase, as the system is
driven near a complete vanishing of the potential barrier. The results
provide strong evidence for the directed collective atomic motion dur-
ing the phase transition and confirm the existence of a ballistic control
mechanism. Moreover, our AIMD simulations demonstrate that the
induced nuclear motion is dominated by these two modes, before the
acquired kinetic energy is dissipated into the reservoir of further pho-
nonic degrees of freedom. A persistent occupation for several picosec-
onds is also suggested by previous studies, where the discrepancy of
timescales between electronic cooling in relevant band structure seg-
ments (less than 1 ps)22 and lattice heating (~6 ps)IS is rationalized by
the preferential population of strongly coupled phonon modes.

We note that for an individual multi-pulse sequence, as simulated
in our AIMD, the outcome of the switching process is discrete.
Experimentally, in contrast, the switching probability is continuous
and measured as an ensemble average, incorporating thermally
induced fluctuations in the nuclear motion and varying barrier
heights."” As comprehensive statistical sampling in AIMD is prohibi-
tively expensive, we condense the full AIMD to a coarse-grained MD
model and treat coupling to other phonon modes implicitly (see
Subsection 5 of the Appendix). We find that the off-diagonal transi-
tion state and the corresponding asymmetry of the PES translate into
characteristic timing-dependent amplitudes [Fig. 4(d)] in excellent
qualitative agreement with the experiments [Fig. 3(c)]. The modula-
tion of the shear amplitude with 7, however, is slightly stronger in the
simulation compared to the experiment with a ratio of 3:1 between
maximum and minimum in the simulation compared to 2:1 in the
experiment. This results in a somewhat higher (and narrower) peak of
the shear mode in the simulated 2D spectrum [Fig. 4(e)], likely caused
by inhomogeneous broadening from a distribution of barrier heights,
which is not contained in the model.

In agreement with the experimental spectrum, the shear-mode
peak in the simulated 2D spectrum also exhibits an off-diagonal side-
lobe. However, its location along f, does not coincide with the rotation
frequency, suggesting that in the coarse-grained model, it does not

Struct. Dyn. 9, 045102 (2022); doi: 10.1063/4.0000162
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arise from anharmonic couplings but rather from the above-
mentioned interference of the resonance with the spectrally broad
electronic response. This is an indication that the hot carrier relaxation
dynamics play an important role for the photoinduced structural
dynamics.” Including explicit ab initio derived relaxation dynamics of
the electron and hole populations in the coarse-grained model, e.g.,
based on lifetimes obtained from many-body perturbation theory in
GW approximation (single-particle Green’s function (G) plus screened
Coulomb interaction (W)), may also yield insight into the microscopic
origin of the apparent directional coupling from the rotation to the
shear mode observed in the experiments.

11l. CONCLUSION

In a combined theoretical and experimental approach, we disen-
tangled the roles of specific collective modes during the ultrafast (8 x 2)
to (4 x 1) transformation in indium atomic wires and shed light on the
underlying two-dimensional PES. Our results demonstrate the ballistic
control over a structural phase transition via inducing mode-selective
vibrational coherences by means of tailored optical pulse sequences, in
close analogy to the guiding of reaction pathways in femtochemistry.

In future studies, the specificity in selecting vibrational excita-
tions and shaping the PES could be further enhanced by tailoring
the excitation to particular optical transitions in the band struc-
ture, exploring possible hidden phases or deterministically gener-
ating topological states. The presented scheme can further be
generalized to diverse phenomena in which entropic barriers are
circumvented by the directed motion along collective modes.
Selective excitation of such modes may directly relate specific
degrees of freedom to emerging properties and functionality.
Beyond exotic phases in strongly correlated materials, future appli-
cations span from photo-induced molecular isomerization over
protein functionality to quantum cellular automata.
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APPENDIX: METHODS
1. Ultrafast LEED and optical setup

ULEED is a novel tool for the investigation of structural
dynamics at solid-state surfaces by means of an optical-pump/
electron-probe scheme.'””” > The technique combines the high
surface sensitivity of low-energy electrons backscattered from a
sample with laser-triggered electron sources and ultrafast optical
excitation to follow the evolution of surface structure far from
equilibrium.

To enable ULEED measurements with high temporal and
momentum resolution, we have developed a miniaturized, laser-
driven electron gun consisting of a nanometric tungsten tip as well
as four metal electrodes (outer diameter 2 mm; for further details,
see Refs. 19 and 34). Ultrashort electron pulses are generated via
localized two-photon photoemission by illuminating the tip apex
with femtosecond laser pulses (central wavelength A. = 400 nm,
pulse duration At = 45 fs, pulse energy E, = 20 nJ) from a noncol-
linear optical parametric amplifier at a repetition rate of 100 kHz.
The small diameter of the electron gun assembly allows for distan-
ces of only a few millimeters between the electron source and the
sample at a reasonably small fraction of shadowed electron diffraction
signal. By decreasing the propagation length, the dispersion-induced
broadening effect on the electron pulse is reduced, resulting in pulse
durations down to 16 ps. The backscattered electrons from the surface
are amplified and recorded by a combination of a chevron microchan-
nel plate, a phosphor screen, and a cooled SCMOS (scientific comple-
mentary metal-oxide-semiconductor) camera. The integration time
for a single data point ranges from t;, = 30 x 1.5 s=45 s in Fig. 3(b)
tO tine = 30 % 0.8 s =24 s in Fig. 3(d).

In the ULEED experiments, the surface is excited by a pair of
weak preparation pulses [1. = 800 nm, Aw = 1.55eV, At = 232 fs,
focus area: (249 = 7) um x (400 = 10) um (FWHM)] generated from
the output of an optical parametric amplifier in a Michelson interfer-
ometer, and a stronger switch pulse [A. = 1030nm, iw =1.2¢V, At
= 212 fs, focus area: (223 = 12) um X (296 = 14) um (FWHM)] from
a Yb:YAG amplifier system. The mutual delay between the 800 nm
pulse pair and the switch pulse at 1030 nm was controlled by a motor-
ized linear delay stage. The final state of the surface is probed by 80 eV
electron pulses (At = 50 ps) at a fixed delay At, q = 75 ps. The
delay is chosen small enough to probe the system before the decay of
the metastable (4 x 1) phase but still temporally separate the electron
pulse from the optical excitation. The electron beam diameter
(~80 x 80 um* FWHM) averages over a large ensemble of local con-
figurations. Additional details about the ultrafast LEED and the optical
setups are outlined in Ref. 19.
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2. Sample preparation

All experiments in this work have been conducted under ultra-
high-vacuum conditions (base pressure p < 2 x 10™'° mbar). This min-
imizes the effect of adsorbates on the (8 x 2) ground state structure
and, consequently, on the (8 x 2) — (4 x 1) transition.””** The silicon
substrates (phosphorus-doped wafers with resistivity R=0.6-2 Q cm)
were cleaned by flash-annealing at Ty, = 1250°C for five seconds
through direct current heating (maximum pressure during the flashing
procedure was kept below pyax = 2 x 10”° mbar). In a next step, 1.2
monolayers of indium were deposited onto the resulting Si(111) (7 x 7)
surface reconstruction at room temperature (deposition rate: I'y
= 0.5 ML/min) and annealed at T =500°C for 300 s. The resulting
Si(111) (4 x 1)-In phase was inspected in our ultrafast LEED setup and
subsequently cooled to a base temperature of T=60K using an inte-
grated continuous-flow helium cryostat. The phase transition between
the high-temperature (4 x 1) and low-temperature (8 x 2) phases was
observed at a temperature of 125 K.

3. Data analysis

One- and two-dimensional fast Fourier transforms of super-
Gaussian windowed time traces yield the frequency content of our
data. The employed window function is

(t = tan) )
— Lshi

2
207

The employed parameters are:

Figs. 3(d) and 4(e)

Fig. 3(b) Figs. 3(c) and 4(d) (two-dimensional)
Lonift 8 ps 4 ps 4 ps
oy 12 ps 4.5 ps 4.5 ps

A minimum value is subtracted from the total switching yield
in each delay trace to reduce the influence of low-frequency compo-
nents. In Figs. 3(c) and 4(d), the Fourier amplitude is normalized to
the DC component for each individual switch pulse delay trace. In
Fig. 3(d) and 4(e), the normalization is performed with respect to
the DC component of the two-dimensional Fourier transform.

4. Density-functional theory

We performed DFT simulations within the local-density approxi-
mation (LDA)" as implemented within the Vienna ab initio simulation
package (VASP).” The electronic structure is described by projector-
augmented wave potentials with a plane wave basis set limited to a cut-
off energy of 250eV. A 2 x 8 x 1 Monkhorst-Pack mesh was used to
sample the Brillouin zone. The surface was modeled using periodic
boundary conditions and a slab with three bilayers of silicon. Si dan-
gling bonds at the bottom layer were saturated with hydrogen.

In order to compute the two-dimensional potential energy sur-
face (2D PES), which connects the (8 x 2) and (4 x 1) states along
the amplitude modes, we first compute the direct transformation
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vector between both structures. In a second step, this vector is parti-
tioned into shear and rotation contributions. For this purpose, we
performed a constrained geometry relaxation of the (4 x 1) atomic
structure in the (8 x 2) unit cell. The interatomic distances between
the outermost In atoms along the wire direction were constrained
to equal the respective distances found in the trimers of the (8 x 2)
hexagon structure. The transformation vector connecting this tri-
merized structure to the (8 x 2) hexagon structure is equal to the
shear deformation. Analogously, the transformation vector connect-
ing the trimerized state to the ideal (4 x 1) state is the rotation
deformation.

Constrained DFT”' was used to obtain excited-state 2D PESs
and perform ab initio molecular dynamics (AIMD) within the adia-
batic approximation. In order to describe specific excited electronic
configurations, the respective electronic states were identified
numerically by means of their orbital characteristic, and their occu-
pation numbers were held constant for the 2D PES calculations and
AIMD simulations. The electronic occupation of the relevant band
structure segments is based on the findings of previous studies.
Time- and angle-resolved photoemission spectroscopy (trARPES)
experiments revealed that the photoexcited electrons are strongly
delocalized throughout the surface Brillouin zone, whereas photo-
holes are localized at the zone boundary.”” The same authors dem-
onstrated that the inclusion of electronic self-energy effects beyond
standard DFT is necessary to recover the preferential confinement
of photoholes in agreement with the trARPES experiments.
However, self-energy corrected AIMD simulations are computa-
tionally intractable. Reference 22, therefore, compensated the mis-
alignment in the valence state energies on an ad hoc basis,
constraining occupation numbers in the AIMD simulations in
accordance with Ref. 18, so that photoholes are localized to the
zone-boundary and the zone-center valence states are fully occu-
pied. For the purpose of the present study, we follow the suggested
numerical treatment, incorporating hot-electron populations of
photoexcited charge carriers in the lowest conduction states at the
zone center and highest valence states at the zone boundary.

In order to clearly illustrate the vibrational coherence of
the nuclear motion and the ballistic nature of the transition, we
performed the AIMD simulations without a thermostat in the
microcanonical ensemble at T=0K. (Only the coarse-grained
molecular dynamics include a thermostat, cf. Subsection 5 of the
Appendix.) The structural response to the excited electronic occu-
pations increased the temperature only minimally, even upon suc-
cessful switching into the (4 x 1) phase. We observed a maximum
temperature increase of 6K. Specific individual multi-pulse
sequences are modeled in AIMD by adjusting the electronic occu-
pations over the course of the AIMD at the arrival times of the
respective pulses.

5. Coarse-grained molecular dynamics

Modeling the full dynamics in all vibrational modes within a
time-varying multi-dimensional PES derived from first principles is
computationally intractable. We have, therefore, confined the
parameter space to the shear and rotation deformations of the lat-
tice and effectively incorporate coupling to other degrees of freedom
using fluctuation-dissipation theory and experimentally determined
damping constants.”>” The two-dimensional PES is calculated
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using constrained DFT in discrete steps of electronic occupation
and interpolated to the momentary charge carrier density. The
time-dependent electronic excitation is approximated by a Gaussian
temporal profile with experimentally determined pulse width (see
Subsection 1 of the Appendix), followed by an exponential decay.
The intensity of the electronic excitation is chosen to match the
experimentally observed relative switching yield (preparation
pulses: 0.18 e /band/u.c., switch pulse: 0.36 e /band/u.c.).
Electronic (0.25/ps) and phononic (shear: 0.19/ps rot: 0.17/ps)
damping constants are estimated from time trace fits. An averaged
switching yield into the (4 x 1) local minimum is determined by a
stochastic sampling of 2000 trajectories. Particle velocity rescaling
based on the measured base temperature (T, = 60 K) incorporates
effective coupling to remaining other modes.”” As a consequence of
the adiabatic approximation, the resulting phonon frequencies are
overestimated by about 20% and, thus, normalized to AIMD
simulations.
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