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I. AB INITIO CALCULATIONS

The Hamiltonian used in the ab initio calculations
is the single mode Pauli-Fierz Hamiltonian in the
length gauge

H = He + λ

√
ωc

2
((d− ⟨d⟩) · ε)(b+ b†) (S1)

+
λ2

2
((d− ⟨d⟩) · ε)2 + ωcb

†b,

where He is the electronic Hamiltonian, λ is the bi-
linear coupling, ωc is the cavity frequency, d is the
molecular dipole, ε is the cavity polarization vec-
tor, and b and b† are the photon annihilation and
creation operators, respectively.

All electronic structure calculations are run using
an aug-cc-pVDZ basis set. The optical cavity is de-
scribed by a single linearly polarized mode coupling
parameter λ is set to 0.1 a.u. and the cavity energy
ℏωc is 13.6 eV, unless otherwise specified.

The large value for the coupling is partially justi-
fied by the single mode approximation. For cavity-
induced changes in the ground state, each cavity
mode will to second order in perturbation theory
(see Eq. S12) enter the energy independently. For
larger frequencies, the bilinear contribution from
each mode cancels part of the dipole self-energy.
For smaller frequencies compared to electronic ex-
citation energies, we find that only contributions
from the dipole self-energy are significant. There-
fore, in the low-frequency regime, the coupling from
Nmodes modes is given by an effective coupling λ2

eff ≈
Nmodesλ

2.
As shown and discussed in Ref.1, cavity quantum

electrodynamics Hartree-Fock (QED-HF) and cur-
rent QED density functional theory (QEDFT) im-
plementations do not describe intermolecular forces
properly, especially van der Waals interactions in
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which they fail to predict an attractive interac-
tion between van der Waals molecules. Therefore,
we performed the ab initio simulations with QED
coupled cluster (QED-CCSD-12-SD1) and QED full
configuration interaction (QED-FCI).2 QED-CCSD-
12-SD1 is an extension of QED-CCSD-1, as de-
scribed in Ref.3, with two-photon excitations. The
QED-CCSD-12-SD1 cluster operator is

T = T1 + T2 + S1b
† + S2b

† + γ1b
† + γ2(b

†)2, (S2)

where T1 and T2 are singles and doubles electron
excitations, S1b

† and S2b
† are singles and doubles

coupled electron-photon excitations, and γ1b
† and

γ2(b
†)2 are singles and doubles photon excitations.

The reference state is QED-HF as described in Ref.3.
QED-FCI calculations are run with up to five pho-
tons (QED-FCI-5) to ensure that the energy with
respect to photon number is converged.
We use QED-CCSD-12-SD1 instead of QED-

CCSD-1 (equivalent to QED-CCSD-1-SD1) because
the two-photon excitations are important for prop-
erly modeling the two-body interactions, as tested
against QED-FCI-5 calculations. Without two-
photon excitations, the two-body interactions have
the wrong sign in the case of molecules separated by
large distances (e.g. molecules separated by more
than 1 nm). This is visualized in Fig. S1.

Fig. S1: Calculated intermolecular interaction
energies for a C2v configuration of 2H2 with the

cavity polarization vector parallel to the
center-to-center intermolecular distance vector. All
calculations shown in this figure were performed

with λ = 0.1 a.u

In all of our calculations, we use a linearly polar-
ized optical cavity with a single photon frequency
and single polarization vector. In most experiments
as of today, the optical cavity is not limited to
just one polarization, but rather it hosts two de-
generate cavity modes with orthogonal polarizations
(both cavity mode polarization vectors are perpen-
dicular to the cavity wavevector). Since the molec-
ular orientations aligns with the transversal polar-
ization, we expect that a standard optical cavity,
which has both polarizations, will interact with the
system differently. In particular, we expect that for
few molecules, the molecules will orient along the
wavevector k, perpendicular to both cavity polar-
ization vectors. For many molecules, we expect that
the molecules will align perpendicular to k, in the
plane defined from the two transversal polarization
vectors.

II. PERTURBATION THEORY

As we demonstrate throughout this work, strong
coupling to a single photon mode fundamentally
changes the length scales and orientational depen-
dence in which van der Waals molecules interact
with one another. In this section, we explain these
observations by performing perturbation theory in
a similar spirit as Fritz London did in 19304–6 but
with additional perturbative potentials associated
with coupling to the cavity. This analysis shows
cavity-mediated intermolecular interactions between
van der Waals molecules that scale withR−3 and dis-
tance independent, R0, interactions in addition to
modifications to London dispersion forces that have
an R−6 dependence.7–10

The total Hamiltonian is given by H = H0 +H1

with

H0 = He,A +He,B + ωcb
†b (S3)

where b† and b are photon creation and annihilation
operators for the cavity mode of frequency ωc and
He,A and He,B refer to the electronic Hamiltonians
of molecules A and B, respectively. The perturba-
tive Hamiltonian (H1) includes the dipolar coupling
between molecules A and B, in the spirit of Lon-
don’s first derivation of van der Waals interactions,
and the light-matter coupling to a single cavity mode
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H1 = −dA · dB

R3
+

3(dA ·R)(dB ·R)

R5
+ λ

√
ωc

2
(ε ·∆dA + ε ·∆dB)(b+ b†) +

λ2

2
(ε ·∆dA + ε ·∆dB)

2 (S4)

where ∆dA = dA − ⟨dA⟩ and ∆dB = dB − ⟨dB⟩
are the fluctuations of molecule A and molecule B’s
dipoles, respectively and dA and dB are the dipole
operators for molecule A and molecule B, respec-
tively. Recall that in this work we are working with
van der Waals molecules such that both molecules do
not have permanent dipoles (i.e. ⟨dA⟩ = ⟨dB⟩ = 0).

The first-order correction to the energy is given

by

E1 = ⟨g|H1|g⟩ (S5)

where |g⟩ denotes the ground state of the total sys-
tem, |g⟩ = |gA⟩ |gB⟩ |gc⟩ where molecule A, molecule
B, and the cavity are in their ground states. In this
illustrative perturbation theory, we are interested in
the asymptotic behavior for when molecule A and
molecule B are far away from one another; thus, the
antisymmetry of the total electronic wavefunctions
is ignored. Substituting in Eq. S4 into Eq. S5, we
obtain

E1 =
λ2

2
( ⟨gA|(dA · ε)2|gA⟩+ ⟨gB |(dB · ε)2|gB⟩)

=
λ2

2
(E1

A + E1
B) (S6)

where E1
A = ⟨gA|(dA · ε)2|gA⟩ and E1

B =

⟨gB |(dB · ε)2|gB⟩ are the dipole self-energies of
molecule A and molecule B, respectively. In Eq. S6
we have used the facts that there are no photons in
the ground state of the cavity ( ⟨gc|b†b|gc⟩ = 0) and
that for van der Waals molecules, by definition, there
is no permanent dipole ( ⟨gA|dA|gA⟩ = ⟨dA⟩ = 0 and
⟨gB |dB |gB⟩ = ⟨dB⟩ = 0). The fact that molecules
A and B do not have permanent dipoles allows us
to express E1

A and E1
B with a different formula, i.e.

E1
A = ⟨gA|(dA · ε)2|gA⟩ (S7)

= ⟨gA|(dA · ε) Î (dA · ε)|gA⟩

=
∑
eA

| ⟨eA|(dA · ε)|gA⟩ |2 ,

where |eA⟩ is an excited state of molecule A. An

important observation here is that both E1
A and E1

B
are single molecule terms and are always positive; we
will return to these facts after deriving the second-
order energy correction.

The second-order correction to the energy is given
by

E2 = −
∑
e

∣∣ ⟨e|H1|g⟩
∣∣2

Ee − Eg
(S8)

where |g⟩ is the ground state of the bi-molecule sys-
tem with energy Eg and |e⟩ indicates an excited state
of the bi-molecule system with energy Ee. Substi-
tuting Eq. S4 into Eq. S8 along with some simplifi-
cations we obtain the second-order correction to the
energy to be
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E2 =−
∑
eAeB

| ⟨eAeB |VAB |gAgB⟩|2

EeA − EgA + EeB − EgB

− λ2
∑
eAeB

⟨eAeB |VAB |gAgB⟩ ⟨eA|dA · ε|gA⟩ ⟨eB |dB · ε|gB⟩
EeA − EgA + EeB − EgB

− λ2ωc

2

[∑
eA

| ⟨eA|dA · ε|gA⟩|2

ωc + EeA − EgA

+
∑
eB

| ⟨eB |dB · ε|gB⟩|2

ωc + EeB − EgB

]

− λ4

4

∑
eA

∣∣∣ ⟨eA|(dA · ε)2|gA⟩
∣∣∣2

EeA − EgA

+
∑
eB

∣∣∣ ⟨eB |(dB · ε)2|gB⟩
∣∣∣2

EeB − EgB

+ 4
∑
eAeB

| ⟨eA|(dA · ε)|gA⟩|2 | ⟨eB |(dB · ε)|gB⟩|2

EeA − EgA + EeB − EgB


= E2

AB,d0 + λ2E2
AB,d1 +

λ2

2
(E2

A,d1 + E2
B,d1) +

λ4

4
(E2

A,d2 + E2
B,d2 + E2

AB,d2) (S9)

where we defined

VAB = −dA · dB

R3
+

3(dA ·R)(dB ·R)

R5
. (S10)

E2
AB,d0 , E2

AB,d1 , E2
A,d1 , E2

B,d1), E2
A,d2 , E2

B,d2 , and

E2
AB,d2 are defined as

E2
AB,d0 = −

∑
eAeB

| ⟨eAeB |VAB |gAgB⟩|2

EeA − EgA + EeB − EgB

(S11a)

E2
AB,d1 = −

∑
eAeB

⟨eAeB |VAB |gAgB⟩ ⟨eA|dA · ε|gA⟩ ⟨eB |dB · ε|gB⟩
EeA − EgA + EeB − EgB

(S11b)

E2
A,d1 = −ωc

∑
eA

| ⟨eA|dA · ε|gA⟩|2

ωc + EeA − EgA

(S11c)

E2
B,d1 = −ωc

∑
eB

| ⟨eB |dB · ε|gB⟩|2

ωc + EeB − EgB

(S11d)

E2
A,d2 = −

∑
eA

∣∣∣ ⟨eA|(dA · ε)2|gA⟩
∣∣∣2

EeA − EgA

(S11e)

E2
B,d2 = −

∑
eB

∣∣∣ ⟨eB |(dB · ε)2|gB⟩
∣∣∣2

EeB − EgB

(S11f)

E2
AB,d2 = −4

∑
eAeB

| ⟨eA|(dA · ε)|gA⟩|2 | ⟨eB |(dB · ε)|gB⟩|2

EeA − EgA + EeB − EgB

, (S11g)

where |gA⟩ (|gB⟩) is the ground state of molecule
A (B) with energy EgA (EgB ), |eA⟩ (|eB⟩) indicates
an excited state of molecule A (B) with energy EeA

(EeB ), and ⟨eA|dA|gA⟩ ( ⟨eB |dB |gB⟩) is the transi-
tion dipole moment of molecule A (B) associated
with the excited state. Eq. S9 is an important re-

sult in this work, and the physical interpretation,
origin, and implications of each term are worth ex-
ploring in detail. E2

AB,d0 in Eq. S9 is the typi-
cal attractive London dispersion interaction with its
prototypical R−6 dependence (as each VAB scales
with R−3). The remaining terms all arise from in-
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teractions through the cavity mode. E2
AB,d1 con-

tains a single VAB matrix element giving an R−3 of
this term. Interestingly, this term also contains dot
products of transition dipole moments ( ⟨eA|dA|gA⟩)
with the cavity polarization vector (ε). This R−3

term is central to this work as it says that van der
Waals molecules inside a cavity have this interesting
interaction length scale that also has unique, cou-
pled molecule-molecule and molecular-cavity angle
dependencies. E2

A,d1 and E2
B,d1are very similar to

E1
A and E1

B except that E2
A,d1 and E2

B,d1 arise from
the bilinear coupling term and have the opposite sign
as E1

A and E1
B . Specifically, to second-order in the

coupling λ, the one-body energy (e.g. molecule A)
is given by

Ecavity
A = Eno cavity

A +
λ2

2
(E1

A + E2
A,d1) (S12)

= Eno cavity
A +

λ2

2

∑
eA

| ⟨eA|dA · ε|gA⟩|2

− λ2ωc

2

∑
eA

| ⟨eA|dA · ε|gA⟩|2

wc + EeA − EgA

.

A similar energy term can be derived for molecule
B as well. We want to emphasize that E1

A arises
from the dipole self-energy term in first-order per-
turbation theory (Eq. S6) and E2

A,d1 arises from
the bilinear coupling term in second-order pertur-
bation theory (Eq. S9). Interestingly, E1

A and E2
A,d1

only exactly cancel if the cavity frequency is much
larger than the electronic transition energies (ωc ≫
EeA −EgA). Thus, for H2 molecules with a cavity in
the electronic regime (ωc = 13.6 eV here) the total
energy of a single molecule ends up increasing with
λ2 (main text Fig. 3A). For H2 molecules, the one-
body energy reaches a minimum when the molecular
bond is perpendicular to the cavity polarization vec-
tor (θAε =

π
2 ). Intuitively, this occurs because H2 is

most polarizable along its bond axis which leads to∑
eA

| ⟨eA|dA · ε|gA⟩|2 /(EeA − EgA) = εTαε being
largest when θAε = 0, π.

E2
A,d2 , E2

B,d2 , and E2
AB,d2 arise from two factors

of the dipole self-energy part of Eq. S4 and, thus,
scale with λ4. While E2

A,d2 and E2
B,d2 are correc-

tions to the one-body energies, E2
AB,d2 impacts the

two-body energies (i.e. intermolecular interaction
energy). Furthermore, this term has no R depen-
dence, and, thus, E2

AB,d2 is the first term that we
have discussed that gives rise to the collective orien-
tational order reported in the main text. The mag-
nitude of this term is greatest when both molecules
have their bonds oriented along the cavity polariza-
tion vector (ε), because εTαAε and εTαBε are both
largest in the case which both of their bonds are ori-
ented parallel to ε. And because of the negative

sign in front of this infinite range interaction term,
it contributes to lowering the energy of molecular
configurations in which the molecular bonds of the
hydrogen molecules are oriented parallel to the cav-
ity polarization vector, as shown in Fig. 3C of the
main text.

III. MANY-BODY INTERACTIONS

The many-body expansion,

E =
∑
A

EA +
∑
AB

EAB +
∑
ABC

EABC + . . . (S13)

is a routinely used expansion for modeling and gain-
ing insight into intermolecular forces.11 For van der
Waals type intermolecular forces, the higher-order
interactions such as EABC quickly become negligi-
ble with distance and they can be assumed to be
much smaller than the lower-order terms at large dis-
tances. QED electronic structure calculations allow
us to test if the three-body and higher-order terms
can be ignored for the strong light-matter coupling
cavity QED Hamiltonian with similar parameters
used in the calculations of the main text. In Table
S1 and Fig. S2, we show the intermolecular inter-
actions for molecules separated far apart, 25 Å. As
expected, QED-HF does not capture the dynamic
correlation and cannot describe the intermolecular
forces arising from neither the cavity nor the van der
Waals forces. QED-CCSD-1 captures the dynamic
correlation, but the sign of the two-body interaction
is not consistent with QED-FCI. Adding just one
more term to the cluster operator of QED-CCSD-1,
the two-photon (b†)2 term in QED-CCSD-12-SD1,
yields a sufficient description of the two-body inter-
actions. For QED-CCSD-12-SD1, we find that the
higher-order terms quickly approach zero even for
the very strong coupling λ = 0.1 a.u. From pertur-
bation theory, we find that the N -body interactions
are sensitive to the light-matter coupling strength
and scale as λ2N (see Fig. S2).

A few additional key points about the many-body
expansion of van der Waals interactions in the con-
text of the nonrelativistic cavity QED Hamiltonian
given in Eq. S1 are worth mentioning here. Be-
cause the three-body interactions have opposite sign
to the two-body interactions (Table S1), we expect
that the collective orientational order induced by the
infinite range cavity-induced interactions would be
reduced by including the three-body terms in the
molecular dynamics simulations. While the three-
body terms are insignificant on a per interaction
basis, the lack of distance (R) dependence in the
cavity-induced interactions, see Eq. S9, results in all
molecules in the simulation interacting with all other
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molecules independent of how far away they are
from each other. In a simulation with n molecules,
there are n(n − 1)/2 ∼ n2 two-body interactions,
n(n− 1)(n− 2)/6 ∼ n3 three-body interactions, and
similarly for higher-order terms (Table S2). There-
fore, there must exist a number of molecules where
the total three-body energy is larger than the total
two-body energy. This makes it very challenging to
extrapolate our results to truly macroscopic systems.
Extending these microscopic equations and calcula-
tions to truly macroscopic systems remains an open
question.

Method 1-body 2-body 3-body 4-body
QED-HF 204.9 0.0000 0.0000 0.0000
QED-CCSD-1 107.5 0.3238 -0.0571 0.0042
QED-CCSD-12-SD1 107.1 -0.5600 0.0104 -0.0004
QED-FCI-5 106.7 -0.6601 . . . . . .

Table S1: Cavity-induced N -body effects for
different QED electronic structure methodologies

with λ = 0.1 a.u. The cavity energy is
ℏωc = 13.6 eV and polarization perpendicular to all
molecules. The molecules are placed on the edges
of a line (EAB), equilateral triangle (EABC) and
square (EABCD), all with side lengths of 25 Å. All
numbers in the table are meV. QED-FCI-5 is too
computationally expensive for more than two H2

molecules in the aug-cc-pVDZ basis set.

1-body 2-body 3-body 4-body
Scaling with coupling λ2 λ4 λ6 λ8

Number of terms
(
n
1

) (
n
2

) (
n
3

) (
n
4

)
Table S2: The number of interactions and scaling

of the cavity-induced interaction energy in the Nth
body of the N -body expansion for a system with n

molecules.

IV. MOLECULAR DYNAMICS

A. Training Potential Energy Functions for
Simulating Fluids of H2

1. Neural Network-based Pairwise Interactions

We developed neural network-based potential en-
ergy functions (NNPs) for the pairwise interaction
of a pair of hydrogen molecules using ab initio en-
ergy data with CCSD, FCI, QED-CCSD-12-SD1,
and QED-FCI levels of theory. The potential energy
functions have the forms,

Eno cavity
AB = cexp exp(−aR)− c6{θ}

R6
(S14)

Fig. S2: N -body effects for different coupling
strengths λ. All calculations are performed on N

H2 molecules with QED-CCSD-12-SD1. The cavity
energy is ℏωc = 13.6 eV and polarization

perpendicular to all molecules. The molecules are
placed on the edges of a line (EAB), equilateral

triangle (EABC) and square (EABCD), all with side
lengths of 25 Å.

Ecavity
AB = Eno cavity

2b − c3{θ}
R3

+
c0{θ}
R0

(S15)

where cexp, a, c6, c3, c0 are represented by neural net-
works (NNs). Each NN takes symmetry preserved
features of a pair of molecules as input. Sym-
metry preserved features that have been selected
as the input for the machine learning (ML) model
to get the pairwise interaction energy are shown
pictorially in Fig. S3 and are listed in Table S3.
In the case without the cavity field, the interac-
tion energies are obtained using the input features



S7

θRA, θRB , θAB , ∥R∥. For the cavity case, additional
terms that depend on the cavity polarization vec-
tor are added. In particular, θAε, θBε, and θRε are
added and ∥R∥ is replaced by Rcap and Rcap =
Ctanh(∥R∥ /C), where C is a cutoff distance. In
order to account for molecular and exchange sym-
metries, cos 2θ and sin 2θ are used for any θ ∈ Θ ≡
{θRA, θRB , θAB, θAε, θBε, θRε}. For each of cexp, a,

c6, c3, we are using F(Θ, Rcap)+F(Θ̃, R̃cap) where Θ̃

and R̃cap are calculated by switching the index of
the two molecules. For c0, only Type 1 features as
tabulated in Table S3 were used.

The neural network model has four fully-
connected layers including a linear output layer.
The other three linear layers have CELU activation
functions.12 The number of neurons per layer is 64
in our model. To train the model, we used energy
data points of pair configurations that are gener-
ated using a classical MD simulation of liquid H2.
105 pair configurations generated by MD simulation
were used to compute energies with CCSD level of
theory for training model when no cavity is present.
While the pair configurations generated by MD sim-
ulation were good enough to train a model without a
cavity, long range pair configurations are extremely
important to train the model with a cavity. Simi-
larly, short range pair configurations are very crucial
to accurately reproduce the corrected short range re-
pulsion energies in the potential energy functions in
the presence of a cavity. While MD of liquid H2

produces good random configurations with various
possible orientations, the probability of finding short
range pair configurations is low in an MD simulation.
In order to include sufficient number of configura-
tions at short range, we randomly select 10% of the
total configurations obtained from MD simulation of
liquid H2 molecules and scale the intermolecular dis-
tance to be within 2 − 5 Å. A similar strategy was
followed to generate very long range configurations
between 18 − 90 Å for 10% of the total configura-
tions. A total of 121, 000 data points, including both
the additional short range and long range configu-
rations, were used to the train the NN model to the
QED-CCSD-12-SD1 calculated energies in the cav-
ity case. For training using the QED-FCI calculated
data, we use a smaller data set of 30, 000 calculated
energies. In order to train the model on this smaller
data set, we initialize each NN with the parameters
obtained from our QED-CCSD-12-SD1 fits, which
was trained using a larger data set of 121, 000 calcu-
lated energies. We use the Adam optimizer13 with
β1 = 0.90 and β2 = 0.99. And we utilize a constant
learning rate of 10−5 and a batch size of 32. 90% of
the total data points were used in the training data
set and the remaining 10% were used as a test data
set. All training and testing protocols were imple-

Type of feature Features
Type 1 cos 2θAε, sin 2θAε,cos 2θBε, sin 2θBε

Type 2 cos 2θRε, sin 2θRε, cos 2θRA, sin 2θRA

cos 2θRB , sin 2θRB , cos 2θAB , sin 2θAB

Type 3 C tanh(∥R∥ /C)

Table S3: Input features involved in the energy
contributions.

Fig. S3: Symmetry preserved features that are
considered while generating the pair interaction
potential using a neural network based machine
learning model are shown here. Various angles

between a pair of molecule which are considered as
input features are shown. R is the distance vector
of the center of mass (COM) of molecule A and
molecule B. ε represents the cavity polarization.

Orientation of the molecules are completely
specified by various angles {θ}.

mented with PyTorch.14

The energies of the ab initio (CCSD) calcula-
tions and the ML predicted energies of the pairs of
molecules without a cavity field are shown in the Fig.
S9A. A linearity plot shows the accuracy of the pre-
dicted energy using our ML model. Apart from the
linearity plot, we scanned potential energy curves
for a few selected orientations of pairs of molecules.
These results show that the ML predicted potential
energy curves for pairs of hydrogen molecules are in
good agreement with the potential energy curves ob-
tained from ab initio calculations. These plots are
shown in Fig. S9B. A linearity plot comparing the
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Fig. S4: Energy of a single H2 molecule inside a
cavity with respect to cavity polarization vector, ε
using it ab initio QED-CCSD-12-SD1 and ML.
Single molecular energy at ε = 0.0 was set to zero
while plotting energies of both QED-CCSD-12-SD1
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ab initio (QED-CCSD-12-SD1) calculations and the
ML predicted energies with the cavity field turned
on are shown in Fig. S10A. Potential energy curves
(Fig. S10B) were scanned for D2h configuration of
a pair of molecules along three different cavity po-
larization directions with respect to the molecular
bond axis. These plots shows that our ML model
accurately reproduces the ab initio potential energy
curves.

2. Single Molecule Potential Energies

Single molecule potential energies involve intra-
molecular chemical bonds and the cavity-modified
single molecule contributions. Intra-molecular
chemical bonds were modeled within the harmonic
approximation. We like to emphasize that the intra-
molecular interaction energy does not play a signif-
icant role in determining the properties that we fo-
cused on in this study.
Single molecule energies in the presence of a cavity

field is important. Training of the cavity-modified
single molecule energies has been done with a linear
regression method. The following form of energy
function is trained for the single molecule energies,

EA =

3∑
n=1

Cn sin 2nθ +

2∑
n=0

Dn cos 2nθ (S16)

where θ is the angle between the molecular bond axis
and the cavity polarization vector. Cn and Dn are
the trainable parameters. Fig. S4 shows the accu-

racy of fitting single molecular energies with respect
to the ab initio, QED-CCSD-12-SD1 calculations.

B. Molecular Dynamics

Molecular dynamics (MD) simulations were used
to compute the statistical properties of fluids of H2

molecules at 70 K by employing the potential en-
ergy functions, generated by our machine learning
models. For computing the statistical behaviour of
the system both classical MD and path integral MD
(PIMD) were used.

1. Classical Molecular Dynamics

NVT ensemble MD simulations were carried out
using Langevin dynamics with a time step of 1.0
femtosecond (fs) and the friction coefficient for the
Langevin dynamics was chosen 0.0005 a.u (20.7
ps−1). Random initial atomic velocities and random
initial positions were provided to run MD. In order
to use ML potentials generated with PyTorch, we
also implement the MD engine with PyTorch. The
integrator used here is described in Ref.15. Forces
were computed using the PyTorch autograd module
and the PyTorch MD simulations were performed
using GPUs.

Since we are simulating a fluid system, the system
was confined within a spherical volume, similar to a
cluster of molecules. In practice, a stiff harmonic
potential was used to confine the center of the mass
of each molecule within a spherical volume with ra-
dius Rc (see Fig. S5). Adopting such a boundary
condition was necessary in order to account for non-
decaying nature of the pair interaction potential in-
side of an optical cavity. In order to simulate various
different system sizes, Rc is scaled appropriately to
preserve the overall molecular density.

2. Path Integral Molecular Dynamics

In the previous section, we discussed the MD sim-
ulations in which the nuclei were considered as clas-
sical particles. However, for light nuclei such as hy-
drogen atoms, this assumption could lead to serious
problems in predicting the statistical properties be-
cause of strong quantum nuclei effects, especially at
low temperatures. In order to account for quantum
nuclei effects in our MD simulations, we performed
path integral molecular dynamics (PIMD) simula-
tions.

Usually PIMD simulations require a large number
of beads to converge thermodynamics properties at
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Fig. S5: Schematic diagram of the radius cutoff
that are used in computing radial distribution
functions. Rc is the distance at which a high

energy potential barrier has been applied. R1 is the
radius of core region where surface effects due to
the spherical boundary are minimal and molecules
found within the radius of R2 are used to compute

the histogram of pairwise distance for the
calculations of the radial distribution functions.

low temperatures. Herein, we used the generalized
Langevin equation (GLE) in PIMD, which can sig-
nificantly reduce the number of beads.16–18 In the
GLE formulation,19 each bead of the simulated sys-
tem is coupled to several extended degrees of free-
dom with an appropriate drift matrix and a diffu-
sion matrix to approximate a friction kernel func-
tion. We used 8 extra degrees of freedom in GLE and
the drift matrix and diffusion matrix used in GLE
were generated by an online tool called GLE4MD
(http://gle4md.org/) with the maximum physical
frequency set to ωmax = 9608 cm−1. With the GLE
formulation, we observed that using 32 beads are
able to converge the simulations whereas more than
128 beads are needed to converge the results without
the GLE formulation. We have developed an inter-
face to i-PI20 to run the PIMD simulations using our
ML potentials.

C. Radial Distribution Functions

The radial distribution functions (g(r)) of fluid of
H2 molecules are computed from the PIMD trajec-
tories of 1, 000 molecules. As the system we simu-
lated has a spherical volume without any periodic
boundary, computing a bulk-like g(r) (i.e. a g(r)

that converges to 1 in the long distance limit) is not
straightforward. In order to compute g(r) from such
a spherical system, the following steps are taken.
First, a bulk-like core region is chosen within a cer-
tain cutoff distance R1.

h̄(|r|) = 1

N1

∑
i,Ri<R1

h(|r− ri|) (S17)

For the ith molecule located at ri with Ri = |ri| <
R1, h(|r− ri|) is the histogram of all distance be-
tween any other molecules and the ith molecule with
(|r− ri|) < R2, R1 + R2 < Rc and N1 is the num-
ber of molecules inside R1. Second, the average over
each frame of MD or PIMD as well as the average
over number of beads was computed in the calcu-
lations of the radial distribution functions. Lastly,
the averaged h̄(|r|) was normalized by the average
density and 4πr2. In this study, R1 = 6.0 Å and
R2 = 12 Å was used.

D. Angular Distribution Functions

We also computed angular distribution functions
for the angle between the molecular bond axis of
molecule A and the molecular bond axis of molecule
B (θAB) and angular distribution functions for the
angle between the molecular bond axis of molecule A
and the cavity polarization vector (θAε). The prob-
ability distributions of θAB and θAε are proportional
to sin(θAB) and sin(θAε), respectively, if molecules
A and B can rotate freely without any interactions.
In order to emphasize the energy contribution, we
computed the potentials of mean force by scaling the
probability distributions of θAB and θAε with their
corresponding sine functions. In the case of PIMD,
the average over each frame and the average over the
number of beads are considered when computing the
histograms.

V. ADDITIONAL RESULTS

A. Comparison of Radial Distribution
Functions

We compute the radial distribution function at
three different situations when (1) cavity polariza-
tion is not active, (2) cavity-modified one-body term
is active but cavity modified two-body term is not
active, and (3) both cavity modified one-body and
two-body terms are active. We have observed differ-
entiable changes in radial distribution function for
three different situations. This indicates the differ-
ence in equilibrium structure when cavity polariza-
tion is on. The results are shown in Fig. S12.

http://gle4md.org/
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B. Comparison of Classical MD and PIMD

In this section we compare the results of our classi-
cal MD and the PIMD simulations with λ = 0.1 a.u.
Based on Fig. S6, it is evident that classical MD and
PIMD qualitatively follow the same trend when an-
gular distribution function of θAε and θAB are com-
pared. In particular, one observes a strong orienta-
tional alignment of the molecules along direction of
the cavity polarization vector occurring inside of an
optical cavity. Inclusion of nuclear quantum effects
does not change the overall conclusion. However, the
extent of alignment of the molecules inside the cav-
ity in our PIMD simulations is considerably reduced
compared to our classical MD simulations.

C. Comparison of QED-FCI-5 and
QED-CCSD-12-SD1

Here we compare our results of classical MD simu-
lations using the ML potentials obtained from QED-
FCI-5 and QED-CCSD-12-SD1 calculations. As
summarized in Fig. S7, we see that classical MD
with ML potentials that are obtained from the two
different levels of ab initio calculations qualitatively
match each other. However, the intensities in the an-
gular distribution functions of θAε and θAB for the
two cases are different. These differences are due
to the quantitative differences in predicting the in-
teraction energies using these two methods (see Fig.
S1).

D. λ Dependent Molecular Alignment

Two different λ values were considered in our
study. In the main text, we focused our discussion
on the results with λ = 0.1 a.u. In this section, we
study the properties of a system with λ = 0.02 a.u.
and compare these results with the results obtained
using λ = 0.1 a.u.
In order to train a model with λ = 0.02 a.u. im-

portant NN parameters for c0 and c3 were trans-
ferred and scaled from our training model with λ =
0.1 a.u. together with the perturbation theory anal-
ysis. The accuracy of the model has been tested
by plotting the energies obtained from the NNPs
against the ab initio energies. A linearity plot is ob-
tained as shown in Fig. S11A. Additionally, scanned
potential energy curves of several selected pair con-
figurations are in good agreement with ab initio po-
tential energy curves. Some of these plots are shown
in Fig. S11B. The accuracy of our ML model is fur-
ther justified with in Fig. S11C, where we show that
our ML model correctly predicts the long range in-

teraction energy with different directions of the cav-
ity polarization vector.

A significant difference in the angular distribu-
tion functions of θAε is observed when the results
of two different λ values are compared for 1, 000 H2

molecules. The distribution function of θAε for 1, 000
H2 molecules with λ = 0.02 a.u. (Fig. S8A) shows
molecular alignment perpendicular to the cavity po-
larization (θAε =

π
2 ). On the other hand, we observe

in Fig. S6A that the angular distribution function of
θAε is maximized in the direction of cavity polariza-
tion vector (θAε = 0, π) when λ = 0.1 a.u. This can
be explained from our perturbation theory analy-
sis where we showed that the cavity-modifications
to the single molecule energies scale with λ2 and the
extremely long range pairwise interaction scales with
λ4. Thus, the importance of the pairwise interaction
decreases much faster than the single molecule en-
ergy contribution as λ decreases. In this particular
example of 1, 000 H2 molecules with λ = 0.02 a.u.,
the single molecule energy dominates whereas, with
λ = 0.1 a.u., the pairwise interaction energy domi-
nates. θAB qualitatively follow the same trend as we
observed for 1, 000 H2 molecules with λ = 0.1 a.u.;
however, the intensity of the peak is reduced which
suggests a weaker synchronization of molecular ori-
entations. This is shown in the inset of Fig. S8A.

From the above discussion, we understand that
the energy contributions from a single molecule can
be altered by (1) changing the number of molecules
with a fixed λ, and (2) changing the value of λ for
a fix number of molecules. We ran simulations con-
sidering these two possibilities. For the first pos-
sibility, we reduced the number of molecules from
1, 000 to 108 while keeping λ equal to 0.1 a.u., and
we compute the angular distribution function for
θAε. We find that in the 108 molecule simulation
the preferential alignment of the molecules is per-
pendicular to the cavity polarization vector, which
is opposite to the alignment of 1, 000 molecules with
λ = 0.1 a.u. (aligned parallel to the cavity polar-
ization vector). These results are shown in Fig.
S6A and Fig. S8B. For the second possibility, we
simulate 1, 000 molecules with a reduced value of
λ = 0.02 a.u. The angular distribution function
of θAε in this simulation is qualitatively similar to
the results obtained in the first possibility with the
molecular alignment perpendicular to the cavity po-
larization vector (see Fig. S6A and Fig. S8B). All
of our numerical simulation results reported in this
section further confirm the conceptual validity of our
perturbation theory analysis.
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simulation are shown. Pair interaction potentials used for the MD simulation were obtained by training an
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obtained from training the ML model on (A) QED-CCSD-12-SD1 and (B) QED-FCI-5 data sets.
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Fig. S13: (A-C) Snapshots taken at thermal equilibrium from the path integral molecular dynamic
(PIMD) simulations of 1000 H2 molecules in the case of (A) no cavity (orange), (B) cavity-modified
one-body term but no cavity two-body term (green), and (C) cavity-modified one-body and two-body

terms (blue). For these three cases, the (D) molecular bond axis of molecule A to molecular bond axis of
molecule B (θAB) angular probability distribution function, P (θAB) and (E) molecular bond axis to cavity

polarization vector (θAε), angular probability distribution function, P (θAε), are shown. (F) molecular
bond axis to cavity polarization vector (θAε), angular probability distribution function, P (θAε), are shown
for four different simulations containing different numbers of H2 molecules. All PIMD simulations shown in
this figure were performed using neural networks trained with CCSD (no cavity) or QED-CCSD-12-SD1

with λ = 0.1 a.u. (cavity) calculated energies.
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[1] Haugland, T. S.; Schäfer, C.; Ronca, E.; Rubio, A.;
Koch, H. Intermolecular Interactions in Optical
Cavities: An ab initio QED Study. J. Chem. Phys.
2021, 154, 094113.

[2] White, A. F.; Gao, Y.; Minnich, A. J.; Chan, G.
K. L. A Coupled Cluster Framework for Electrons
and Phonons. J. Chem. Phys. 2020, 153, 224112.

[3] Haugland, T. S.; Ronca, E.; Kjønstad, E. F.; Ru-
bio, A.; Koch, H. Coupled Cluster Theory for Molec-
ular Polaritons: Changing Ground and Excited
States. Phys. Rev. X 2020, 10, 041043.

[4] Eisenschitz, R.; London, F. Über das Verhältnis der
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