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A B S T R A C T   

In recent years a growing number of studies on syntactic processing has employed basic two-word constructions 
(e.g., “the tree”) to characterize the fundamental aspects of linguistic composition. This large body of evidence 
allows, for the first time, to closely examine which cognitive processes and neural substrates support the com
bination of two syntactic units into a more complex one, mirroring the nature of combinatory operations 
described in theoretical linguistics. The present review comprehensively examines behavioral, neuroimaging and 
neurostimulation studies investigating basic syntactic composition, covering more than forty years of psycho- 
and neuro-linguistic research. Across several paradigms, four key features of syntactic composition have 
emerged: (1) the rule-based and (2) automatic nature of the combinatorial process, (3) a central role of Broca’s 
area and the posterior temporal lobe in representing and combining syntactic features, and (4) the reliance on 
efficient bottom-up integration rather than top-down prediction.   

1. Introduction 

Scrolling through a dictionary, we easily notice that the list of entries 
corresponds to a large set of different meanings (tree, eat, green, etc.), 
but to a few grammatical categories (e.g., noun, verb, adjective, etc.). It 
is suggested that what enables us to produce and comprehend a virtually 
infinite number of linguistic expressions is based upon the capacity to 
combine the few available grammatical categories into abstract hierar
chical structures, according to grammar (Berwick et al., 2013; Everaert 
et al., 2015). As an example, the adjective big and the noun tree can be 
combined to form the noun phrase big tree, in accordance with the 
syntactic rules of the English language. Conceptual-semantic informa
tion fills the abstract hierarchical structure with meanings from the 
lexicon, integrating the semantic information of individual words into 
more complex ones—e.g., the entity size denoted by big and the entity 
itself denoted by tree. 

Characterizing the neural basis of language composition is a central 
focus of the most recent research programs in neurolinguistics 

(Fedorenko et al., 2016; Friederici et al., 2017; Hagoort, 2016; Martin 
and Baggio, 2020; Matchin and Hickok, 2020; Pylkkänen, 2019; Zac
carella and Friederici, 2017). Functional studies have provided evidence 
for a left-lateralised fronto-temporal network involved in language 
comprehension, composed of the inferior frontal gyrus (IFG), the 
ventromedial portion of the prefrontal cortex (vmPFC), the anterior, 
middle, and posterior sections of the temporal lobe (ATL, MTL and PTL), 
and the angular gyrus (AG; Chen et al., 2021; Fedorenko et al., 2016, 
2020; Goucha and Friederici, 2015; Hagoort, 2016; Hagoort and Inde
frey, 2014; Matchin et al., 2017; Matchin and Hickok, 2020; Pallier 
et al., 2011; Schell et al., 2017; Zaccarella et al., 2017a; Zaccarella et al., 
2017b). In recent years, a few functional studies have begun to employ 
simple two-word combinations to more closely focus on the fundamental 
question of how linguistic features are combined at the most basic level 
within the language network (Bemis and Pylkkänen, 2011; Zaccarella 
and Friederici, 2015b). There is general agreement that linguistic pro
cesses driven by conceptual-semantic information particularly involve 
the ATL, the vmPFC, and the AG (Graessner et al., 2021a; Graessner 
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et al., 2021b), as also discussed in a recent comprehensive review 
(Pylkkänen, 2020) specifically addressing the so-called “red boat” 
paradigm (Bemis and Pylkkänen, 2011). 

The way syntactic information controls linguistic processing during 
basic combination has received increasing attention in recent years, 
through a growing number of behavioral and neuroimaging studies. This 
growing body of evidence, which is set out to highlight the central 
features of the syntactic combinatorial system and which can provide 
fundamental guidance to the interpretation of data from longer struc
tures, still awaits systematic examination. Moreover, the only existing 
review on simple syntactic combination has been published more that 
twenty-five years ago (Münte and Heinze, 1994), and cannot include 
any more recent work. In order to provide a comprehensive overview of 
what we know about simple syntactic combinations, the purpose of the 
present paper is to systematically examine all the available evidence 
from studies that employed two-word paradigms to test how syntactic 
information is used to form more complex linguistic representations. 
The choice to look at the very basic two-word level is motivated by a 
number of reasons:  

i. Detailed level of observation: The two-word level allows to isolate 
the neural correlates of a single application of a compositional 
operation (Bemis and Pylkkänen, 2011; Zaccarella and Friederici, 
2015b), which are otherwise observed only indirectly when 
employing more complex sentence materials. Crucially, two 
words are indeed sufficient to appreciate the syntactic composi
tional engine. For example, a determiner phrase (e.g., “The cat”) 
already reflects the application of a syntactic rule ({Determiner}, 
{Noun} → Determiner Phrase).  

ii. Fitting the level of observation to linguistic theory: At the syntactic 
level, the binding mechanism which combines words into phrases 
(called “Merge” in theoretical linguistics, Chomsky, 1995) is a 
binary one (i.e., operates on two elements). Therefore, from a 
theoretical point of view, the two-word level closely matches the 
properties of the basic compositional mechanism. Furthermore, 
as complex structures are the result of the recursive application of 
Merge (Chomsky, 1995), the two-word level might be sufficient 
to capture the key aspects of syntactic composition.  

iii. Cross-linguistic and cross-population comparison: The use of two- 
word constructions greatly reduces the need for additional pro
cesses required for the analysis of long structures (e.g., working 
memory), which otherwise must be subtracted by careful exper
imental manipulations (Iwabuchi et al., 2019; Makuuchi et al., 
2009). Beyond the two-word level, separating pure compositional 
operations from these processes without introducing additional 
confounds might be possible in some languages (e.g., languages 
with free word order) but not in others. This could hinder 
cross-language comparisons and, ultimately, the search for 
generalizable combinatorial effects. In addition, the use of para
digms with limited extra-linguistic demands makes it possible to 
study composition in populations whose cognitive reserve might 
differ from healthy adults. For example, language composition 
can be studied and compared in young and older populations 
(Poulisse et al., 2019, 2020), distinguishing its developmental 
trajectory from the acquisition and decline of domain general 
processes. Similarly, brain damage can be linked to specific lin
guistic deficits (Graessner et al., 2021a).  

iv. Cross-study comparison: Despite the minimal structures involved, 
a wide range of detailed linguistic hypotheses can be tested by 
employing only two words, with the results from different ex
periments becoming easily comparable. An example is offered by 
the research program described by Pylkkänen (2020), where the 
use of two-word stimuli was kept constant and the dimension of 

composition was manipulated in a step-wise fashion across 
studies. This structured series of studies provided great insights 
into the conceptual compositional processes occurring in the ATL, 
portraying precisely which types of representation are combined 
by this region. A similar approach can be adopted to study syn
tactic composition.  

v. Isolating top-down and bottom-up processes: The two-word level 
allows to isolate the relative contribution of top-down and 
bottom-up processes in language comprehension. In particular, it 
is possible to employ experimental conditions which restrict 
prediction to the first word and integration to the second one, 
manipulating selectively one of the two key processes (Maran 
et al., 2021; Matar et al., 2021). This line of research could pro
vide crucial insights into the neural basis of parsing (Abney and 
Johnson, 1991; Resnik, 1992), which at present is tested by 
comparing top-down, left-corner and bottom-up models of lan
guage comprehension in the context of narratives or longer 
stimuli (Bhattasali et al., 2019; Brennan and Hale, 2019; Brennan 
and Pylkkänen, 2017; Hale et al., 2018; Nelson et al., 2017).  

vi. Filling a gap in the literature: Systematic reviews on the neuro- 
cognitive correlates of basic syntactic combination are almost 
completely missing (Münte and Heinze, 1994), and mostly focus 
on studies in which the two words were presented in the visual 
modality. 

2. Syntactic composition at the two-word level 

The reviewed studies are the result of a literature search process 
which proceeded along three complementary lines: 

i. A literature search on the “PubMed” database, including as key
words “two-word”, “two words”, “phrase”, “Merge”, in combi
nation with “behavioral”, “EEG” (Electroencephalography), 
“MEG” (Magnetoencephalography), “TMS” (Transcranial Mag
netic Stimulation), and “fMRI” (Functional Magnetic Resonance 
Imaging).  

ii. The additional inclusion of studies which, given their relevance in 
the field, were already known to the authors.  

iii. A final inclusion of further relevant studies which were cited in 
the works retrieved in the previous two steps. 

This multi-step search process resulted in the selection of approxi
mately sixty studies, ensuring a comprehensive review of the literature 
on two-word syntactic processing, which is rather scattered along mul
tiple keywords often not denoting the basic nature of the constructions 
employed. Accordingly, we recommend the addition of the keyword 
“two-word” in future studies employing basic constructions to study 
linguistic processing. 

At the two-word level, three main paradigms have been employed to 
investigate the representations and cognitive processes underlying basic 
syntactic composition (Fig. 1): (1) categorical and agreement violations, 
(2) phrase versus list contrasts and (3) noun versus verb contrasts (as 
part of phrases and sentences, respectively). These paradigms have 
employed the following eleven languages: Chinese, English, Dutch, 
Finnish, French, German, Italian, Japanese, Serbo-Croatian, Spanish, 
and Standard Arabic. Note that, despite the growing interest in the 
neural basis of signed language processing (Blanco-Elorrieta et al., 2018; 
Matchin et al., 2022; Moreno et al., 2018; Stroh et al., 2019; Tretten
brein et al., 2020), we are not aware of studies addressing syntactic 
composition at the “two-word” level in this modality. Therefore, only 
studies in the visual or auditory modality are included in the present 
review. Furthermore, we have limited the focus of this review on studies 
investigating comprehension rather than production. 
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2.1. Syntactic violations 

Syntactic violations consist of comparing well-formed phrases and 
sentences with utterances that are ungrammatical, either because of the 
inability to combine two grammatical categories into a constituent (e.g., 
“*1he boat”) or due to an agreement error (e.g., “*a boats”). Under the 
broad definition of syntactic violations, three lines of research can be 
found:  

i. Syntactic priming: A first line of behavioral studies investigated 
whether a minimal syntactic context (e.g., a determiner) can 
affect the recognition and extraction of linguistic features from an 
upcoming word (e.g., a noun).2 These studies are reviewed in 
Section 2.1.1.  

ii. Syntactic violations (EEG, fMRI, TMS studies): A second line of 
research employed violations in combination with neuroimaging 
and/or neurostimulation techniques to characterise the time- 
course of syntactic analysis and the corresponding functional 
localization. These studies are reviewed in Section 2.1.2, Section 
2.1.3 and Section 2.1.4.  

iii. Syntactic Mismatch Negativity: Finally, a related line of research 
investigated the degree of automaticity in syntactic processing, 
focusing on a specific Event-Related Potential (ERP) component, 
namely the syntactic mismatch negativity (sMMN). These studies 
are reviewed in Section 2.1.5. 

2.1.1. Syntactic priming 
Rationale. The syntactic priming paradigm consists in the sequential 

presentation of two words (Fig. 2), the first one being the prime (e.g., 
“the”, establishing a syntactic context) and the second one being the 
target (e.g., “book”), on which the participants perform a linguistic task 
(e.g., lexical decision). This paradigm allows to investigate how the 
certain features introduced by the syntactic context affect the processing 

of the incoming word, by manipulating the grammatical relationship 
between the prime and the target. Compared to the use of long senten
ces, two-word priming allows to keep working memory demands to the 
minimum. Secondly, confounds at the semantic level are also mini
mized, especially if function words are used as primes (Goodman et al., 
1981). For example, a determiner presented as prime (e.g., “the”) does 
not point to any specific semantic dimension of the target. 

A first application of this paradigm is found in the study by Goodman 
and colleagues (1981). The authors presented nouns and verbs as target 
words, preceded by primes which could be determiners (e.g., “the”), 
possessive adjectives (e.g., “my”), personal pronouns (e.g., “you”) or 
general nouns (e.g., “kids”). Therefore, the relationship between primes 
and targets could be grammatical (e.g., “you slept”, “the flower”) or 
ungrammatical (e.g., “*the slept”, “*you flower”). The authors observed 
faster response times (RTs) in a lexical decision task for targets 
embedded in grammatical constructions than in ungrammatical ones, 
when the only contextual effect present in the block was syntactic and 
when the subjects were instructed regarding the prime-target relation
ship. Overall, this study provided initial evidence for the influence of 
syntactic context in word processing, while leaving open the degree to 
which this effect was automatic. A limitation of this study was that some 
of the target words employed might not have been optimal to induce 
syntactic violations. With one exception, target verbs were presented in 
the past simple form, to avoid categorical ambiguity (e.g., “slept” 
instead of “sleep”). However, some of the chosen verbs shared the same 
form for the past simple and past participle, either as an irregular (e.g., 
“paid”) or regular (e.g., “agreed”) form. Since the past participle can 
function as an adjectival form, some of the ungrammatical conditions (e. 
g., “*no agreed”) could in principle still be part of a larger grammatical 
construction (e.g., “no agreed policy”), in which the past participle 
serves as a left-side modifier of a noun. This might have diminished the 
observed syntactic priming effect. 

Morphosyntactic features. The results of Goodman and colleagues 
(1981) could not be easily explained in terms of spread of activation 
within the lexicon, contrary to semantic and associative priming effects. 
Under such an account, a prime (e.g., “he”) would lead to the para
doxical diffuse activation of all the members of a category (e.g., verb) in 
the lexicon (Lukatela, Kostić et al., 1987; Seidenberg et al., 1984). The 
results of Goodman and colleagues (1981) inspired a line of studies 
employing the syntactic priming paradigm, aimed at understanding the 
computational basis of syntactic contextual effects. Most of these studies 
were conducted in Serbo-Croatian language, which has a richer inflec
tional system than English, therefore providing an ideal background to 
investigate the role of morphology in syntactic priming. A common 

Fig. 1. : Overview of the existing literature. (A) Wordcloud representing the relative proportion of the languages tested in the reviewed studies; (B) Temporal 
evolution of the use of two-word paradigms at the syntactic level; (C) Summary of the paradigms, including examples; (D) Effects of interest highlighted by each of 
the paradigms. 

1 Following the convention adopted in theoretical linguistics, we use the 
asterisk symbol * to denote an ungrammatical construction.  

2 We here use the general term “syntactic priming”, as in the first (Goodman 
et al., 1981) and most recent (Berkovitch and Dehaene, 2019; Pyatigorskaya 
et al., 2021) applications of the paradigm. To avoid confusion, we make it 
explicit here that the effect we describe is different from the structural priming 
effect (Bock, 1986), sometimes also called “syntactic priming”, which refers to 
the facilitation observed in processing or producing two sentences with the 
same grammatical structure. 
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working hypothesis behind these studies is that syntactic priming might 
reflect the spread of activation from a prime to a limited number of 
inflectional morphemes (e.g., he and -s), agreeing in syntactic features, 
rather than to a large number of full lexical entries (Lukatela et al., 
1983). 

First evidence in support of a crucial role of agreeing morphemes 
during syntactic priming (e.g., case, person, number) comes from a se
ries of lexical decision tasks showing faster response times for case- 
marked target nouns agreeing with prepositions (Lukatela et al., 1983) 
and adjectives (Gurjanov, Lukatela, Moskovljević et al., 1985) presented 
as primes, compared to ungrammatical prime-target relationships. 
Similar effects were observed for target verbs agreeing with pronouns 
presented as primes (Lukatela et al., 1982). Notably, agreement effects 
were also observed in the nominative case along the dimension of 
grammatical gender (Gurjanov, Lukatela, Lukatela et al., 1985). 
Converging evidence comes from a study conducted in Italian with 
auditory materials (Bates et al., 1996), in which priming of grammatical 
gender was observed independently of phonetic transparency. These 
two studies support the existence of syntactic priming effects also in the 
absence of case-marking suffixes, converging on results observed in 
English at the categorical level (Goodman et al., 1981; Seidenberg et al., 
1984). 

Importantly, as these studies employed a lexical decision task, they 
also included pseudo-words, both as primes and targets. When presented 
as targets, pseudo-words included suffixes agreeing or not with the 
prime (Gurjanov et al., 1985; Lukatela et al., 1982, 1983), therefore 
allowing to establish grammatical or ungrammatical relationships. As 
pseudo-words are not elements of the lexicon, any contextual effect 
observed on these items must depend on grammatical and rule-based 
prime-suffix relationship in word processing. In line with a role of 
prime-suffix relationships, longer RTs were observed for rejecting 
pseudo-nouns and pseudo-verbs when they syntactically agreed with 
prepositions (Lukatela et al., 1983) or pronouns (Lukatela et al., 1982). 
This pattern of results suggests that the participants were influenced by 
the presence or absence of a grammatical relationship with the prime 
when evaluating the lexicality of the target, supporting a combinatorial 
and rule-based nature of syntactic priming effects. 

All-or-none nature of syntactic priming. The studies of Gurjanov, 
Lukatela, Lukatela and colleagues (1985) and Bates and colleagues 
(1996) draw attention to the relevance of the different linguistic 

dimensions along which syntactic agreement takes place (e.g., case, 
person features, number and grammatical gender). A small number of 
studies further addressed this aspect, testing whether syntactic priming 
varies according to the type (e.g., number, gender) and number (single 
or double) of violations (Faussart et al., 1999; Lukatela et al., 1987), or 
whether it differs between closed-class and open-class elements (Colé 
and Segui, 1994). While initial evidence supported an all-or-none nature 
of syntactic priming (Colé and Segui, 1994; Lukatela et al., 1987), a 
subsequent study in the auditory modality reported larger interference 
induced by violation of grammatical gender compared to number 
(Faussart et al., 1999), both in French3 and Spanish. As the authors 
discussed, these results might stem from the fact that gender but not 
number is an inherent feature of lexical stems, and that different pro
jections exist between Number and Gender Phrases. Accordingly, vio
lations of gender agreement might result in a more costly re-analysis 
process. Indeed, this notion is supported by the results of subsequent 
ERP studies in this domain (Barber and Carreiras, 2003, 2005). 

A theoretically relevant aspect, which was addressed in only one 
study (Colé and Segui, 1994), is whether syntactic priming can be 
modulated by the type of class (function and content words) of the 
prime. Given the merely syntactic nature of closed-class elements, it is 
reasonable to expect larger effects for primes belonging to this category. 
Indeed, closed-class primes elicited a larger syntactic priming effect, 
even when controlling for frequency of occurrence. However, it remains 
unclear whether this effect merely reflects length differences between 
the open and closed-class elements.4 Overall, further research might be 
needed to shed light on the all-or-none or graded nature of syntactic 
priming, as methodological differences (e.g., orthogonality of the ma
nipulations, see footnote 3) or different presentation modality (visual or 
auditory) might have contributed to the diverging results (Colé and 
Segui, 1994; Faussart et al., 1999; Lukatela et al., 1987). 

Fig. 2. : Syntactic priming studies. (A) Overview of the manipulations; (B) Example of syntactic priming.  

3 Note that in the study of Colé and Segui (1994) and in the Experiment 1 of 
Faussart and colleagues (1999) only masculine target noun were used, which 
might be problematic for testing the influence of the gender of the prime on 
syntactic processing. This issue is addressed in the Experiment 2 of Faussart and 
colleagues (1999) with Spanish materials.  

4 Experiment 3: an average of 6 vs. 3 letters; Experiment 4: an average of 5.2 
vs. 4.1 letters. 
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Pre-lexical vs. post-lexical processing. A line of studies tested whether 
syntactic priming arises at the pre- or post-lexical level of word pro
cessing (Carello et al., 1988; Seidenberg et al., 1984). The distinction 
between pre-lexical and post-lexical levels refers to whether the prime 
affected the target word’s recognition or a later stage of its processing (e. 
g., integration). These studies are part of a larger discussion on whether 
lexical access is an encapsulated process (Forster, 1979, 1981) or can be 
influenced by systems outside of the lexicon (Marslen-Wilson and Tyler, 
1980). To address this research question, researchers built on the 
properties of two different tasks, i.e. naming and lexical decision, which 
have been related to manipulations at the pre- and post- lexical stage 
respectively (West and Stanovich, 1982). In particular, as lexical de
cisions occur more slowly than naming, there is sufficient time to check 
the congruity of incoming linguistic features with the context, and bias 
the decision towards a negative outcome in case of a violation (Carello 
et al., 1988; Seidenberg et al., 1984; West and Stanovich, 1982). 
Furthermore, lexical decision can be characterised as a decision making 
process which can be biased in light of congruity checks (Seidenberg 
et al., 1984), contrary to naming. Both studies conducted in English 
(Seidenberg et al., 1984) and Serbo-Croatian (Carello et al., 1988) lan
guages provided evidence for a post-lexical nature of syntactic priming. 
This aspect converges on the notion that, during language comprehen
sion, the goal is an efficient integration of incoming linguistic infor
mation (Seidenberg et al., 1984), which at least at the syntactic level 
might be achieved without predictive processes at the pre-lexical level. 

Automaticity. The post-lexical nature of syntactic priming does not 
necessarily imply that it stems from a non-automatic process. Note that a 
grammatical relationship between prime and target is not necessary to 
provide a correct response (i.e., indicating whether the target is a word or 
not) in the studies described above, but still the participants seemed un
able to ignore this information (Faussart et al., 1999; Seidenberg et al., 
1984), further pointing towards a strongly automatic process. Studies 
manipulating the stimulus-onset asynchrony (SOA) and the inter-stimulus 
interval (ISI) between prime and target (Colé and Segui, 1994; Katz et al., 
1987; Lukatela et al., 1982) provided further evidence for the automa
ticity of syntactic priming. The rationale behind these manipulations is 
that when the target quickly follows the prime there is insufficient time 
for attentional and strategic processes to influence the response (Lukatela 
et al., 1982). Interestingly, despite the very short SOAs employed (e.g., 
300, 150 and 130 ms), syntactic priming has been reliably observed in the 
literature (Colé and Segui, 1994; Lukatela et al., 1982). 

An additional approach adopted to address the automaticity of 
syntactic priming is to employ a non-visual modality. As Katz and col
leagues (1987) pointed out, syntactic priming was extensively studied in 
experiments in which primes and targets were presented visually and 
with no incrementality (i.e., the entire wordform was presented simul
taneously and not letter by letter). In these experiments the subjects 
might have focused on the suffixes and ignored the stems, therefore 
inflating the role of morphological markers in word processing. Pre
senting the stimuli auditorily would therefore allow to control for this 
potential confound, as the subjects would hear the stem first and the 
suffix later. Supporting the notion of automaticity, syntactic priming has 
been observed in the auditory modality in different languages (Faussart 
et al., 1999; Katz et al., 1987). 

More recent studies tested the automaticity of syntactic priming via 
the subliminal presentation of the prime word (Ansorge et al., 2013; 
Berkovitch and Dehaene, 2019; Pyatigorskaya et al., 2021), using the 
masking technique to suppress its conscious perception. In a first series 
of experiments in German, Ansorge and colleagues (2013) showed 
subliminal syntactic priming of grammatical gender, which was 
task-dependent (i.e., observed in a syntactic but not a semantic cate
gorization task). However, as the authors discuss, the primes used in this 
study were ambiguous regarding the grammatical gender feature, once 

not only the nominative and singular forms are considered.5,6 Subse
quent subliminal syntactic priming studies focused mostly on categori
cal relationships between prime and target (Berkovitch and Dehaene, 
2019; Pyatigorskaya et al., 2021). Syntactic priming was observed under 
both masked and unmasked conditions, with the target’s category being 
recognized faster when it formed a constituent with the prime, both in 
French (Berkovitch and Dehaene, 2019) and German (Pyatigorskaya 
et al., 2021). Interestingly, subliminal syntactic priming appears to be to 
a certain extent independent of transition probabilities between prime 
and target. In particular, under specific task conditions, syntactic 
priming at the categorical level can be observed also when primes and 
targets do not agree in grammatical number (Berkovitch and Dehaene, 
2019), and consequently have no probability to co-occur in natural 
language. 

Inhibition vs. facilitation. A final theoretical question of great impor
tance is whether syntactic priming reflects a facilitatory (i.e., faster RTs 
driven by grammatical prime-target relationship) or inhibitory (i.e., 
slowing of performance driven by the violation) contextual effect. 
Addressing this question requires the inclusion of neutral baseline con
ditions, whose design is not straightforward7 (see Friederici and 
Jacobsen, 1999 for a detailed discussion). 

Carello and colleagues (1988) used a series of “X” as a neutral prime 
condition, which served as a baseline condition for a separate test of 
associative/semantic priming (e.g., “hospital doctor” vs “XXX doctor”). 
While in this study the baseline condition was not directly contrasted 
with grammatical or ungrammatical two-word items (i.e., no statistical 
test was conducted to compare the two conditions), at least at the 
descriptive level inhibition was observed, with the ungrammatical 
constructions being slower than the baseline. In studies directly testing 
grammatical and ungrammatical conditions against a neutral baseline, 
inhibition has been reliably observed in lexical decision (Schmidt, 1986) 
and categorical/gender categorization (Bates et al., 1996; Pyatigorskaya 
et al., 2021) tasks. Facilitatory effects, when present, might be limited to 
tasks and conditions relying on surface-based processing (Bates et al., 
1996; Schmidt, 1986, see also Friederici and Jacobsen, 1999 for a 
related discussion). 

Interestingly, facilitation compared to a baseline has been observed 
at the two-word level when focusing on the semantic dimension 
(Lukatela, Carello et al., 1987). This might stem from a substantial dif
ference in how incremental syntactic and semantic composition take 
place. At the semantic level, facilitation might reflect the pre-activation 
of a small set of lexical candidates (e.g., “sky”, “sea”) after a given word 
(e.g., “blue”). On the contrary, the syntactic engine might find little use 
in pre-activating a large set of candidates, for example all the nouns and 
adjectives, following the presentation of a determiner. Accordingly, the 
syntactic system might proceed with an efficient checking of incoming 
words and integration of their features into the previously establish 
context. 

Critical summary. Syntactic priming studies show that the processing 
of a target word is affected by categorical (Berkovitch and Dehaene, 
2019; Goodman et al., 1981; Pyatigorskaya et al., 2021) and agreement 

5 “Der” is both a masculine, singular, nominative form and a feminine, sin
gular, genitive form. “Die” is both a feminine, singular, nominative form and a 
masculine, plural, nominative form.  

6 Note also that some of the female target words used by the authors share the 
same form for the nominative and genitive case (e.g., nominative: “die Gabel”, 
the fork, genitive: “der Gabel”, of the fork), and some of the masculine nouns do 
not change the wordform between singular and plural (e.g., “der Tiger”, the 
tiger, “die Tiger”, the tigers). The authors addressed this issue in some additional 
analyses on a subset of items (Experiment 2), focusing on masculine nouns with 
different singular and plural forms.  

7 For example, the use of inflected pseudo-words as baseline condition 
(Gurjanov et al., 1985) might be problematic for testing agreement relation
ships, given that they don’t establish a neutral context along the main dimen
sion of interest. 
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(Gurjanov, Lukatela, Moskovljević et al., 1985; Lukatela et al., 1982, 
1983) relationships with the preceding word. The post-lexical (Carello 
et al., 1988; Seidenberg et al., 1984) and inhibitory (Friederici and 
Jacobsen, 1999; Pyatigorskaya et al., 2021) nature of this effect might 
reflect the impossibility of combining a given word with the established 
syntactic context, rather than facilitation in processing grammatical 
structures. This process appears to be automatic, as shown in particular 
by studies employing subliminal presentation of the prime (Berkovitch 
and Dehaene, 2019; Pyatigorskaya et al., 2021). Further studies are 
needed to examine whether subliminal syntactic priming might be 
modulated by the type of task (e.g., analysis of categorical, agreement or 
semantic information) performed by participants (Ansorge et al., 2013; 
Berkovitch and Dehaene, 2019). This research question remains still 
open, as it is unclear how syntactic relationships between prime and 
target (e.g., agreement) could affect the processing of information in a 
different linguistic domain (e.g., semantic categorization). Another 
aspect of syntactic priming which should be addressed by future studies 
is related to its all-or-none nature. In this regard, conflicting findings 
(Colé and Segui, 1994; Faussart et al., 1999; Lukatela et al., 1987) might 
be grounded on differences along linguistic dimensions which should be 
examined in detail (e.g., features expressed in the stem or in the suffix, 
see Faussart et al., 1999). 

2.1.2. Neural indexes of syntactic violation processing: timing 
Rationale. Unless specific analysis approaches are employed (e.g., 

Drift Diffusion Model, Ratcliff, 1978; Ratcliff et al., 2004; Voss et al., 
2004), behavioral studies provide measures such as RTs and accuracy 
which can vary only along a single dimension (i.e., magnitude). On the 
contrary, neuroimaging techniques such Electroencephalography (EEG) 
and Magnetoencephalography (MEG) provide multiple dimensions 
along which syntactic effects can be observed, such as amplitude of the 
responses, latency and differences in the topographical distribution 
(Münte and Heinze, 1994). Furthermore, the high temporal resolution of 
E/MEG allows to characterize the different stages of syntactic process
ing, for example with a distinction between early and late components. 

To the best of our knowledge, Münte, Heinze and colleagues were the 
first to analyse the Event-Related Potentials (ERPs, see Luck, 2005 for an 
introduction) elicited by syntactic violations at the two-word level 
(Münte et al., 1993; Münte and Heinze, 1994). The authors were 
particularly interested in these basic constructions to highlight syntactic 
violation detection, in the absence of repairing processes which might be 
engaged when longer sentences are employed (see also Herrmann et al., 
2012 for a similar discussion). In a first experiment conducted in 
German, participants read determiners or pronouns as first words, fol
lowed by a noun or an inflected verb. Compared to grammatical struc
tures, both categorical and agreement violations resulted in an increased 
negativity with an anterior distribution, starting approximately 300 ms 
after the second word presentation. A similar negativity for categorical 
violations at the two-word level was reported in English by the same 
group (Münte et al., 1993), albeit with a slightly different topography 
possibly related to the EEG reference site (Münte and Heinze, 1994). As 
we will discuss below, similar effects have been observed in the auditory 
modality (Hasting and Kotz, 2008) with an earlier latency onset. 
Notably, at least at the agreement level,8 there is support for the 

independence of syntactic negativities from semantic information and 
co-occurrence probabilities. In particular, increased negativities were 
observed for case-marked violations in adjectival phrases in Finnish 
using pseudo-adjectives and pseudo-nouns (Münte and Heinze, 1994). 

Morphosyntactic features. Barber and Carreiras (2003, 2005) investi
gated whether different types of morphosyntactic features, namely 
gender and number, are processed similarly by the brain. This line of 
research was based on conflicting findings from studies testing the 
all-or-none nature of syntactic priming (Colé and Segui, 1994; Faussart 
et al., 1999; Lukatela et al., 1987), and on the notion that gender but not 
number is a feature of the stem (Faussart et al., 1999). In a first exper
iment with Spanish materials (Barber and Carreiras, 2003), participants 
read two-word phrases composed of a noun and an adjective. Four 
conditions were included: grammatical, gender disagreement, number 
disagreement and double violation. Compared to grammatical con
structions, syntactic violations elicited an increased negativity between 
300 and 500 ms, with a central and centro-parietal topography (N400). 
Notably, the amplitude of the N400 was similar for agreement violations 
of gender, number and for double violations. Following this 
time-window, both grammatical and ungrammatical constructions eli
cited a positivity (P3), whose amplitude did not differ across conditions. 
Differences were however appreciated in the latency of this component, 
which was the fastest for the grammatical condition, followed by the 
double violation, the number violation and finally by the gender 
disagreement. Both the increased N400 for syntactic violations and the 
modulation of the P3 latency by the type of violation were replicated in a 
follow-up study (Barber and Carreiras, 2005), which included gender 
and number agreement both in adjective-noun pairs and determiner 
phrases. Overall, these two studies showed that at least the first phase of 
agreement analysis does not distinguish between violations of gender or 
number features, which are however relevant for subsequent re-analysis 
and repairing processes (P3). Accordingly, the larger interference 
created by gender violations in syntactic priming previously observed by 
Faussart and colleagues (1999) might map onto the re-analysis phase of 
two-word constructions. This follow-up study is of particular interest as 
it reported an additional Left Anterior Negativity (LAN) for agreement 
violations in determiner phrases, which was absent in adjective-noun 
pairs presented in isolation. However, when the same adjective-noun 
pairs were included in a sentence, violations resulted in a LAN fol
lowed by a P600 (Barber and Carreiras, 2005). Accordingly, the 
left-lateralisation of ERP agreement effects might depend on the pres
ence of strong syntactic cues, either in the form of function words or a 
sentential context (Barber and Carreiras, 2005). 

Automaticity. As in the case of syntactic priming, a central question 
on the reported ERP effects concerns their automaticity. The automatic 
nature of these effects is supported by two lines of evidence. First, frontal 
negativities for categorical and agreement violations were reported even 
when the participants were performing a task not related to grammatical 
relationships (Münte, 1992; Münte and Heinze, 1994). Second, early 
negativities for syntactic violations in the auditory domain were 
observed under conditions of visual distraction (Hasting and Kotz, 
2008). These findings converge on the automatic nature of syntactic 
processing, previously shown behaviorally by subliminal syntactic 
priming studies (Berkovitch and Dehaene, 2019; Pyatigorskaya et al., 
2021). 

Auditory modality. Compared to the reading studies reviewed above, 
earlier latencies have been reported for syntactic violations at the two- 
word level in the auditory modality. Hasting and Kotz (2008) reported 
an Early Syntactic Negativity (ESN) with a latency onset of approxi
mately 100 ms for categorical and agreement violations. The ESN was 
elicited both when participants performed a grammaticality judgement 
task and when their attention was diverted away from the stimuli, 
supporting the automaticity of syntactic analysis. The presence of the 
ESN was replicated in two experiments with agreement (Jakuszeit et al., 
2013) and categorical violations (Maran et al., 2021). Of note, Jakuszeit 
and colleagues (2013) failed to replicate the ESN effect for categorical 

8 We want to point out that it might be particularly challenging (if not 
virtually impossible) to induce categorical violations using pseudo-words (e.g., 
“flirk”), as they can take any grammatical function (e.g., “they flirk”, “the 
flirk”). Orthographic and phonological differences between grammatical cate
gories might be exploited to construct, for example, pseudo-nouns and pseudo- 
verbs. Studies employing this strategy require careful designs, ensuring that 
grammaticality is orthogonal to low-level properties of the pseudo-words (see 
for example the design of Hasting and Kotz, 2008, where grammaticality is 
orthogonal to the category of both the first and second word. See also Stein
hauer and Drury, 2012 for similar methodological considerations). 
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violations, possibly due to reduced statistical power. 
From a methodological point of view, the earlier latency of the ESN 

compared to the negativities elicited in the visual modality (N400 and 
LAN) might reflect a more accurate time-locking of the ERP analysis (see 
also Hasting and Kotz, 2008 for a similar argument). In the visual mo
dality it is not possible to establish at which timepoint the offending 
morphemes are processed, therefore the ERP analysis is usually 
time-locked to the word onset. Conversely, with auditory materials, 
Hasting and Kotz (2008) could time-lock the ERP analysis precisely at 
the onset of the phonemes eliciting the agreement violations (e.g., 
grammatical: “Du fal|test”, you fold, “Er fal|tet”, he folds; ungrammati
cal: “*Du fal|tet”, you folds, “*Er fal|test”, he fold, with | corresponding to 
the point of time-locking). A similar precision was obtained when testing 
categorical violations, since nouns and verbs with an ambiguous stem 
were used (e.g., grammatical: “Ein Fal|ter”, a butterfly, “Er fal|tet”, he 
folds; ungrammatical: “*Ein Fal|tet”, a he folds, “*Er fal|ter”, he butterfly). 
Techniques such as the cross-splicing further allowed to control for 
phonetic and acoustic features up to the time-locking point (Hasting 
et al., 2007; Hasting and Kotz, 2008; Shtyrov et al., 2003). An interesting 
aspect of ESN studies (Hasting and Kotz, 2008; Jakuszeit et al., 2013; 
Maran et al., 2021) is that their design, in combination with the 
cross-splicing technique, allows to investigate grammaticality effects 
which are orthogonal to the identity and the category of both words and 
to low-level acoustic features of the employed stimuli (see Steinhauer 
and Drury, 2012 for a related discussion). 

The ESN is not the only ERP component elicited by two-word audi
tory categorical or agreement violations. First, while the effect was first 
reported in the 100–300 ms time-window under attentive conditions 
(Hasting and Kotz, 2008), follow-up studies showed a prolonged nega
tivity lasting approximately until 500 ms (Jakuszeit et al., 2013; Maran 
et al., 2021), possibly reflecting the overlap of an ESN and a subsequent 
N400. This second negativity, reminiscent of the effect reported by 
Barber and Carreiras (2003, 2005), might reflected additional processes 
related to processing a mismatching suffix, as it was observed in con
ditions in which syntactic violations were realised with overt marking 
(Jakuszeit et al., 2013; Maran et al., 2021). Second, an increased late 
positivity starting approximately at 500 ms has been reported for 
agreement (Hasting and Kotz, 2008) and categorical (Jakuszeit et al., 
2013; Maran et al., 2021) violations when the participants judge the 
grammaticality of items (Hasting and Kotz, 2008; Maran et al., 2021) or 
are not actively distracted (Jakuszeit et al., 2013). However, when care 
is taken to ensure that participants are not attending the auditory 
stimuli, only the ESN is observed (Hasting and Kotz, 2008). In this re
gard, the functional profiles of the ESN and the late positivity mirror the 
ones of the Early Left Anterior Negativity (ELAN) and the P600 observed 
with longer stimuli (Friederici, 2011; Hahne and Friederici, 1999), 
suggesting that the existence of a first automatic and a second late 
controlled stage of analysis is a core aspect of syntactic composition. 

Extra-linguistic information. Preliminary evidence suggests that 
grammatical two-word phrases can elicit negativities, closely resem
bling those elicited by agreement violations, when their information 
does not match extra-linguistic context (Arcara et al., 2019). In partic
ular, when determiner phrases (e.g., “some apples”) denote a quantity 
not matching the previously depicted one (a single apple) a broad 
negativity is observed. The existence of potential similarities between 
the neural systems processing grammatical number and quantities 
should be addressed in future studies. This represents an interesting 
research question, given that brain regions processing numerical infor
mation such as the right parietal lobe have also been shown to process 
grammatical number agreement (Carreiras et al., 2010). 

Additional aspects. We would like to highlight some methodological 
aspects of the ERPs studies discussed above. As pointed out in the 
context of studies employing longer constructions (Steinhauer and 
Drury, 2012), sustained differences between grammatical and ungram
matical conditions before the critical word (i.e., before the second word) 
might be problematic, especially if combined with pre-processing steps 

as baseline correction. To this end, orthogonal designs such as those 
employed by ESN studies and baseline correction procedures based on 
an interval preceding the first word onset might be preferred. Further
more, the appropriate application of common pre-processing steps such 
as high-pass filtering, re-referencing and baseline correction to language 
studies is not trivial (Maess et al., 2016; Molinaro et al., 2015; Tanner, 
2015; Tanner et al., 2015; Widmann et al., 2015), and should be guided 
by careful methodological considerations. 

Critical summary. ERP studies employing syntactic violations provide 
evidence for two stages of analysis. Syntactic negativities (Hasting and 
Kotz, 2008; Maran et al., 2021; Münte and Heinze, 1994) seem to reflect 
an all-or-none detection of ungrammaticality, given that they are not 
modulated by the type (Hasting and Kotz, 2008) or number (Barber and 
Carreiras, 2003) of syntactic violations. These negativities are observed 
also under distraction conditions (Hasting and Kotz, 2008), pointing 
towards an early automatic stage of syntactic analysis. Late positivities 
reflect slower task-dependent repairing processes (Barber and Carreiras, 
2003, 2005; Jakuszeit et al., 2013; Maran et al., 2021), in which 
fine-grained distinctions between the types of violations emerge (Barber 
and Carreiras, 2003, 2005). Modulation of this component’s latency 
seems to reflect the fact that repairing linguistic features expressed by 
the stem might be more costly than those overtly marked. This finding 
supports and complements the result of a previous syntactic priming 
study addressing a similar research question (Faussart et al., 1999), 
described in the previous section. 

2.1.3. Neural indexes of syntactic violation processing: localization 
Rationale. Two-word syntactic violations have been used in combi

nation with techniques with high spatial resolution (e.g., Functional 
Magnetic Resonance Imaging, fMRI) to highlight brain regions involved 
in evaluating whether the grammatical information of incoming words 
can be integrated into a constituent. A first fMRI reading study (Kang 
et al., 1999) employed well-formed verb phrases and two-word con
structions being ill-formed, either due to a categorical error or to an 
unlikely meaning (e.g., “heard shirts”). Both syntactic and semantic 
violations resulted in activation of Broca’s area, albeit with different 
patterns in its cytoarchitectonic subregions. On the one hand, Broca’s 
area pars opercularis (Brodmann area, BA, 44) showed left-lateralised 
activity for both types of violations, but larger for the syntactic type. 
On the other hand, Broca’s area pars triangularis (BA45) and the more 
anterior portions of the left prefrontal cortex (BA46 and BA10) showed 
left- and right-lateralised activity for syntactic and semantic violations 
respectively. This study provided first evidence for a dissociation be
tween brain regions processing syntactic and semantic information, 
observable even at the most minimal level of composition and within 
Broca’s area. As Kang and colleagues (1999) pointed out, in this study 
grammaticality was confounded with the category of the second word, 
which was always a noun in well-formed structures (e.g., “blew bub
bles”) and a verb in violations (e.g., “*grew heard”). However, as 
described below, the involvement of the left IFG in processing syntactic 
violations received large support by studies overcoming this limitation. 

Categorical violations. Adapting the original ESN paradigm (Hasting 
and Kotz, 2008), Herrmann and colleagues (2012) contrasted auditory 
well-formed two-word phrases and violations at the categorical level. A 
German preposition or a pronoun was presented as the first word, fol
lowed by an uninflected noun or an inflected verb. The four combina
tions of first and second words allowed to orthogonally manipulate 
grammaticality and perceptual markedness of the second word (i.e., the 
presence of the inflectional suffix “-t”). The left BA44 and temporal lobe 
were linked to syntactic processing, while the bilateral temporal cortices 
to the detection of perceptual marking. The involvement of Broca’s area 
in categorical analysis converges on previous fMRI data at the two-word 
level and points towards modality-independent computations (see also 
Heim et al., 2010 for converging evidence in the agreement domain), 
given that it was previously observed with visual presentation of phrases 
(Kang et al., 1999). On the contrary, at least at the two-word level the 
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involvement of temporal regions in syntactic analysis seems to be 
restricted to the auditory modality. Due to the poor temporal resolution 
of fMRI, it remains underspecified which of these activations reflect the 
early (ESN) and the late (P600) stages of analysis discussed above. 

Agreement violations. To the best of our knowledge, only two fMRI 
studies have employed agreement violations at the two-word level 
(Carreiras et al., 2010; Heim et al., 2010). These two studies converge in 
highlighting the left IFG and premotor area as key regions in processing 
agreement violations. Using the same paradigm of a previous EEG study 
(Barber and Carreiras, 2005), Carreiras et al. (2010) presented their 
participants with two-word expressions (adjective and determiner 
phrases) which could be well-formed or contain gender or number 
agreement violations. Both types of agreement violations resulted in 
increased activation of the left IFG and the left premotor cortex, mir
roring the pattern of LAN and N400 observed in EEG studies (Barber and 
Carreiras, 2003, 2005). Additionally, number violations in determiner 
phrases resulted in increased activity of the right parietal lobe, a region 
involved in numerical processing (Arcara et al., 2021; Dehaene et al., 
2003; Zorzi et al., 2011). While this study was conducted in the visual 
modality, Heim et al. (2010) showed that activations triggered by 
agreement violations in the left IFG and premotor cortex are 
modality-independent. This study, which focused on violations of 
grammatical gender agreement, reported an additional involvement of 
the left posterior parietal and right supplementary motor areas. 

Critical summary. The left IFG appears as a key region in analysing 
and detecting the violation of grammatical rules, both at the categorical 
(Herrmann et al., 2012) and agreement (Carreiras et al., 2010; Heim 
et al., 2010) level. In this regard, the profile of activation of the left IFG 
seems to mirror the presence of equivalent early negativities for cate
gorical and agreement violations at the two-word level (Hasting and 
Kotz, 2008). Outside of the left IFG, these two domains differentially 
engage additional brain regions: superior and posterior middle temporal 
regions are activated by categorical errors (Herrmann et al., 2012), 
while agreement violations are processed by premotor and parietal re
gions (Carreiras et al., 2010; Heim et al., 2010; Fig. 3B). Differences 
between the types of agreement violations, which were previously 
observed at the behavioral level (Faussart et al., 1999) and linked to late 
ERP components (Barber and Carreiras, 2003, 2005), map outside of the 
left IFG. In particular, the right parietal lobe has been linked to pro
cessing number violations (Carreiras et al., 2010), while grammatical 
gender processing has been linked to the left parietal lobe (Heim et al., 
2010). Accordingly, these two regions might be linked to late repairing 
processes, indexed by previous behavioral (Faussart et al., 1999) and 
ERP studies (Barber and Carreiras, 2003, 2005). 

2.1.4. Neural indexes of syntactic violation processing: causality 
Rationale. A limitation of neuroimaging techniques is that they allow 

to test only a correlational link between brain activity and a given lin
guistic process of interest. To overcome this limitation, two comple
mentary approaches have been employed. First, neuroimaging and 
behavioral data have been acquired from patients with specific brain 
lesions (Vaidya et al., 2019). Second, neurostimulation techniques such 
as Transcranial Magnetic Stimulation (TMS) have been employed to 
temporarily disrupt brain functioning in healthy participants engaged in 
specific tasks of interest (Hartwigsen, 2015), possibly in combinations 
with neuroimaging techniques. The rationale of both approaches is that, 
if a brain region is necessary for a given process of interest, its perma
nent damage (lesion studies) or transient perturbation (TMS studies) 
should affect the behavioral or neural correlates of the operation of 
interest. 

Cortical lesions. Patient and neurostimulations studies employing 
two-word syntactic violations have focused on Broca’s area, given the 
fMRI studies described above. In a follow-up study employing the ESN 
paradigm, Jakuszeit and colleagues (2013) compared healthy controls 
and patients with left IFG lesion to test the causal role of this region in 
generating top-down categorical and morphological predictions. The 

presence of top-down syntactic predictions (Lau et al., 2006) could in 
principle explain the earliness of violations effects observed in ERP 
studies (ELAN, Friederici et al., 1993; ESN, Hasting and Kotz, 2008). 
Contrary to healthy controls, patients with left IFG lesion did not show 
an ESN for agreement violations. While this finding has been linked to a 
role of the left IFG in generating top-down predictions (Jakuszeit et al., 
2013), it is also compatible with a role of the left IFG in detecting an 
agreement violation, as by definition this region in patients is damaged 
both during the prediction and integration phase (see also Maran et al., 
2021 for a similar discussion). 

The study of Jakuszeit et al. (2013) also revealed that categorical 
violations elicited a late positivity9 in healthy controls but not in pa
tients. This is in principle compatible with a causal role of the left IFG in 
repairing or re-analysis processes when a minimal syntactic context is 
available. Note that, as an intact P600 was previously observed in pa
tients with Broca’s aphasia (Friederici et al., 1999), it remains an open 
question under which circumstances repairing and re-analysis processes 
can be initiated despite damage of the left IFG. 

Neurostimulation. The causal role of the left IFG in generating cate
gorical predictions has been recently tested in a combined TMS-EEG 
study (Maran et al., 2021). In this study, the authors employed an ESN 
paradigm with categorical violations, with determiners and pronouns 
being followed by nouns or verbs. Using online TMS,10 Broca’s area 
functioning was disrupted specifically at the predictive stage of a 
two-word phrase (e.g., during a determiner predicting a noun). 
Compared to lesion studies (Jakuszeit et al., 2013), this approach has the 
advantage of inducing a temporally specific interference, targeting a 
specific cognitive process. Interestingly, the authors reported a pro
longed early negativity effect, possibly reflecting the overlap of an ESN 
and a second posterior effect, followed by a late positivity. However, 
these components were not affected by Broca’s area stimulation at the 
predictive stage. Even at a more fine-grained level of analysis, with an 
accurate modelling of the TMS-induced electrical field (Numssen et al., 
2021; Weise et al., 2020), no effect of Broca’s area disruption during the 
predictive phase could be observed. As the authors suggested, these 
findings do not support a causal role of Broca’s area in generating syn
tactic predictions at the categorical level, but are compatible with a role 
of this region in the bottom-up integration of words into constituents. 
This remains a testable hypothesis for future studies. Indeed, a previous 
study found an effect of TMS over the left IFG during the second word 
(Sakai et al., 2002), when focusing on violations of verb transitivity in 
basic two-word construction. Note however that this study was con
ducted on a very limited sample size (N = 6). 

The causal involvement of Broca’s area in syntactic processing, and 
specifically in agreement analysis, has been further tested by an online 
TMS behavioral study (Carreiras et al., 2012). In this study, participants 
performed a grammaticality judgement task on determiner phrases, 
which contained agreement violations or were well-formed. Replicating 
previous findings (Carreiras et al., 2010), faster RTs were observed for 
grammatical than ungrammatical items. Crucially, this difference was 
selectively reduced by TMS over Broca’s area. This study therefore 
provides initial evidence for the causal involvement of Broca’s area in 
morphosyntactic processing, and specifically in the syntactic checking 
and integration of features, given that TMS was delivered during the 
second word of a constituent. In light of this study, the absence of an ESN 

9 In this study, categorical violations failed to elicit a significant ESN effect in 
both controls and patients. Importantly, the small number of patients and 
healthy controls included in the study of Jakuszeit and colleagues (10 per 
group) might have made the study underpowered, especially for detecting early 
categorical effects, where two types of constituents (determiner phrases and 
sentences) are present in each level of grammaticality.  
10 The term online TMS is used to refer to the delivery of TMS pulses during 

the task, as opposed to offline TMS where after-effects of the stimulation are 
used to induce a virtual lesion (for a review, see Hartwigsen, 2015). 
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for agreement violations in patients with left IFG lesions (Jakuszeit 
et al., 2013) could also reflect a deficit in bottom-up integration rather 
than top-down prediction. 

Critical summary. The available patient (Jakuszeit et al., 2013) and 
TMS (Carreiras et al., 2012) studies support a causal involvement of 
Broca’s area in processing syntactic violations in the agreement domain. 
Further studies are needed to draw stronger conclusions on the causal 
role of this region in categorical processing. On the one hand, patient 
studies in this domain (Jakuszeit et al., 2013) might have been affected 
by reduced statistical power (see footnote 9). On the other hand, Broca’s 
area might have been stimulated during an earlier phase compared to 
the critical one (i.e., the prediction rather than the integration phase) in 
the study of Maran and colleagues (2021). In this regard, the available 
evidence from the agreement domain supports a role of this region in 
bottom-up syntactic integration rather than prediction, given that its 
stimulation during the second word causally affected the participants’ 
performance (Carreiras et al., 2012). 

On a final note, recent methodological advances allow to precisely 
estimate the degree of stimulation of target regions when using neuro
stimulation techniques (Numssen et al., 2021; Weise et al., 2020), 
revealing graded effects at the individual level (e.g., Kuhnke et al., 
2020). This method represents a promising tool for future TMS studies 
on syntactic processing. 

2.1.5. Syntactic violations: syntactic Mismatch Negativity (sMMN) 
Rationale. Syntactic Mismatch Negativity (sMMN) studies employ an 

adapted version of the classic oddball paradigm, in which a rarely pre
sented deviant stimulus occurs among repeated standard stimuli. In its 
traditional form, deviant and standard stimuli are presented acoustically 
to the subjects, who are distracted by means of a silent movie. A classic 
ERP finding is the observation of an increased response (MMN) for the 
deviant stimuli compared to the standard ones (Näätänen et al., 1978). 
Traditional MMN paradigms have focused on central auditory process
ing, as standard and deviant stimuli usually differ along a dimension of 
interest such as frequency and intensity (for a review see Näätänen et al., 
2007). In its sMMN form, a grammatical (e.g., “we come”) and an un
grammatical (e.g., “*we comes”) construction are used as stimuli, being 
employed both as a standard and as a deviant in the oddball (Fig. 4). For 
example, in a first block “we come” and “*we comes” are used as stan
dard and deviant, respectively. In a second block, the opposite assign
ment is employed, taking care to counterbalance the order of the blocks 
across subjects (Pulvermüller and Shtyrov, 2003). The sMMN effect 
consists in a larger MMN response evoked by ungrammatical deviants 

compared to grammatical ones (Fig. 4), usually observed with a latency 
smaller than 200 ms (Pulvermüller and Shtyrov, 2003; Shtyrov et al., 
2003). This effect stems from automatic linguistic processing, as simi
larly to the classic MMN studies participants are usually actively 
distracted by means of silent movies. 

In sMMN paradigms, great care is taken to control for acoustic fea
tures of the stimuli. Procedures such as the cross-splicing technique 
make the different items acoustically identical up to the information 
which makes trials grammatical or ungrammatical (Pulvermüller and 
Shtyrov, 2003). Furthermore, control conditions are included to ensure 
that the sMMN depends on grammaticality and is not confounded by 
acoustic features (e.g., the presence of the “-s” suffix in the examples 
above). In this regard two strategies are usually employed. Additional 
blocks can be included, in which the two second words are presented out 
of context (e.g., “[noise] come”, “[noise] comes”), both as deviants and 
standards. The MMN response to these stimuli can be subtracted from 
the respective two-word utterances (e.g. “we come” – “[noise] come” 
and “*we comes” – “[noise] comes”), therefore allowing to control for 
acoustic differences between grammatical and ungrammatical items 
(Shtyrov et al., 2003). A second strategy consists in using two-word 
constructions which make grammaticality orthogonal to the suffix and 
first word (e.g., “Mä tuon”, I bring[1ST PERSON SINGULAR], “*Mä tuot”, *you 
bring[2ND PERSON SINGULAR], “*Sä tuon”, you bring[1ST PERSON SINGULAR], “Sä 
tuot”, you bring[2ND PERSON SINGULAR], from the Finnish materials in 
Shtyrov et al., 2003). From a methodological point of view, the use of 
only few two-word items in each study (e.g., one correct and one 
incorrect) might allow to characterise very early stages of linguistic 
analysis, which might be lost in the ERP averaging process if stimulus 
materials variance results in jittered evoked activity (Pulvermüller and 
Shtyrov, 2003). At the same time, generalizability of the results needs to 
be ensured by varying the stimulus lists across studies. 

Automaticity. As in the case of attended syntactic violations, sMMN 
paradigms have mostly focused on agreement and categorical features. 
At the agreement level, sMMN effects have been reported in several 
languages: English (Hanna et al., 2016; Pulvermüller and Shtyrov, 2003; 
Pulvermüller et al., 2008), Finnish (Shtyrov et al., 2003), French 
(Brunellière et al., 2007; Hanna et al., 2014) and German (Hasting et al., 
2007; Lucchese et al., 2017a; Lucchese et al., 2017b; Pulvermüller and 
Assadollahi, 2007). These studies converge in reporting an automatic 
effect of grammaticality, with ungrammatical two-word utterances used 

Fig. 3. : Summary of neuroimaging studies employing two-word syntactic violations. (A) Overview of the ERP studies; (B) Key brain regions highlighted by fMRI 
studies. BA44: Brodmann area 44; STG: superior temporal gyrus; PMC: premotor cortex; IPL: inferior parietal lobe; IPS: intraparietal sulcus. 
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as deviants eliciting a more negative11 MMN that the correct counter
parts, generally occurring before 200 ms. Similar effects have been re
ported in sMMN studies employing violations at the categorical level 
(Hasting et al., 2007; Herrmann et al., 2009). 

From a cognitive point of view, the sMMN effect has been described 
as a neurophysiological trace of syntactic priming (Hasting et al., 2007; 
Pulvermüller and Shtyrov, 2003). At least at the agreement level, this 
effect has been linked to facilitation for grammatical structures rather 
than the result of violation detection, as no difference was observed 
between the MMN evoked by ungrammatical deviants and words pre
sented following noise (Pulvermüller and Shtyrov, 2003, 2006). It is 
unclear whether this explanation applies to categorical sMMN effects, as 
a recent syntactic priming study including a baseline condition reported 
only inhibition effects for ungrammatical constructions (Pyatigorskaya 
et al., 2021). An interesting hypothesis is that these diverging findings 
might reflect a difference between the processing of agreement features 
(Pulvermüller and Shtyrov, 2003) and categorical information (Pyati
gorskaya et al., 2021). In this regard, it has been pointed out that the 
sMMN components for agreement and categorical violations have 
different topographies (Hasting et al., 2007), possibly reflecting separate 
underlying processes. 

Rule-based analysis. One potential issue which arises when comparing 
grammatical and ungrammatical expressions is that these conditions 
differ not only at the syntactic level, but also in the frequency of 
occurrence, which is virtually zero for violations. Accordingly, the 
sMMN and the results from the studies employing syntactic violations 
reviewed above might reflect either a grammatical process or purely 
differences in transition probabilities. Two carefully designed sMMN 
experiments addressed this issue, supporting a purely grammatical na
ture of the processes reflected in this ERP component. The rationale of 
these two sMMN studies (Herrmann et al., 2009; Pulvermüller and 
Assadollahi, 2007), focusing on categorical and agreement features 
respectively, is very similar. In both studies, together with grammatical 
(frequent) and ungrammatical two-word expressions, rare grammatical 
constructions were used. The authors hypothesised that, if the sMMN 
reflects the application of grammar, the MMN evoked by rare and 
common grammatical constructions would be similar and smaller than 
syntactic violations. This is exactly what was observed in both studies, 
providing evidence for a purely grammatical explanation of the reported 
effects. 

Seriality vs. interactivity. Studies employing basic sMMN paradigms 

support the notion that syntactic analysis occurs in an automatic 
fashion. Building on these findings, a recent multi-feature sMMN para
digm (see Näätänen et al., 2004 for a description) sought to investigate 
whether lexico-semantic and syntactic processing would occur strictly in 
a serial fashion or would interact in early stages of processing (Lucchese 
et al., 2017b). In this study, two dimensions of the utterances were 
manipulated, namely the lexicality of the second word (real verb or 
pseudo-verb) and the grammaticality of the agreement relationship 
between pronoun and second word. This study reported an early inter
action between lexicality and agreement analysis, challenging serial 
processing of linguistic information. While a clear sMMN effect was 
observed for the double violation, the fact that the MMN of grammatical 
items and agreement violations realised with real verbs were not sta
tistically different is somehow difficult to interpret. One possibility is 
that this pattern of results depends on the multi-feature nature of the 
sMMN paradigm employed by the authors. Given the relevance of this 
research question for psycholinguistic models of language comprehen
sion, future replications of this study might provide clear insights into 
the early interaction between lexical access and agreement feature 
analysis. The syntactic priming studies employing inflected 
pseudo-words reviewed above can further provide a behavioral back
ground to this line of research. 

Neural generators. With respect to the neural generators of the sMMN, 
the available evidence points towards an involvement of the left superior 
temporal lobe (Hanna et al., 2016; Herrmann et al., 2009; Shtyrov et al., 
2003) and frontal (Pulvermüller and Shtyrov, 2003) regions, with one 
study highlighting Broca’s area in particular (Hanna et al., 2014). 
Additionally, sources in the primary auditory cortex have also been re
ported in one study (Herrmann et al., 2009), in which the sMMN effect 
was observed only in the presence of overt marking of the category. At 
present it is still unclear why no consistent source localization of the 
sMMN is present in the literature. Some authors have suggested that the 
different results might depend on the neuroimaging techniques used 
(Herrmann et al., 2009; Pulvermüller and Shtyrov, 2006), as the sMMN 
was localised in the left frontal cortex in EEG studies (Hanna et al., 2014; 
Pulvermüller and Shtyrov, 2003), while the involvement of the temporal 
lobe was shown with MEG recordings (Hanna et al., 2016; Herrmann 
et al., 2009; Shtyrov et al., 2003). The diverging findings might be 
grounded in the different sensitivity of EEG and MEG to radial and 
tangential dipoles, or to distortions inherent to the source localization 
procedure (Baillet, 2017). Thus, at present further evidence is needed to 
draw more precise conclusions on the neural generators of the sMMN. 
Studies acquiring simultaneous EEG and MEG recordings might provide 
crucial insights on the localization debate (Baillet, 2017). 

Additional aspects. While the reviewed studies highlighted the 

Fig. 4. : Summary of the sMMN studies. (A) List of studies, with an overview of the included manipulations; (B) Example of a standard sMMN paradigm.  

11 In one study (Lucchese et al., 2017a) an effect of the opposite polarity was 
observed, possibly due to the short SOA used by the authors. 
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relevance of the sMMN for characterising syntactic processes, this 
paradigm might also have important clinical applications. In particular, 
the sMMN might allow to avoid both an under- and an over-estimation 
of linguistic functioning, which would otherwise interfere both with the 
diagnosis and treatment evaluation. On the one hand, this paradigm 
ensures that non-specific effects of lesions or conditions (e.g., fatigue or 
lack of sustained attention) lead to an underestimation of patients’ 
functioning, given that no task is employed. On the other, the lack of a 
task might allow to evaluate the treatment outcome, linking it specif
ically to linguistic abilities. This is of particular importance as at later 
stages of recovery task-related and strategic processes might become 
available to patients, leading to an overestimation of their language 
abilities (Lucchese et al., 2017a). Recently, a sMMN multi-feature 
paradigm has been used to assess the outcome of speech language 
therapy in patients with post-stroke aphasia (Lucchese et al., 2017a). In 
this study, the MMN was recorded employing a grammatical two-word 
expression, a grammatical but not lexical sentence (pronoun and 
correctly inflected pseudo-verb) and an agreement violation. Patients 
were tested before and after four weeks of intensive training. Treatment 
selectively affected the MMN evoked by grammatical constructions and 
correctly inflected pseudo-word sentences. This finding nicely fits with 
the observation that ungrammatical constructions and words out of 
context elicit comparable MMN (Pulvermüller and Shtyrov, 2003), 
possibly suggesting that speech therapy began to restore the function
ality of the syntactic combinatorial mechanism. However, considering 
the small sample size (N = 10) and the lack of a significant correlation 
between the changes in the MMN amplitude and standardised clinical 
inventories of language abilities, further studies are needed to draw 
stronger conclusions. Furthermore, the lack of a healthy control group 
and of an analysis based on the grammaticality of the deviant does not 
allow to estimate whether a proper sMMN effect was restored following 
speech therapy. 

A further application of the sMMN paradigm is the study of the 
neural basis of second language acquisition. In this context, the sMMN is 
an idea tool to quantify rapid and automatic syntactic processes, as the 
ones supporting everyday language use (Hanna et al., 2016). Further
more, considering that only few stimuli are used as standards and de
viants, it is possible to test grammatical knowledge even in learners who 
might have a small vocabulary of the second language. In a two-word 
study focusing on agreement features, Hanna and colleagues (2016) 
compared the sMMN response of English native speakers and non-native 
learners with different levels of proficiency. Interestingly, comparable 
sMMN were observed for native speakers and learners with high-level of 
proficiency, in both cases larger than the non-proficient group. 
Furthermore, sMMN effects were localised in the bilateral superior 
temporal lobes, and significant correlations were found between 
source-level activity and behavioral measures of syntactic abilities. 
Thus, this finding supports the notion that second language analysis 
might be supported by early and automatic mechanisms, similar to those 
of the first language. 

We conclude this section by pointing out that, as in some studies 
employing attended syntactic violations (Barber and Carreiras, 2003, 
2005; Jakuszeit et al., 2013; Maran et al., 2021), some sMMN studies 
reported a second negativity following the early effect of grammaticality 
(Hanna et al., 2014; Hasting et al., 2007; Herrmann et al., 2009). As we 
have previously proposed (Maran et al., 2021), this negativity could 
reflect to the detection of a violation between an expected suffix and the 
current one being heard. The presence of this effect in sMMN paradigms 
provides initial evidence for an automatic nature of its underlying 
cognitive process. 

Critical summary. Studies employing the sMMN paradigm have pro
vided evidence for automatic rule-based syntactic processes, indepen
dent of transition probabilities (Herrmann et al., 2009; Pulvermüller and 
Assadollahi, 2007). This notion converges on the subliminal syntactic 
priming studies discussed above. While the available evidence points 
towards neural generators in the fronto-temporal cortices (Hanna et al., 

2014, 2016; Herrmann et al., 2009; Pulvermüller and Shtyrov, 2003), 
further studies are still needed for a precise definition of the sMMN 
sources. In this regard, the combination of EEG and MEG might provide 
further insights into the role of the neuroimaging technique employed in 
mapping sMMN onto frontal or temporal regions (Herrmann et al., 2009; 
Pulvermüller and Shtyrov, 2006). At present, only few studies have 
adopted the sMMN paradigm to investigate the acquisition (Hanna et al., 
2016) or repairing (Lucchese et al., 2017a) of syntactic abilities, which 
await further replication. Given the advantages offered by the sMMN to 
address these aspects (i.e., absence of an overt task and the requirement 
of a limited vocabulary knowledge), the replication of these two studies 
might provide a new and impactful tool to evaluate linguistic abilities in 
healthy and clinical conditions. 

2.2. Phrases and sentences versus lists 

Rationale. The rationale of the phrase/sentence-versus-list paradigm 
is simple: phrases (e.g., a determiner phrase) are characterised by hi
erarchical dependencies between a head (e.g., a determiner) and a 
dependent (e.g., a noun), while lists (e.g., a noun followed by a noun) are 
not. Therefore, this paradigm can be used to highlight the neural cor
relates of hierarchical processing in language. In principle, hierarchical 
processing can be tested comparing sentences and lists beyond the two- 
word level, an approach employed by several fMRI (Goucha and Frie
derici, 2015; Matchin et al., 2017; Snijders et al., 2010; Zaccarella et al., 
2017a) and MEG studies (Hultén et al., 2019; Lam et al., 2016; Schof
felen et al., 2017). However, unless careful control conditions are 
included (Goucha and Friederici, 2015; Pallier et al., 2011), contrasting 
sentences and lists does not highlight specifically syntactic composition, 
since in the former type of stimuli both hierarchical structure and sen
tential meaning are built. Furthermore, long sentences differ from lists 
not only because of the presence of a hierarchical structure, but also 
because of “progression effects”. In particular, words which are part of a 
sentence, especially in late positions, benefit from contextual effects 
which are absent in the list conditions and have been linked to specific 
neurophysiological correlates (Hultén et al., 2019; Lam et al., 2016). 
Thus, by highlighting the single analysis of the head-dependent rela
tionship, two-word constructions provide an ideal level of observation of 
hierarchical processing. 

We discuss in this section also a recent MEG study conducted in 
Standard Arabic language (Matar et al., 2021), which tested hierarchical 
processing by manipulating syntactic complexity in semantically 
matched two-word expressions. This study did not include a list condi
tion, as three different structures were compared: indefinite phrase, 
definite phrase, full sentence. However, the comparison of syntactic 
trees of increased complexity is related to contrasting structures with 
and without a hierarchical structure. 

2.2.1. Phrases and sentences versus lists: neurophysiological correlates 
EEG and MEG studies employing the phrase-versus-list paradigm 

mostly focused on the oscillatory dynamics of syntactic processing, 
rather than its ERP correlates. This allowed researchers to interpret their 
findings in light of a rich literature, addressing how specific rhythms can 
be well-suited for distinct linguistic computations (for reviews see: 
Benítez-Burraco and Murphy, 2019; Lewis et al., 2015; Meyer, 2018; 
Murphy, 2015; Weiss and Mueller, 2012). This approach complements 
and extends the ERP literature on syntactic processing, mostly based on 
the use of violations (Friederici, 2011). Furthermore, it provides the 
possibility to understand the neural basis of syntactic composition under 
primary principles governing brain functioning, such as the coordina
tion of neural activity within networks (Friederici and Singer, 2015; 
Fries, 2015) and the processing and integration of information which 
might occur at different time-scales (Meyer, 2018). 

Alpha and beta oscillatons. Alpha and beta oscillations have been 
linked to syntactic binding by recent EEG (Poulisse et al., 2020; Segaert 
et al., 2018) and MEG (Hardy et al., 2022; Matar et al., 2021) studies, 
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albeit with their results not always converging. For example, while 
Segaert and colleagues (2018) showed increased synchronization of 
alpha and beta oscillations for pseudo-sentences (e.g., “He grushes”) 
compared to lists of two pseudo-verbs, the same effect did not reach 
significance in a follow-up study (Poulisse et al., 2020). Furthermore, an 
MEG study employing the same paradigm reported an effect in the 
opposite direction in the alpha band (Hardy et al., 2022), together with 
changes in connectivity in this rhythm between the left IFG and tem
poral lobe following the presentation of the second word. Potential 
differences in the language of investigation (Dutch and English) and in 
the neuroimaging techniques employed (MEG and EEG) in these two 
studies might need to be addressed in future replication studies. On the 
one hand, MEG is less sensitive than EEG to dipoles oriented radially to 
the skull (Ahlfors et al., 2010; Baillet, 2017) and to deeper sources of 
activity (Baillet, 2017; Goldenholz et al., 2009). On the other, EEG signal 
is more affected by spatial distortions stemming from the different 
electrical conductivities of the biological tissues interposed between the 
brain and the electrodes (Baillet, 2017; Da Silva, 2013; van den Broek 
et al., 1998). Finally, another recent MEG study (Matar et al., 2021) 
comparing two-word constituents of different syntactic complexity 
linked hierarchical processing to beta-band12 oscillations. 

Age-related changes. A recent study conducted in English, adapting 
the paradigm of Segaert and colleagues (2018), tested whether differ
ences in the neural correlates of syntactic binding could be observed 
when comparing older and young adults (Poulisse et al., 2020). This 
study builds on previous evidence showing that, especially in the 
absence of semantic information, the older population shows impair
ment in processing basic two-word constructions (Poulisse et al., 2019). 
Older adults showed increased synchronization in the theta, alpha and 
beta bands for the list condition compared to the pseudo-sentence. 
Significant differences between groups in the syntactic binding effect 
(pseudo-sentence versus list) were observed in the alpha band, reflecting 
the trend13 present in the young adults and the effect in the opposite 
direction observed in the older adults. It must be noted that in this study 
significant differences between pseudo-sentences and lists were also 
observed in the time- and phase-locked ERPs, with increased positivity 
in the P1, P3 and P600 components. 

Critical summary. The available EEG and MEG studies employing the 
phrase-versus-list paradigm point towards an involvement of alpha and 
beta oscillations in syntactic binding (Fig. 5), albeit sometimes with 
effects in opposite directions (Hardy et al., 2022; Segaert et al., 2018). 
The role of the specific neuroimaging techniques (EEG and MEG) and 
tested languages (e.g., Dutch and English) in driving conflicting findings 
should be examined by future studies. Importantly, differences between 
the complexity of constituents (e.g., definite and indefinite phrases, 
sentences) described in the field of theoretical linguistics affect the 
neurophysiological correlates of syntactic binding (Matar et al., 2021), 
and should be carefully considered when contrasting them against lists. 

As shown in Fig. 5, some of these studies reported differences be
tween constituents and lists extending across the first and second word 
of the stimuli. While these findings are in principle compatible with the 
co-existence of syntactic expectation and integration, some of the sta
tistical tests employed in these studies (e.g., cluster-based permutation 
test) bear limitations on the claims that can be made regarding the la
tency of a given effect (see Sassenhagen and Draschkow, 2019 for a 
detailed discussion). Furthermore, in some of these studies the first word 
was a real pronoun in the constituent condition and a pseudo-verb in the 
list, therefore confounding the generation of syntactic predictions with 
lexicality. Further studies, building on the present methodological 

considerations, might provide a solid link between alpha and beta os
cillations and incremental parsing operations. 

2.2.2. Phrases and sentences versus lists: functional localization 
The cortical syntactic network. The comparison of phrases versus lists 

has highlighted the left IFG and the PTL as key regions involved in hi
erarchical processing. A first fMRI study by Zaccarella and Friederici 
(2015b) contrasted determiner phrases including a German 
pseudo-noun (e.g., “Diese Flirk”, this flirk) and noun-pseudo-noun lists 
(e.g., “Apfel Flirk”, apple flirk). Additional one-word conditions were 
presented, including a determiner or a noun followed by a non-linguistic 
character string. Increased activity was found in the ventral-anterior 
portion of BA44 for two-word phrases, which was the only condition 
with hierarchical dependency between the linguistic units. Conversely, 
evolutionary older brain regions, such as the frontal operculum (FOP) 
and anterior insula (aINS), reflected mere accumulation of words, with 
increased activation for both two-word phrases and lists compared to 
single words (Zaccarella and Friederici, 2015a, 2015b). 

With the exception of one study (Bozic et al., 2015), which observed 
a bilateral temporal pattern of activation, the other studies employing 
this paradigm support a role of a left-lateralized network in building 
basic two-word constituents. At the two-word level, activity of the left 
IFG might be amplified by merging operations involving closed-class 
elements. In a follow-up fMRI study (Schell et al., 2017), participants 
were presented with a German noun in isolation or in two phrasal 
contexts, following either a determiner or an adjective. Compared to 
single words, both types of phrases resulted in increased activation of 
the left Broca’s area, albeit with different patterns. Phrases including a 
closed-class element activated specifically Broca’s area pars opercularis 
(BA44), while increased activation in the pars triangularis (BA45) was 
found for the combination of an adjective and a noun (see also Schell 
et al., 2022 for a dissociation between BA 44 and 45 in representing 
determiner phrases and noun phrases). Additional activations for the 
determiner phrase were observed in the posterior middle temporal gyrus 
(pMTG) and superior temporal sulcus (STS). Direct comparison of the 
determiner phrase against the adjective-noun pair revealed increased 
activity in the ventral portion of the left IFG and posterior temporal 
regions. A similar study conducted in Chinese further supports the role 
of Broca’s area in opening determiner phrases (Wu et al., 2019). This 
study also highlighted directed connectivity from this region to the 
posterior middle temporal lobe as a key neural process for building 
constituents. This finding converges on the recent observation of 
stronger interactions between the left IFG and the temporal lobe during 
the second word of a basic two-word construction (Hardy et al., 2022). 
An involvement of the temporal lobe in hierarchical processing is also 
supported by the recent MEG study with Standard Arabic noun-adjective 
pairs (Matar et al., 2021), briefly introduced at the beginning of this 
section. Notably, in this study effects were observed both during the first 
and second word, pointing towards a role of this region in both syntactic 
prediction and integration. However, the same first words presented in 
isolation in a separate block did not elicit any reliable effect. Therefore, 
potential predictive effects in the PTL might be to a certain extent 
strategic and not automatic. 

Differences with the red-boat studies. We have not discussed in the 
present section the so-called “red boat” studies (e.g., Bemis and 
Pylkkänen, 2011), given that a well-structured research program has 
highlighted the semantic and conceptual nature of this task (Pylkkänen, 
2019, 2020). Studies employing the “red boat” paradigm contrast 
two-word and one-word expressions, in compositional (e.g., “red boat” 
vs “xtp boat”) and list (e.g., “cup boat” vs “xtp boat”) contexts. Across 
multiple studies, activation of the left ATL and ventromedial prefrontal 
cortex (vmPFC) for two-word expressions was observed only in the 
compositional context (and the respective task). However, given that an 
adjective and a noun form a constituent, the absence of effects in the left 
IFG and PTL is somehow unexpected and deserves careful consideration. 

A first possible reason for the null effects in these regions is the lack 

12 Note that Matar and colleagues (2021) reported two clusters (8–32 Hz and 
8–20 Hz) which extend beyond the canonical beta-band (12–30 Hz).  
13 The lack of statistical significance might be due to the reduced power of the 

follow-up study, which included approximately 65% of the trials per condition 
compared to the first study by Segaert and colleagues (2018). 
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of function words in the adjective-noun pairs, as reliable activation of 
the left IFG (Wu et al., 2019; Schell et al., 2017; Zaccarella and Frie
derici, 2015b) and posterior temporal regions (Matar et al., 2021) is 
found when constituents include closed-class elements. Secondly, vari
ability in the time-course of syntactic composition might make this 
process more elusive to techniques with high temporal resolution such 
as MEG and EEG (Kochari et al., 2021), especially in the absence of an 
overt violation. Similarly, activity in left IFG might be more difficult to 
capture with MEG, due to its anatomical position and the reduced 
coverage from the helmet sensors. As previously pointed out (Kochari 
et al., 2021), the use of structural templates rather than individual MRI 
images might also have resulted in a minor sensitivity to changes of 
activity in this region in some of the “red boat” studies, especially given 
the precise localization of composition effects in BA44’s clusters (Zac
carella and Friederici, 2015b). Thirdly, it is important to consider that 
building minimal syntactic structures might rely on synchronized 
oscillatory activity (see previous section) which is not necessary 
phase-locked, contrary to the one highlighted in the “red boat” studies 
(see Murphy et al., 2022 for an exception). Fourth, it is possible that no 
effects were observed in these two regions because in the red-boat En
glish studies the adjective (e.g., “red”) could also be interpreted as a 
noun (e.g., the colour red), resulting in a noun-noun list. Indeed, in 
languages where the presence of inflectional morphology removes am
biguity regarding the category of the first word, increased activation is 
observed in the left IFG for phrases composed of an adjective and a noun 
(e.g., “Blaues Schiff”, blue ship) compared to single words (Schell et al., 
2017). Finally, two studies employing the “red boat” paradigm (Fló 
et al., 2020; Neufeld et al., 2016) have also shown that the neural cor
relates highlighted might, under certain circumstances, reflect 
task-progression or expectancy effects rather than compositional pro
cesses. Experimental designs dissociating explicit and implicit semantic 
processing at the phrasal level (Graessner et al., 2021a) might provide 
useful insights into the task-dependency of the conceptual-semantic 
network activation. 

Critical summary. The left IFG and PTL (Fig. 5B) appear as key regions 
in combining categorical information into hierarchical structures (Matar 
et al., 2021; Schell et al., 2017; Wu et al., 2019; Zaccarella and Frie
derici, 2015b). Within the left IFG and the temporal lobe (Matar et al., 
2021; Schell et al., 2017), differences in brain activations appear to be 
driven by the type of constituents built (e.g., determiner phrases and 
noun phrases; see also Schell et al., 2022). Interestingly, not only 
changes in the level of activation, but also in the transmission of 

information between the left inferior frontal and temporal regions might 
subserve the formation of syntactic constituents (Hardy et al., 2022; Wu 
et al., 2019). A central research question for future studies is whether 
activations of these regions vary cross-linguistically, possibly according 
to the role of serial order in different languages (Bozic et al., 2015). 

2.3. Comparison of nouns and verbs in two-word constructions 

Rationale. In the previous sections we have addressed the neural basis 
of syntactic composition, either with the use of violations or with the 
comparison of constituents and lists. Especially when focusing on 
phrasal building effects, an underlying assumption is the existence of 
neuro-cognitive operations to extract categorical information from 
incoming words. However, despite the fact that nouns and verbs 
represent one of the most basic distinctions found in human languages, 
isolating their neural substrates is a challenging task (Crepaldi et al., 
2011, 2013; Vigliocco et al., 2011), given that these two categories differ 
along several syntactic and semantic dimensions. 

A small number of studies have employed basic two-word con
structions to highlight the neural basis of nouns’ and verbs’ categorical 
representations. Most of these studies share the assumption that, in 
order to observe traces of categorical differences, nouns and verbs need 
to be part of constructions where their syntactic features are necessarily 
extracted (see Vigliocco et al., 2011, for a similar discussion). At present 
these studies allow to draw only preliminary conclusions, given their 
limited number and conflicting findings, possibly stemming from the 
limited sample sizes tested and variability in the employed design and 
materials. To improve the readability of the present work, these studies 
are summarized in Table 1 and in the section “Critical summary” below. 
We limit the in-text discussion only to key studies which allow to 
formulate methodological considerations on which further studies can 
build. 

Paradigms and methodological considerations. A promising approach to 
investigate categorical differences between nouns and verbs is the use of 
homonyms and homophones in minimal syntactic contexts (e.g., “the 
dance”, “they dance”). This manipulation offers two major advantages. 
First, orthographic and acoustic differences are by definition controlled 
for, as nouns and verbs share the same form. Notably, this can be ach
ieved not only in English (Burton et al., 2009; Lee and Federmeier, 2006; 
Pulvermüller et al., 2012; Tyler et al., 2008), but also in some languages 
with a more complex morphological system (e.g., Italian, see Tsigka 
et al., 2014). Second, semantic differences between nouns and verbs can 

Fig. 5. : Summary of studies comparing phrases and sentences against lists. (A) List of E/MEG studies. The symbol ▴ denotes an increase in synchronization driven by 
hierarchical processing, ▾ denotes a decrease in synchronization, = denotes no significant change reported; (B) Key brain regions highlighted by fMRI and MEG 
studies. IFG: Inferior frontal gyrus; pMTG: posterior middle temporal gyrus; pSTG: posterior superior temporal gyrus. 
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be minimized (e.g., “the dance”, “they dance”; Tsigka et al., 2014; Tyler 
et al., 2008), or included as a factor in the experimental design once the 
two categories have different meanings (e.g., “the duck” versus “to 
duck”, Lee and Federmeier, 2006). 

An important methodological consideration, especially for EEG and 
MEG studies, concerns categorical differences between determiners and 
pronouns presented as first words before nouns and verbs in this para
digm. It is important to ensure that any effect observed during the 
presentation of nouns and verbs does not merely reflect a prolonged 
difference stemming from the previous word (see Steinhauer and Drury, 
2012 for similar methodological considerations), since determiners and 
pronouns have been linked to different brain responses (Strijkers et al., 
2019; Tsigka et al., 2014). A first approach to overcome this issue is the 
inclusion of control conditions in which determiners and pronouns are 
presented in isolation, in order to subtract the relative brain responses 
from the two-word conditions. Alternatively, specific analyses need to 
be employed to dissociate pre-target and post-target syntactic effects 
(see Strijkers et al., 2019 for an example). 

Critical summary. At the neural level, categorical differences between 
nouns and verbs might emerge when they are part of constituents, rather 
than presented in isolation (Fiebach et al., 2002; Strijkers et al., 2019; 
Tyler et al., 2008). In most of the reviewed studies, effects have been 
reported in the left IFG (Burton et al., 2009; Pulvermüller et al., 2012; 
Strijkers et al., 2019; Tsigka et al., 2014) and/or PTL (Burton et al., 
2009; Fiebach et al., 2002; Tyler et al., 2008), albeit sometimes in 
opposite directions. For example, increased activation for nouns in the 
left IFG compared to verbs has been reported by some authors (Burton 
et al., 2009; Pulvermüller et al., 2012; Strijkers et al., 2019), while 
Tsigka and colleagues (2014) reported the opposite pattern. Similarly, 
increased activation of the PTL for verbs than nouns has been reported 
by Tyler and colleagues (2008), but the opposite pattern was observed in 
a previous MEG study (Fiebach et al., 2002). 

The lack of convergence across studies should be considered in light 
of important methodological and theoretical considerations. Some of the 

reviewed studies tested a relatively small number of participants (i.e., 
less than 20 participants, see Table 1), which might have resulted in 
reduced power to detect categorical effects. The semantic content of the 
nouns and verbs tested constitutes another factor which might have 
driven conflicting findings across studies. As shown by EEG and fMRI 
studies specifically designed to address this aspect (Burton et al., 2009; 
Lee and Federmeier, 2006; Pulvermüller et al., 2012), semantic differ
ences between nouns and verbs can modulate the activation of the 
language network and surrounding brain regions, and should be care
fully controlled by future studies. 

On a final note, two-word constructions formed with nouns and 
verbs are, in most of the cases, two different types of constituents, 
namely phrases and sentences. Thematic role assignment might be 
differently engaged by these constructions, unless specific types of 
phrases are employed (Zaccarella et al., 2017a). The extent to which 
thematic role assignment is responsible for the effects observed in the 
left IFG and PTL in the reviewed studies remains, at present, an 
important and testable research question for future studies. 

3. Key aspects of basic syntactic composition 

We have reviewed more than fifty studies, conducted in eleven lan
guages, which have employed basic two-word constructions to investi
gate the behavioral and neural basis of syntactic processing. Across these 
studies, four key features of the syntactic combinatorial system have 
emerged, which are summarized in the following sections (Fig. 6). 

3.1. Combining two words into a constituent is a rule-based process 

A first central feature of the syntactic combinatorial system is that it 
builds structures according to abstract grammatical rules, operating at 
the categorical and agreement level. Syntactic priming studies (e.g., 
Goodman et al., 1981; Lukatela et al., 1983, see Section 2.1.1) demon
strated that, when the categorical or agreement features of two words 

Table 1 
Summary of neuroimaging studies comparing nouns and verbs in minimal syntactic contexts.  

Study Technique Sample Language Design Key results 

Burton et al. 
(2009) 

fMRI  12 English Presentation of ambiguous (i.e., homonyms) and 
unambiguous nouns and verbs in a minimal syntactic 
context. 

- Independently of ambiguity, nouns elicited increased 
activation of the left IFG. 
- When ambiguous, nouns elicited a larger response of the left 
pSTS compared to verbs. 
- The opposite effect was observed in this region for 
unambiguous conditions. 

Fiebach et al. 
(2002) 

MEG  6 German Presentation of unambiguous nouns and verbs, in 
isolation or in a two-word context. 

- No differences between nouns and verbs emerged when 
they were presented in isolation. 
- When part of a basic syntactic context, nouns elicited 
increased activation of the PTL compared to verbs. 

Lee and 
Federmeier 
(2006) 

EEG  26 English Presentation of unambiguous nouns and verbs in a 
minimal context. Additional semantically ambiguous 
items were presented, whose meaning could be similar 
(e.g., “to vote” and “the vote”) or vary (e.g., “to duck” 
and “the duck”) according to the assigned category. 

- Independently of semantic ambiguity, nouns elicited a 
larger N400. 
- Unambiguous verbs elicited an increased frontal positivity. 
- Words characterized by both class and semantic ambiguity 
(e.g., “duck”) elicited a sustained fronto-central positivity. 

Pulvermüller 
et al. (2012) 

fMRI  23 English Presentation of noun-verb homonyms, which could be 
inflected or in the stem form, as part of two-word 
syntactic contexts. Homonyms varied along the 
semantic dimension, referring to the arm, face, or leg. 

- A trend towards increased activation of BA44 and the left 
premotor cortex for determiner phrases compared to 
sentences was observed. 
- Activation of the motor system driven by the semantic 
content of the homonyms was observed only in stems. 

Strijkers et al. 
(2019) 

MEG  22 French Presentation of unambiguous nouns and verbs, in 
isolation or in a two-word context. 

- No differences between nouns and verbs emerged when 
they were presented in isolation. 
- When part of a basic syntactic context, nouns elicited 
increased activation of the left and right IFG. A similar effect 
was observed when contrasting determiners and pronouns. 

Tsigka et al. 
(2014) 

MEG  12 Italian Presentation of homonyms (e.g., “dance”) in a minimal 
syntactic context (e.g., “I dance”, “the dance”). 

- Verbs elicited stronger activation than nouns in the left 
inferior frontal and right parietal lobes, together with a larger 
involvement of central areas. 
- Compared to determiners, pronouns elicited stronger 
activation of the left prefrontal and right parietal lobes. 

Tyler et al. 
(2008) 

fMRI  15 English Presentation of noun-verbs homophones, either in 
isolation or in a minimal syntactic context. 

- Verbs resulted in increased activation of the left pMTG, but 
only when presented in a basic syntactic context.  

M. Maran et al.                                                                                                                                                                                                                                 



Neuroscience and Biobehavioral Reviews 142 (2022) 104881

15

are not compatible, linguistic processing is disrupted. Similarly, E/MEG 
studies showed that categorical and agreement violations elicit syntactic 
negativities (e.g., Barber and Carreiras, 2003; Hasting and Kotz, 2008; 
Pulvermüller and Shtyrov, 2003), whose early latency is compatible 
with a fast and efficient application of grammatical rules. The rule-based 
nature of syntactic composition is further supported by two sMMN 
studies (Herrmann et al., 2009; Pulvermüller and Assadollahi, 2007), 
comparing grammatical structures of different frequency and ungram
matical ones. In particular, the early stage of syntactic analysis reflects a 
binary decision: either an utterance follows the rules of a given grammar 
or it does not, independently from its frequency of occurrence in natural 
language. This claim is further reinforced by the observation of syntactic 
priming effects (e.g., Gurjanov et al., 1985; Katz et al., 1987; Lukatela 
et al., 1982, 1983) and negativities (Münte and Heinze, 1994) when 
grammatical rules are violated in two-word constructions with 
pseudo-words, which by definition do not occur in natural language. 
Converging evidence comes from studies which have compared con
stituents and lists built with pseudo-words (Hardy et al., 2022; Poulisse 
et al., 2019; Segaert et al., 2018; Zaccarella and Friederici, 2015b). 

The rule-based combinatorial process strongly relies on the purely 
syntactic nature of function words (Barber and Carreiras, 2005; Colé and 
Segui, 1994; Schell et al., 2017) and inflectional morphemes (Lukatela 
et al., 1982, 1983). Indeed, a recent study showed that different function 
words seem to initiate specific pathways to extract the categorical fea
tures of upcoming words (Pyatigorskaya et al., 2021), on which the 
combinatorial system can operate. Interestingly, when both function 
words and inflectional particles are missing in a two-word construction 
(e.g., “red boat”), a different compositional system seems to be engaged, 
operating on the conceptual features of the two content words (Lukatela, 
Carello et al., 1987; Pylkkänen, 2020). This might reflect an early 
recognition of the impossibility of building a grammatical structure 
starting from an adjective[SINGULAR] and a noun[SINGULAR] (“*Red boat 
sails down the river”), which would require a function word preceding 
them (“A red boat sails down the river”) or inflectional plural marking 
present (e.g., “Red boats sail down the river”). 

3.2. Early syntactic analysis occurs automatically, followed by task- 
dependent processes 

Both behavioral and neurophysiological data at the two-word level 
support an automatic nature of syntactic analysis. In particular, syn
tactic priming effects have been observed when SOA manipulations 

reduced the time available for strategic processes (Colé and Segui, 1994; 
Katz et al., 1987; Lukatela et al., 1982) and, at least at the categorical 
level, with subliminal presentation of the prime (Berkovitch and 
Dehaene, 2019; Pyatigorskaya et al., 2021). Notably, in this paradigm 
participants seem unable to avoid analysing the grammatical relation
ship between prime and target, despite not being necessary to provide a 
correct answer (Faussart et al., 1999; Seidenberg et al., 1984). 
Converging evidence for automaticity in syntactic analysis comes from 
the observation of the ESN during visual distraction conditions (Hasting 
and Kotz, 2008) and by several sMMN studies (Hanna et al., 2014; 
Hasting et al., 2007; Herrmann et al., 2009; Pulvermüller et al., 2008; 
Pulvermüller and Assadollahi, 2007; Shtyrov et al., 2003). Both ERP 
components are characterized by early latency onsets, in line with a fast 
and efficient application of syntactic analysis. 

This first and automatic step of analysis is followed by late controlled 
processes. At the behavioral level, they might contribute to the larger 
syntactic priming effects which are observed when the prime is not 
masked (Berkovitch and Dehaene, 2019; Pyatigorskaya et al., 2021). At 
the neural level, a late positivity (P600) follows the early syntactic 
negativities when participants are performing a task or are not actively 
distracted (Barber and Carreiras, 2005; Hasting and Kotz, 2008; Jakus
zeit et al., 2013; Maran et al., 2021). Interestingly, differences between 
types of agreement violations (i.e., gender vs number) have been 
described in this time-window (Barber and Carreiras, 2003, 2005), in 
line with the notion of a longer re-analysis step when the violated syn
tactic feature (i.e., gender) is expressed by the stem (Faussart et al., 
1999). 

Overall, the reviewed studies support a two-fold model of syntactic 
analysis. A first step, occurring in an automatic fashion, provides a bi
nary outcome: either something is grammatical or it is not (Herrmann 
et al., 2009; Pulvermüller and Assadollahi, 2007), independently of 
frequency effects. This diagnostic process is characterised by a fast and 
efficient analysis of information, as reflected in the early latencies of the 
ESN (Hasting and Kotz, 2008) and sMMN (Hasting et al., 2007; Herr
mann et al., 2009; Pulvermüller and Assadollahi, 2007) components. As 
a second step, repairing and re-analysis processes can be subsequently 
engaged in a task-dependent manner, reflected in the P600 component. 
Note that in this time-window fine-grained differences along a contin
uum might emerge within ungrammatical structures, possibly driven by 
the depth of the re-analysis and repair processes invoked (Barber and 
Carreiras, 2005; Faussart et al., 1999). 

Fig. 6. : The three levels of description of basic 
syntactic composition. At the formal level, 
grammar (in green) provides a set of abstract 
rules which govern the combination of two 
words into a constituent. At the computational 
level, grammatical rules are implemented with 
the automatic extraction and integration of 
syntactic features (e.g., category) of incoming 
words. At the neural level, basic syntactic 
composition relies on a syntactic network 
composed of BA44 and the PTL, and on the 
functional interaction between these two 
regions.   
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3.3. The left IFG and posterior temporal lobe are key regions of the 
syntactic combinatorial system 

Data from all the reviewed paradigm (syntactic violations, phrases/ 
sentences versus lists, comparison of nouns and verbs) support a central 
role of Broca’s area and the posterior temporal lobe in analysing and 
combining grammatical information in two-word constituents. Several 
fMRI and MEG studies showed an involvement of Broca’s area in 
detecting an incompatibility between the syntactic features of an 
incoming word and the preceding one, both at the categorical level 
(Herrmann et al., 2012) and agreement level (Carreiras et al., 2010; 
Hanna et al., 2014; Heim et al., 2010). Additional activations vary ac
cording to the type of violation, as categorical errors engage the bilateral 
STS (Herrmann et al., 2012), while the premotor cortex and the parietal 
lobe are activated by agreement errors (Carreiras et al., 2010; Heim 
et al., 2010). Even in the absence of violations, an involvement of the left 
IFG (Hardy et al., 2022; Schell et al., 2017; Wu et al., 2019; Zaccarella 
and Friederici, 2015b) and PTL (Matar et al., 2021; Wu et al., 2019) in 
syntactic composition is supported by the phrase-versus-list compari
sons, with stronger activations and connectivity between these regions 
driven by hierarchical syntactic processing. Importantly, the involve
ment of these two regions in syntactic composition has been observed 
both in the auditory (Hardy et al., 2022; Heim et al., 2010; Herrmann 
et al., 2012; Schell et al., 2017) and visual (Carreiras et al., 2010; Heim 
et al., 2010; Matar et al., 2021; Wu et al., 2019; Zaccarella and Frie
derici, 2015b) modality, pointing towards modality-independent oper
ations in these regions. This is further supported by recent studies 
showing that the left IFG (Trettenbrein et al., 2020) and the posterior 
temporal lobe (Matchin et al., 2022) are central regions in processing 
signed languages, in line with the abstract nature of their linguistic 
operations. Similarly, recent evidence from artificial grammar para
digms supports the involvement of the left IFG and PTL in abstract 
categorical processes (Chen et al., 2019, 2021), putting forward the 
working hypothesis that dissociations between the left IFG and PTL in 
syntactic composition can be traced—the left IFG being specialized in 
building up hierarchies on the basis of categorical features, the PTL 
integrating hierarchies with other sources of linguistic information, 
including meaning. Under this account, the information exchange be
tween the left IFG and PTL would allow to reconstruct the hierarchical 
dependencies characterizing human language, providing an analysis 
that will also interface with the semantic system. 

Interestingly, the same regions activated by the detection of syntactic 
violations and hierarchical processing (i.e., left IFG and pMTG/STG) 
seem to be involved in processing differences between constituents 
formed with nouns and verbs (Burton et al., 2009; Pulvermüller et al., 
2012; Strijkers et al., 2019; Tsigka et al., 2014; Tyler et al., 2008). An 
interesting hypothesis is that the effects observed in the left 
fronto-temporal syntactic network reflect the different load on the 
combinatorial mechanism when building constituents with nouns or 
verbs, rather than categorical effects per se. While, at least in languages 
with a rich inflectional system, both nouns and verbs might engage to a 
similar extent morphological analysis, only the latter category requires 
the analysis of tense features (which can be represented as an additional 
node, Tense Phrase, in the derivation) and assigns thematic roles. Indeed, 
two studies have observed categorical effects in the left IFG (Strijkers 
et al., 2019) or the pMTG (Tyler et al., 2008) when two-word con
structions are employed, but not for nouns, verbs or homonyms pre
sented in isolation. Further studies are needed to shed light on this 
hypothesis, in line with the theoretical (Vigliocco et al., 2011) and 
methodological (Crepaldi et al., 2011, 2013) considerations previously 
pointed out. 

Overall, the reviewed studies support the notion of a neuro- 
anatomical dissociation between the syntactic and semantic combina
torial processes when building basic two-word structures. In particular, 
the posterior portion of the left IFG (BA44) and temporal lobe combine 
abstract syntactic information into constituents, while the ATL, vmPFC 

(Pylkkänen, 2020), angular gyrus and more anterior portion of the left 
IFG (Graessner et al., 2021a, 2021b) are involved in semantic and 
conceptual composition. Initial evidence exists also for a 
modality-independent nature of this dissociation (Blanco-Elorrieta et al., 
2018; Matchin et al., 2022; Moreno et al., 2018), which should be 
addressed in future studies. 

3.4. Syntactic composition as an efficient bottom-up process 

In recent years interest has grown in understanding the contribution 
of top-down prediction and bottom-up integration in incremental syn
tactic composition (e.g., left-corner, bottom-up and top-down parsing, 
see Abney and Johnson, 1991; Resnik, 1992). In particular, several 
studies have correlated metrics based on computational linguistics 
parsers with neural signals recorded while participants listen to narra
tives, looking for a convergence between parsing operations and brain 
functioning (Bhattasali et al., 2019; Brennan et al., 2016, 2020; Brennan 
and Hale, 2019; Brennan and Martin, 2020; Brennan and Pylkkänen, 
2017; Hale et al., 2018). A limitation of this approach is that syntactic 
and semantic composition become difficult to disentangle, as each 
incoming word of the narratives builds not only grammatical informa
tion but also semantic one (Bhattasali et al., 2019). Two-word con
structions might give complementary insights, as they allow to isolate 
predictive and integration processes, occurring respectively during the 
first and second word of the utterance. 

At present, predictive effects in two-word constructions have been 
observed in a rather limited number of studies (Hardy et al., 2022; Matar 
et al., 2021; Segaert et al., 2018), sometimes reporting conflicting 
findings. Conversely, the reviewed studies provide initial evidence for 
fast and efficient bottom-up operations in basic syntactic composition. 
At the behavioral level, syntactic priming effects have been related to a 
post-lexical stage of processing (Carello et al., 1988; Seidenberg et al., 
1984), rather than pre-activation of lexical entries, which would be 
inefficient as a very large cohort of candidates (e.g., all the nouns and 
adjectives) would be activated following a function word (e.g., a 
determiner). This suggests the existence of operations efficiently inte
grating the syntactic features of incoming words into the preceding 
context, in line with the notion of bottom-up parsing (Hale, 2014). 
Converging evidence comes from the inhibitory nature of syntactic 
priming (Friederici and Jacobsen, 1999; Pyatigorskaya et al., 2021). If 
top-down predictions were at work, faster RTs should be observed for a 
grammatical two-word phrase compared to a matched baseline. This 
however is not the case, and syntactic priming rather stems from longer 
RTs of the ungrammatical condition compared to a neutral baseline 
(Friederici and Jacobsen, 1999; Pyatigorskaya et al., 2021). In this re
gard, some sMMN studies have shown an opposite pattern, with the 
response to a grammatical construction differing from the ones to words 
presented in isolation (Pulvermüller and Shtyrov, 2003, 2006), possibly 
reflecting facilitation process. A possible explanation is that, since only 
two constructions are used in sMMN paradigms, function words could be 
used to predict a specific lexical item, therefore facilitation can be 
observed. In paradigms which use a larger number of lexical items (e.g., 
syntactic priming) that might not be the case, and only reliable inhibi
tion for ungrammatical structures is observed. As discussed above and 
previously in the literature (Seidenberg et al., 1984), the syntactic fea
tures of a given word are compatible with a large number of candidates 
in the lexicon that would be inefficient to pre-activate. Indeed, even if 
many candidates (e.g., all the nouns and adjectives) were pre-activated, 
mechanisms such as lateral inhibition and lexical competition would 
remove any facilitatory effect. This might constitute a key difference 
with the semantic system, for which top-down prediction might be more 
efficient, given that few specific lexical items can be pre-activated, 
therefore giving rise to facilitation compared to neutral baselines 
(Lukatela, Carello et al., 1987). 

Neuroimaging studies employing syntactic violations in which 
grammaticality is orthogonal to the identity of the first word and the 
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syntactic features of the second one (Carreiras et al., 2010; Hasting and 
Kotz, 2008; Heim et al., 2010; Herrmann et al., 2012; Maran et al., 2021) 
allow to highlight the neural correlates of bottom-up integration, as by 
definition any virtual predictive processes is subtracted out.14 These 
studies have shown the presence of syntactic negativities (Barber and 
Carreiras, 2005; Hasting and Kotz, 2008; Maran et al., 2021), suggesting 
the fast analysis of two words’ syntactic feature compatibility. In par
allel, they have provided evidence for a key role of Broca’s area in this 
process, both with respect to agreement (Carreiras et al., 2010; Heim 
et al., 2010) and categorical (Herrmann et al., 2012) features. 
Converging evidence comes also from two TMS studies, showing that 
disruption of Broca’s area during the integration stage (i.e., the second 
word of a two-word construction) affects syntactic processing (Carreiras 
et al., 2012), while stimulation of this region at the predictive phase does 
not interfere with it (Maran et al., 2021). A role of Broca’s area in 
bottom-up syntactic composition is also supported by a 
phrase-versus-list study, which included a one-word condition control
ling for potential predictive effects (Zaccarella and Friederici, 2015b). 
Finally, stronger interactions between the left IFG and the temporal lobe 
during the second word of a two-word constituent (Hardy et al., 2022) 
might represent an additional neural trace of syntactic integration 
within the language network. 

Overall, the reviewed studies support a crucial role of bottom-up 
processes in integrating the syntactic features of two words into a con
stituent. This reliance on basic bottom-up operations, with a limited role 
of top-down predictions, might represent a critical distinction between 
the syntactic combinatorial system and the semantic one, possibly 
grounded in differences at the neuro-anatomical level (Graessner et al., 
2021a, 2021b; Pylkkänen, 2020; Zaccarella et al., 2017b; Zaccarella and 
Friederici, 2015b). Similarly, this aspect might differentiate syntactic 
composition, characterised by hierarchical processing, from 
non-linguistic domains which might strongly rely on serial top-down 
predictions (Zaccarella et al., 2021). 

4. Conclusions and future directions 

Two-word studies help characterizing key aspects of the neuro- 
cognitive basis of syntactic composition. The automatic extraction and 
integration of syntactic features into constituents emerged as a central 
aspect of linguistic composition. At the neural level, these operations 
appear to be supported by Broca’s area, the PTL and by functional in
teractions between these two brain regions. 

The reviewed studies allowed also to formulate important method
ological considerations. The use of orthogonal designs, cross-splicing 
techniques and difference waves for ERP studies might allow address
ing important methodological issues, previously pointed out in syntactic 
studies (Steinhauer and Drury, 2012). While at present basic syntactic 
composition has not been tested in signed languages, (but see Blan
co-Elorrieta et al., 2018, for an application of the “red boat” paradigm), 
recent methodological advances and norms’ development allow to test 
this process directly, while achieving great control over perceptual and 
psycholinguistic variables of interest (Bungeroth et al., 2008; Caselli 
et al., 2017; Sehyr et al., 2021; Trettenbrein et al., 2021; Trettenbrein 
and Zaccarella, 2021). 

Based on the evidence reviewed in this article, methodological ad
vances now make it possible to progress towards a mechanistic under
standing of syntactic composition at the neural and cognitive levels 
(Fig. 6). Fundamental research questions for future studies include how 

the information flows within the syntactic network, how labels are 
applied to recursively build hierarchical structures, and which are the 
key phylogenetic and ontogenetic changes which made the human brain 
an efficient integrator of syntactic features. As outlined in Section 2.3, an 
additional area which awaits further studies relates to the neural basis of 
noun and verb categorical representation. We thus believe that a 
coherent research program that integrates hypotheses from linguistic 
theory can help reveal how exactly composition occurs at this funda
mental level, thus providing the basis for understanding the uniquely 
human ability to use language. 
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Glossary of terms 

Alpha-band oscillations: Oscillatory activity occurring with a frequency between 8 and 
12 Hz. 

Baseline correction: Pre-processing step which consists in the subtraction of the average of 
pre-stimulus activity from the one recorded after the stimulus presentation, with the 
goal of removing drifts in the EEG and MEG signal (Luck, 2005). 

Beta-band oscillations: Oscillatory activity occurring with a frequency between 12 and 
30 Hz. 

Closed-class elements: Function words such as determiners, pronouns, prepositions, con
junctions and modal verbs. The term “closed-class” refers to the fact that, in a given 
language, their number does not increase, contrary to “open-class” elements. 

Cross-splicing technique: A technique which allows to control for low-level acoustic features 
of the experimental materials by extracting and concatenating audio segments 
(Hasting et al., 2007). 

Early Left-Anterior Negativity (ELAN): An ERP component elicited by syntactic categorical 
violations, occurring approximately between 150 and 250 ms (Friederici, 2011). 

Event-Related Potential (ERP): Stereotyped EEG voltage fluctuations that the brain produces 
in a fixed time relationship to a specific stimulus or event (Luck, 2005). 

High-pass filtering: Pre-processing step which consists in the attenuation of frequencies 
below a cut-off value (e.g., 0.1 Hz) in the EEG and MEG signal (Luck, 2005; Widmann 
et al., 2015). 

Left-Anterior Negativity (LAN): An ERP component elicited by syntactic agreement viola
tions, occurring approximately between 300 and 500 ms (Molinaro et al., 2011). 

N400: An ERP component elicited by lexical-semantic violations, with a peak occurring 
approximately at 400 ms (Kutas and Federmeier, 2011). 

Masking technique: Fast presentation of a stimulus (“mask”) in order to suppress the 
conscious perception of another stimulus of interest. 

Morphemes: The smallest linguistic unit which can carry meaning (Gwilliams, 2020). 
Functional morphemes such suffixes (e.g., “-s”) serve a primarily syntactic function. 

Open-class elements: Content words such as nouns and verbs, whose number can change in a 
given language as new elements are added. 

P600: An ERP component occurring approximately between 500 and 1000 ms indexing 
late linguistic repairing and re-analysis processes (Friederici, 2011). 

Parsing: The process which consists in the incremental analysis of linguistic information, 
captured by parsing models described in the field of computational linguistics (Hale, 
2014). 

Pseudo-words: Word-like stimuli which respect the orthographic and phonological rules of 
a language but are not present in its lexicon (e.g., “boal” in English). 

Re-referencing: EEG measurements reflect differences in voltage relative to a reference 
electrode, usually located on the subject’s body. Re-referencing is a mathematical 
transformation of the recorded data to a new reference (Luck, 2005). 
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Recursivity: Property of an operation indicating the possibility of re-applying itself to its 
own output. 

Red-boat paradigm: Experimental paradigm which consists in the comparison of a noun 
phrase (e.g., “red boat”) against a list (e.g., “cup boat”) to highlight semantic and 
conceptual composition. 

Stimulus onset asynchrony: Temporal interval between the onset time of two consecutive 
stimuli. 

Theta-band oscillations: Oscillatory activity occurring with a frequency between 4 and 8 Hz. 
Transcranial magnetic stimulation (TMS): Non-invasive neurostimulation technique which 

allows to perturb the functioning of a target brain region (Hartwigsen, 2015). 
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