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Formal language hierarchy describes levels of increasing syntactic complexity (adjacent dependen-
cies, nonadjacent nested, nonadjacent crossed) of which the transcription into a hierarchy of cognitive
complexity remains under debate. The cognitive foundations of formal language hierarchy have been
contradicted by two types of evidence: First, adjacent dependencies are not easier to learn compared
to nonadjacent; second, crossed nonadjacent dependencies may be easier than nested. However, stud-
ies providing these findings may have engaged confounds: Repetition monitoring strategies may have
accounted for participants’ high performance in nonadjacent dependencies, and linguistic experience
may have accounted for the advantage of crossed dependencies. We conducted two artificial grammar
learning experiments where we addressed these confounds by manipulating reliance on repetition
monitoring and by testing participants inexperienced with crossed dependencies. Results showed rele-
vant differences in learning adjacent versus nonadjacent dependencies and advantages of nested over
crossed, suggesting that formal language hierarchy may indeed translate into a hierarchy of cognitive
complexity.
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Human languages display various types of syntactic dependencies
between words or other constituents in sentences, and the resolution
of these dependencies is crucial to generate adequate sentence-level
interpretations. For example, processing the sentence “The mouse the
cat chased was small” requires one to connect “the mouse” (Constitu-
ent A1) with “was small” (B1) and “the cat” (A2) with “chased”
(B2). A basic distinction is often made between adjacent dependen-
cies, where dependent constituents from different categories (A vs.
B) are contiguous in space or time, and nonadjacent ones, where con-
stituents are separated by intervening material (Wilson et al., 2020).

In the example above, the A1B1 dependency was nonadjacent in
A1A2 j B2B1. Suppressing A2B2 (“The mouse was small”) would
turn A1B1 into an adjacent dependency. Nonadjacency does not nec-
essarily occur in a context of multiple AB dependencies as in the
example above (A1A2jB2B1): It may be instantiated by single AB
dependencies like AxB, where x is the intervening material (Petkov
& Ten Cate, 2020; Wilson et al., 2020). When multiple nonadjacent
dependencies coexist, at least two different types of organizations
may be found: The first one corresponds to nested or center-
embedded dependencies (as in the example above, A1A2jB2B1). It
engages a mirror-like organization (12 is followed by 21), where de-
pendent constituents A and B increase the distance between them as
new dependencies are added (e.g., A1A2A3jB3B2B1). The other,
less pervasive, type corresponds to crossed or interleaved dependen-
cies. Here, the organization of As and Bs is copy-like (A1A2jB1B2,
12 followed by 12), with As and Bs keeping a constant distance
between them whatever the number of dependencies (Joshi, 1990).
Crossed dependencies—at least those between noun phrases and
verbs—seem to be rare, and Swiss German and Dutch are the only
languages known so far to have such dependencies (Kaan & Vasi�c,
2004; Stabler, 2004). In the present study, we investigated the learn-
ing of crossed versus nested nonadjacent dependencies and how this
might relate to what is known about learning adjacent dependencies.

Adjacent, nested, and crossed dependencies have been associ-
ated to three different levels of complexity initially defined by
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Chomsky (1956, 1965) in his hierarchy of formal languages (see
Figure 1): While adjacent dependencies can be realized in regular
or finite-state grammars (the simplest level in formal language hi-
erarchy), unbounded nested ones require context-free grammars
(one level above), and unbounded crossed ones require context-
sensitive grammars, which are more complex than nested (de
Vries et al., 2011; Folia & Petersson, 2014; Jäger & Rogers, 2012;
Öttl et al., 2015; Rohrmeier et al., 2012; Westphal-Fitch et al.,
2018). Please note that a finite number of certain types of
unbounded long-distance dependencies can be represented by reg-
ular grammars. Crucial work on formal language hierarchy (Jäger
& Rogers, 2012; Joshi, 1985; Stabler, 2004) indicated that a subset
of context-sensitive grammars should be enough to accommodate
the characteristics of crossed dependencies, and one should refer
to mildly context-sensitive grammars instead. In any case, the
point is that crossed dependencies are expected to be formally
more complex than nested ones.

Adjacent, Nonadjacent Nested, and Nonadjacent
Crossed Dependencies: A Cognitive Hierarchy?

Formal language hierarchy is not specifically about human lan-
guage but about different levels of computational power required
by increasingly complex formal languages. A question that makes
formal language hierarchy interesting to cognitive science—and
that remains open—is whether these different levels capture dis-
continuities in human computational power for language (Fitch &
Friederici, 2012), that is, (a) whether adjacent dependencies are
unquestionably easier to process than nested and (b) whether
nested are easier than crossed. In the present study, we addressed
these two open questions, equating computational power (ease of
processing) with implicit learnability, that is, the ability to learn
without intention and without awareness of what has been learned
(Ziori et al., 2014).
To investigate the implicit learnability of different types of

dependencies, we used a visual artificial grammar learning (AGL)
paradigm (Reber, 1967). AGL paradigms mimic the implicit learn-
ing process typical of natural syntax acquisition while controlling
for participants’ previous knowledge of the stimulus material

(Fitch et al., 2012; but see Fitch & Friederici, 2012; Ojima & Oka-
noya, 2014). In the training phase of an AGL experiment, partici-
pants are exposed to examples of items (sequences of letters,
sounds, etc.) formed according to a set of grammatical rules. Par-
ticipants remain unaware of the existence of such rules until the
moment they are asked to discriminate between grammatical and
nongrammatical sequences in a subsequent classification phase.
We used a learning design (Petersson et al., 1999a, 1999b) that
employs an additional baseline classification test before training so
that learning could be measured as the within-subjects difference
between pre- and posttraining discrimination and potential pre-
training biases could thus be controlled for. In this case, pretrain-
ing discrimination cannot be measured with questions relating to
grammaticality (grammatical vs. nongrammatical, correct vs.
incorrect). Therefore, pre- and posttraining preference classifica-
tion tests are used instead, where participants state whether they
like or dislike each sequence. Preference classification tests pro-
vide an accurate estimate of acquired knowledge (liking what one
knows) while minimizing explicit influences (Forkstam et al.,
2008; Manza & Bornstein, 1995; Newell & Bright, 2001). As for
using a visual grammar, it matters to state that AGL paradigms
were conceived to capture learning of syntax-related, amodal in-
formation. Visual AGL paradigms have been used along with au-
ditory ones to mimic natural syntax acquisition (Silva et al., 2018;
Stobbe et al., 2012; Westphal-Fitch et al., 2018), despite the fact
that the first language is typically acquired via auditory learning.
These visual paradigms seem to have succeeded in that language
skills correlate with AGL outcomes when grammars are visual
(Christiansen et al., 2010).

Current answers for the two open questions addressed here,
namely (a) whether adjacent dependencies are unquestionably eas-
ier to process than nonadjacent and (b) whether nested are easier
than crossed, include negative answers that challenge the idea of
increased levels of complexity in these terms. Research findings
indicate that (a) participants may show equivalent performance in
nonadjacent and adjacent dependencies provided they are given
enough time to learn nonadjacent ones (a “matter of time”) and (b)
crossed dependencies may be easier to learn than nested. However,

Figure 1
Formal Language Hierarchy (Left) and Structure of Nested Versus Crossed
Nonadjacent Dependencies (Right)
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these findings may reflect experimental confounds, as we outline
below.

Adjacent Versus Nonadjacent Dependencies: Just a
Matter of Time?

The first open question we addressed here—the extent to which
multiple nonadjacent dependencies represent an increased learning
challenge compared to adjacent ones—is not new, and the domi-
nant answer points to relevant differences between the two
dependency types based on human and animal studies. The hy-
pothesis that nonadjacent dependencies may require more sophisti-
cated cognitive resources goes back at least to 2004, when Fitch
and Hauser (2004) showed that both humans and nonhuman pri-
mates could learn adjacent dependencies, but only humans were
able to learn nested ones. Later research on macaque monkeys and
songbirds pointing to encoding ability of nested structures (Abe &
Watanabe, 2011; Gentner et al., 2006) has been criticized (Beckers
et al., 2017; Fitch & Friederici, 2012; ten Cate & Okanoya, 2012;
van Heijningen et al., 2009), while recently Jiang et al. (2018)
could prove that nonhuman primates could learn supraregular
structures. Thus, research on other species is not conclusive and
remains a fascinating question (Dehaene et al., 2015). In humans,
evidence that adjacent and nonadjacent dependencies recruit dif-
ferent brain substrates has gained strength (Calmus et al., 2020;
Friederici et al., 2006; Uddén et al., 2020). Nonadjacency has been
shown to be acquired later than adjacency in development (Gómez
& Maye, 2005; Teinonen et al., 2009), and direct comparisons
between adjacent and nonadjacent dependencies showed increased
learning for adjacent ones (Friederici et al., 2006; Öttl et al.,
2017). One detour from this scenario was made by Uddén and col-
leagues (Uddén et al., 2009, 2012), who showed that multiple non-
adjacent dependencies could be learned as efficiently as adjacent
dependencies, provided that participants were given more time to
learn (9 days instead of 5; see also Uddén et al., 2017). The
authors compared learning outcomes in their 9-day study on non-
adjacent (crossed and nested) dependencies with outcomes from
previous 5-day studies on adjacent dependencies using the same
paradigm (Folia et al., 2008; Forkstam et al., 2006, 2008) and
found a similar pattern of results. Thus, while most studies had
pointed to fundamental (qualitative) differences in adjacent versus
nonadjacent dependency learning, Uddén et al. (2009, 2012) indi-
cated that these might be merely quantitative (“a matter of time”).
Nonadjacent dependencies would not constitute a significantly
increased learning challenge compared to adjacent, speaking
against the cognitive translation of one aspect of formal language
hierarchy.
What remains to be demonstrated is that participants in Uddén

and colleagues’ (2009, 2012) study acquired deep structural
knowledge, and successful discrimination could not be explained
by one specific surface-related strategy—repetition monitoring.
The use of surface-related strategies for discriminating grammatical
and nongrammatical sequences containing nonadjacent dependen-
cies in AGL tasks has been vastly documented. Relying on memory
for chunks (subsequences of adjacent items—letters or sounds) is
one surface-related strategy (Poletiek & Lai, 2012). Other strat-
egies, potentially more effective than chunking (Ling et al., 2016),
relate to the overall configuration of As and Bs and take advantage
of unbalanced test stimulus structures. For instance, Fitch and

Hauser (2004) tested whether participants familiarized with nested
sequences (A1A2A3jB3B2B1) could distinguish these from non-
grammatical sequences of type A1B1A2B2A3B3 in the classifica-
tion phase, with As differing from Bs in pitch. As shown in
subsequent research (Hochmann et al., 2008; Perruchet & Rey,
2005), participants seem able to make this distinction without ever
acquiring the agreement structure (A1 pairs with B1, etc.) that sub-
stantiates the rule set: Instead, they may simply rely on the pitch-
based distinction between multiple As followed by multiple Bs
(perceived as grammatical) and single As alternating with single Bs
(perceived as nongrammatical). Friederici et al. (2006) exposed par-
ticipants to nested sequences with an equal number of As and Bs
(e.g., three As and three Bs) but tested them with nongrammatical
sequences containing four As and two Bs. Again, as shown by de
Vries et al. (2008), participants would not need to know the agree-
ment rules to discriminate grammatical from nongrammatical
sequences; they would just need to count. De Vries and colleagues
(2008) went further and showed that repetition monitoring may be
another shortcut for discrimination: When participants are presented
with grammatical sequences containing letter repetitions, all repeti-
tions within the A part are followed by repetitions in the B part
(e.g., A1A1A2jB2B1B1 in nested grammars). If nongrammatical
sequences in the test phase do not preserve this symmetry in repeti-
tion structure (e.g., A1A1A2jB2B1B2), participants can easily spot
nongrammatical sequences without deep structural knowledge.
Uddén et al. (2009, 2012) controlled for the chunk shortcut to learn-
ing using measures of associative chunk strength (ACS; Bailey &
Pothos, 2008) and used the same number of As and Bs in nongram-
matical test sequences (for two as there would be two Bs, etc.).
However, they did not balance symmetry in repetition structure
across grammatical (symmetric) and nongrammatical sequences
(nonsymmetric). Therefore, it is yet to be demonstrated that partici-
pants used the 9-day exposure period to acquire deep structural
knowledge on nested and crossed dependencies instead of spotting
nongrammatical sequences based on violations of symmetry in rep-
etition structure.

The first goal of the present study was to determine whether
Uddén et al.’s (2009, 2012) findings (nonadjacent dependency
learning is just “a matter of time”) replicate when controlling for
differences between grammatical and nongrammatical sequences
concerning repetition structure. As in Uddén et al. (2009, 2012),
we ran a 9-day study on nested versus crossed dependencies, the
results of which were compared to a previous 5-day behavioral
and eye-tracking study of ours on adjacent dependencies (Silva
et al., 2017) showing behavioral and eye-tracking signatures of
successful implicit learning. A pattern of results similar to Silva
et al. (2017) would strengthen the idea that nonadjacent dependen-
cies do not represent a substantially increased learning challenge
compared to adjacent ones, in line with Uddén et al. (2009, 2012).
In contrast, unsuccessful learning of nonadjacent dependencies in
the current study would be consistent with the possibility that par-
ticipants’ high discrimination performance in Uddén et al. (2009,
2012) was due to surface-related strategies such as repetition mon-
itoring, thus weakening the hypothesis that adjacent and nonadja-
cent dependencies may be learned with similar levels of success.
Given the importance of controlling for repetition structure across
grammatical and nongrammatical sequences, this was a priority
criterion in stimulus generation.
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Are Crossed Dependencies Easier to Learn Than
Nested Ones?

Concerning the second open question—relative implicit learn-
ability of nested versus crossed nonadjacent types—available find-
ings are mixed. According to formal language hierarchy, nested
dependencies should be easier to acquire. Although there is empir-
ical evidence in favor of this (Nakamura & Miyamoto, 2006), op-
posite findings abound: The study of Bach et al. (1986) compared
the performance of Dutch versus German participants decoding
nonadjacent dependencies typical of their native languages
(crossed for Dutch, nested for German) and found performance
advantages for Dutch speakers. They concluded that crossed
dependencies require less computational resources than nested
ones. Theoretical support for this came later with Gibson’s (1998)
syntactic prediction locality theory, explaining why more distant
dependencies—such as those happening in nested grammars—
may be more demanding. A few AGL studies have supported the
increased learnability of crossed compared to nested dependencies
(de Vries et al., 2012; Uddén et al., 2009, 2012), at least when
sequences contain more than two dependent pairs (AAAjBBB;
but see Bader, 2017). However, these results may have reflected
a moderating influence of linguistic experience on cognitive
complexity—a role that has been highlighted by usage-based
accounts of natural-language recursion (Christiansen & Chater,
2015). Specifically, Uddén and colleagues (2009, 2012) recruited
Dutch participants, and linguistic experience with crossed depend-
encies could have been responsible for the advantage of crossed
over nested grammars (de Vries et al., 2011). Strengthening this
possibility, de Vries et al. (2012) found advantages in reaction times
for nested grammars in German-speaking (nested-based language)
participants when compared to Dutch ones. Further studies with
German participants (Öttl et al., 2015, 2017) showed a different pat-
tern in that nested and crossed dependencies were equally difficult
to learn and process. However, Öttl and colleagues did not use an
additional baseline classification test before training, thus leaving
open a complete characterization of learning outcomes and subse-
quent considerations on the role of linguistic experience.
The second goal of this study was to compare the implicit learn-

ability of nested versus crossed nonadjacent dependencies without
the limitations of previous studies. Overcoming the limitations of
studies with Dutch participants, we recruited Portuguese-speaking
participants, who have little or no experience with crossed depend-
encies between different words or constituents (but please see
Martins, 2006, and Piechnik, 2015, for reduplication phenomena
in Portuguese). Overcoming the limitations of Öttl and colleagues’
(2015, 2017) studies with German participants (also unexper-
ienced with crossed dependencies), we used a learning approach
that included pre- and posttraining preference classification tests.
If nested dependencies proved to be easier to learn than crossed
ones, this would strengthen the idea that formal language hierar-
chy is compatible with the cognitive architecture of humans.

The Purpose of Eye-Tracking Measures

The previous study on adjacent dependencies (Silva et al., 2017)
that we used here as a reference for comparison combined behav-
ioral (participants’ classification of nongrammatical vs. grammati-
cal test sequences) with eye-tracking measures (eye movements on

violation vs. control letter). To optimize the comparison, we kept
both techniques in the current study. In Silva et al. (2017), both
types of measures captured learning outcomes. Behavioral results
indicated significantly increased discrimination from pre- to post-
training tests. In eye tracking, indices relating to the total extension
of each trial (whole-trial measures)—including increased dwell
time, increased number of fixations, and increased return to the vio-
lation letter (second-pass reading) after training—were the most
effective measures. First fixation duration—characterizing partici-
pants’ first reaction when confronted with the violation letter—
showed no pre-post training changes. Both behavioral indices and
eye movements reflected learning free of explicit influences—as
indicated by the learning outcomes of a subset of participants who
were totally unable to generate grammatical sequences in a postex-
perimental questionnaire (purely implicit learners). One exception
was second-pass reading (eye tracking), which lost sensitivity when
we considered the learning outcomes of purely implicit learners.
Therefore, we then raised the hypothesis that second-pass reading
could reflect explicit influences on a process designed to be implicit
but that is nevertheless susceptible to these (Ziori et al., 2014).
Maximizing the identification of possible explicit-knowledge influ-
ences was, thus, another reason for using eye-tracking measures in
the present study.

Control Experiment

We carried out two experiments. In Experiment 1, all grammati-
cal and nongrammatical test sequences were equivalent regarding
repetition structure, and nongrammatical sequences did not contain
any violations in symmetry between the A and B parts. To illus-
trate, the nongrammatical counterpart of a nested grammatical
sequence A1A1A2jB2B1B1 was A1A1A2jB1B2B2 (same repeti-
tion structure across A and B, though with nongrammatical pair-
ings) and not A1A1A2jB2B1B2 (different repetition structure
working as extra cue and nongrammatical pairings). We compared
the learning outcomes for our nonadjacent dependencies with
those from Silva et al. (2017), referring to adjacent dependencies.
Unlike Uddén et al. (2009, 2012), we found no behavioral evi-
dence that performance with nonadjacent dependencies could
match performance with adjacent ones. To ensure that the reason
why Uddén et al.’s (2009, 2012) participants performed better
than ours was that the former had access to an extra cue (violations
in symmetry between A and B in nongrammatical strings), we ran
a control experiment. Thus, in Experiment 2, we compared
learning for nongrammatical sequences with versus without
these repetition-related extra cues.

Experiment 1: Learning Nonadjacent Dependencies
Without Extra Cues

Materials andMethod

Participants

Sample size was calculated based on effect sizes for behavioral
indices of implicit learning reported by Uddén et al. (2012). For
crossed grammars, Cohen’s d was 1.24, and for nested grammars
it was 1.80. According to G*Power algorithms (Faul et al., 2007),
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a critical alpha level of .05 and power of .80 would require 18 par-
ticipants for the crossed grammar and 10 for the nested one.
Forty-six native Portuguese speakers volunteered to take part in

the experiment. Twenty-three were assigned to the crossed gram-
mar, and the other 23 to the nested grammar. Due to excessive
eye-tracking artifacts, six were excluded from crossed (n = 17)
and five from nested (n = 18). Participants were matched for gen-
der (crossed: 13 female; nested: 12 female), age (crossed: 25.6 6
5.6; nested: 25.1 6 4.9, p . .74), and years of schooling (crossed:
17.2 6 2.5; nested: 17 6 2, p . .89). All participants were pre-
screened for visual impairment, medication use, history of drug
use, head trauma, neurological or psychiatric illness, and family
history of neurological or psychiatric illness. None were bilingual,
and none had Swiss German or Dutch as a second language. All
gave written informed consent according to the declaration of
Helsinki.

Stimulus Material

Sequences were generated with the grammar used by Uddén
et al. (2009). The grammar includes a nonadjacent (crossed or
nested) dependency part (see Figure 2), containing the letters [F, D,
L, P]. The first half of the nonadjacent part (Part A) was selected
from the set [F, D] and the second (Part B) from [L, P], F being
paired with L and D with P. For the crossed grammar, pairings
were made according to the rule A1A2A3B1B2B3 (e.g., FFDLLP)
and, for nested, as A1A2A3B3B2B1 (e.g., FFDPLL). Sequences
contained up to three nonadjacent pairs (three as in, e.g., FFDPLL;
see also Table 1). The nonadjacent part was pre- and postfixed with
adjacent-dependency parts from the alphabet [M, N, V, X, W, R, S]
to add length and variance to the sequences and avoid start/end
position effects (see Figure 2). An example of a full sequence

containing nested dependencies is given in the first bulleted exam-
ple below, with the nonadjacent part (A1A1A2B2B1B1) high-
lighted in bold. An analogous example is given in the second bullet
for crossed dependencies.

• VXFFDPLLVS
• VXFFDLLPVS

We generated 100 grammatical sequences for the training set of
each grammar (nested/crossed). We created three additional classi-
fication sets per grammar, each comprising 32 grammatical and 32
nongrammatical sequences. Each classification set could be used
in the baseline, final preference, or grammaticality classification
test. In total, we had 100 þ 192 (64 3 3) sequences per grammar
(to see the full stimulus set, please go to the Open Science Frame-
work [OSF] data repository).

To test whether participants acquired deep structural knowledge
on nonadjacent dependencies, surface-related differences between
grammatical and nongrammatical sequences had to be controlled
for. More specifically, both grammatical and nongrammatical
sequences belonging to classification sets should reflect the surface
properties of the training set in similar ways; otherwise, it could be
argued that discrimination was due to something other than deep
structural knowledge. The main innovation of the present study
was controlling for symmetry in repetition structure: Since training
sequences containing letter repetitions were necessarily symmetric
(repetitions in A leading to repetitions in B), we granted that this
principle was never violated in nongrammatical classification
sequences (i.e., letter repetitions in Part A [F, D] coexisted with letter
repetitions in Part B [L, P], even though in a nonlegal way; Table 1,
Property 1). Moreover, training, classification-grammatical, and
classification-nongrammatical subsets had the same number of
sequences with letter repetitions in the A part (Table 1, Property 2),
and this was valid for both crossed and nested grammars. Meeting
these two criteria was a priority in the creation of classification stim-
uli. For this reason, control over other stimulus properties was some-
times sacrificed and compensated with control analyses on the
results.

As in previous studies (Silva et al., 2017), we also controlled
for ACS (Bailey & Pothos, 2008). The ACS of a sequence pre-
sented during classification indicates the frequency of occurrence
of its bigrams (groups of two consecutive letters) and trigrams
(groups of three) during the training phase. Ideally, grammatical
and nongrammatical sequences should not differ in ACS. This was
true for our stimulus set, both for the crossed grammar, t(95) =
1.57, p = .12, and the nested one, t(95) = �.47, p = .96 (Table 1,
Property 3).

Since ACS was computed for the whole sequence—collapsing
adjacent and nonadjacent parts—we carried out a similar control
analysis isolating the nonadjacent part. For each subset (train, clas-
sification-grammatical, and classification-nongrammatical), we
identified the bigrams at the nonadjacent part (Tables 1, Property
4; for detailed counts, see Appendix A) and compared them across
subsets. For crossed, all bigrams from the training subset were
present in grammatical as well as in nongrammatical classification
sequences. For nested, this was not the case: Bigrams FP and DL
were absent in training sequences as well as in grammatical classi-
fication sequences, but they were present in nongrammatical
sequences. This was difficult to avoid given that bigrams FP and

Figure 2
Grammar Used in the Present Study

Note. See also Uddén et al. (2009). Grammatical sequences are gener-
ated by following the arrows that connect the circles and using the letter
options available at each arrow (one letter per arrow). The start point
begins with adjacent dependencies (letters N, M, V, W, X, S). Shorter or
longer paths can be taken. Possible combinations could be, for example,
N, M (shorter), VX, VS, VXV, VXW (longer). The top-left circle introdu-
ces the nonadjacent part (F, D as A part; L, P as B part) in the middle of
the sequence. Once this part is formed, the sequence takes in adjacent
dependencies again (letters N, M, V, W and also R, S). Possible combina-
tions in this part could be, for example, VS, VRN, VRM, WS, etc. The
symbol # indicates the last letter of the sequence.
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DL were illegal (see Figure 2): F should be far apart from P and D
from L; at the innermost, adjacent pair (A1B1jB2A2), F should be
followed by L and D by P. Even though we managed to create
nongrammatical sequences without FP or DL (42 out of 96; see
OSF data repository), some (54 out of 96) included these bigrams.
To circumvent the effects of this potential extra cue for discrimina-
tion (facilitating nested compared to crossed), we ran a control
analysis where we excluded nongrammatical sequences containing
FP or DL bigrams (see Statistical Analysis).
Prioritizing repetition-structure-related criteria in stimulus crea-

tion (Table 1, Properties 1–2) attenuated control over other stimu-
lus properties, and sequence length was one of these (Table 1,
Property 5). Specifically, crossed and nested grammars differed in
how the length of test sequences related to the length of training
sequences. In the crossed grammar, t tests showed that both gram-
matical and nongrammatical classification sequences were signifi-
cantly longer than training sequences, grammatical: t(95) = �3.90,
p , .001; nongrammatical: t(95) = �3.97, p , .001. In nested
sequences, both grammatical and nongrammatical sequences had
the same length as training sequences (grammatical: p = .39; non-
grammatical: p = .12). Thus, although discrimination between
grammatical and nongrammatical could not be aided by length in
any of the two grammars, crossed (but not nested) grammar learn-
ers had to deal with classification sequences overall longer than
the ones they saw during training. Either because longer sequences
could increase processing challenges or simply because they dif-
fered from the training set, crossed participants could be at a disad-
vantage compared to nested participants. To rule out this
possibility, we tested whether longer sequences decreased learning.
Finally, we compared sequence types based on the number of

nonadjacent pairs (sequences with one, two, or three pairs; Table
1, Property 6) across training, classification-grammatical, and clas-
sification-nongrammatical subsets. In all subsets and grammar
types, three-pair sequences were the dominant type. However,
there was again a distinction between nested and crossed that
could favor nested grammar learners: In nested, all three sequence

types (one, two, or three pairs) existed in training, classification-
grammatical, and classification-nongrammatical; in crossed, the
three types were present in training, but only two- and three-pair
sequences existed in classification (grammatical or nongrammati-
cal). To rule out this possible confound, we ran another control
analysis (see Statistical Analysis) that excluded all one-pair nested
classification sequences.

Procedure

The experiment spanned 9 days spread over 2 weeks, with one
training session each day (see Table 2). On Day 1, a baseline pref-
erence classification test (“like or dislike the sequence?”) was
administered before the first training session (AGL1). On Day 9,
subjects did another preference classification test (final preference,
AGL2). Since preference classification tests are not standard in
AGL literature, we ran a second posttraining discrimination test
for control using the standard grammaticality classification
(AGL3: “Is sequence correct or incorrect? Guessing should be
based on gut feeling”). Right after AGL2, participants were
informed about the existence of rules, but not the rules themselves,
and they moved on to AGL3. Eye-tracking data were collected in
the three classification sessions.

Table 1
Properties of the Stimulus Sets

Property Grammar Train (G) (n = 100)

Classification

G (n = 96) NG (n = 96)

1. Symmetry between Parts A [D, F]
and B [P, L] in repetition
structure

Nested Always
Crossed Always

2. Sequence distribution according
to letter repetitions in the A part
(% of no-yes, example)

Nested 30�70, FDPL-FFLL 31�69, DFLP-DDPP 31�69, DFPL-DDLL
Crossed 26�74, FDLP-FFLL 23�77, DFPL-DDPP 23�77, DFLP-DDLL

3. Sequence associative chunk
strength (M 6 SD)

Nested — .56 6 .04 .56 6 .02
Crossed — .56 6 .02 .55 6 .02

4. Nonadjacent bigrams (DD, DF,
DL, DP, FD, FF, FL, FP, LL, LP,
PL, PP) included

Nested Except DL and FP Except DL and FP All
Crossed All All All

5. Sequence length (number of let-
ters, M 6 SD)

Nested 9.0 6 1.7 9.2 6 1.5 9.3 6 1.2
Crossed 9.3 6 1.8 9.9 6 0.8 10.0 6 0.8

6. Sequence distribution according
to number of nonadjacent depend-
encies (% of 1-2-3)

Nested 16-33-51 19-13-68 20-20-60
Crossed 12-32-56 0-25-75 0-32-68

Note. G = grammatical; NG = nongrammatical. Stimulus control was dominated by Properties 1 and 2.

Table 2
Tasks Performed by Participants in Each Day of the 9-Day
Experiment

Day Tasks

Day 1 Baseline preference (AGL1), 15 min, 64 trials, using eye
tracking;

Short-term memory task, 100 trials, 15 min
Days 2�8 Short-term memory task, 100 trials, 15 min
Day 9 Short-term memory task, 100 trials, 15 min;

Final preference (AGL2), 64 trials, 15 min, using eye
tracking;

Grammaticality classification (AGL3), 64 trials, 15 min,
using eye tracking;

Explicit knowledge questionnaire, 10 min
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The 9-day acquisition task was presented as a short-term mem-
ory task. Each sequence was shown on a computer monitor for
4,000 ms, after which the subject typed it from memory on a key-
board, in a self-paced manner. No feedback was provided. In the
three classification tests, sequences were presented for 4,000 ms,
after which a question appeared on screen, and the subject
responded by clicking one of two options with the mouse.
To assess participants’ levels of explicit knowledge, we admin-

istered a postexperimental questionnaire combining verbal report
and direct tests (Rebuschat, 2013; see Appendix B). It started with
vague questions related to noticing patterns in the sequences and
the use of strategies for classification. At this point, the subject
was asked to generate grammatical sequences. The subject was
then asked about knowledge of the grammar in a progressively
focused manner, following the topics of (a) middle versus extreme
(nonadjacent vs. adjacent) letters, (b) two halves of middle letters
(A-B nonadjacent part), and (c) pairings between the elements of
the two halves.

Eye-Tracking Data Recording and Preprocessing

Monocular eye movements were recorded at 1,250 Hz with an
SMI hi-speed system (http://www.smivision.com). Participants
placed their chin on a chin rest and held a mouse for response.
They sat 80 cm away from a 22-in. monitor. At that distance, the
interletter space subtended horizontally 1.8° of the visual angle
(approximately the angle of the fovea). A 5-point calibration was
performed twice in each test (before the test and during an interval
between 32-item blocks), followed by validation. The tracking
error was smaller than .5°.
Preprocessing was carried out with the SMI analysis software

and then with MatLab (http://www.mathworks.com). Events were
extracted based on a high-speed algorithm for saccade detection.
A threshold of 30° peak velocity and a minimum duration of 22
ms defined a saccade. Fixations shorter than 50 ms were rejected.
Trials were visually inspected, and those with excessive artifacts
were rejected. Trials with a number of fixations 3 standard devia-
tions above or below the subject’s mean per condition were
marked as outliers and also rejected. The mean rejection rates
were between 0% and 2.6% in the crossed and between 1.6% and
3.6% in the nested grammar.
The analysis software computed the values of four eye features

for critical letters as areas of interest. The critical letter was the
first letter of the second-half nonadjacent part (first B), corre-
sponding to the first violation the subject would encounter while
reading from left to right. The four eye features were chosen to
be the same as the those of our previous experiment (Silva et al.,
2017), which included (a) first fixation duration; the (b) proportion
of fixations on the critical letter (a number) relative to number of
fixations in the whole string; the (c) proportion of dwell time on
the critical letter, computed in similar terms; and the (d) ratio
between dwell time (absolute) on the critical letter and first fixa-
tion duration. The first measure characterized the first confronta-
tion participants had with the violation letter, and the other three
contemplated their ocular movements during the full trial time
(whole-trial measures). Among these three, the proportions of fixa-
tions and the proportion of dwell time characterized how the viola-
tion letter attracted the initiation of fixations and the time spent on
the violation letter. Both measures indicate the extent to which the

violation grabbed participants’ attention. The last measure empha-
sized the amount of second-pass reading, return to the violation
letter area after the first fixation, suggesting revision processes.

Statistical Analysis

For each grammar type (crossed vs. nested), we considered the
effects of test (AGL1, AGL2, AGL3) and grammatical status of
the sequence (grammatical vs. nongrammatical). At the behavioral
level, we analyzed endorsement rates (classification of sequences
as likeable/correct per grammatical status and test). Behavioral
learning was indexed by increased endorsement of grammatical
sequences and decreased endorsement/liking of nongrammatical
after training (AGL1 vs. AGL2, two tests with the same instruc-
tion). Further comparisons between AGL2 and AGL3 served to
analyze instruction effects (state preference, AGL2 vs. classify as
correct or incorrect, AGL3) in posttraining classification. Gram-
maticality classification tests like AGL3 tend to provide similar
(Forkstam et al., 2008) or stronger learning outcomes than AGL2
(Silva et al., 2017), with the reverse being unexpected. Differences
between AGL2 and AGL3 are often assigned to increased explicit-
knowledge influences in AGL3 (Forkstam et al., 2008; Manza &
Bornstein, 1995; Newell & Bright, 2001): Once participants are
informed about the existence of rules, they may start drawing con-
scious hypotheses about the content of these rules based on their
previous exposure. In this sense, comparisons between AGL2 and
AGL3 could also provide hints on uses of explicit knowledge and
their possible eye-tracking correlates. For eye-tracking data, we
analyzed four eye features per grammatical status and test: first
fixation duration, proportion of dwell time, proportion of fixations,
and dwell-to-first-fixation ratio—all on the critical letter. Eye-
movement indices of learning should consist of increased values
for nongrammatical (longer processing times for violations) and/or
decreased ones for grammatical when comparing AGL1 with
AGL2. Similar to behavioral analyses, we also compared AGL2
with AGL3 to address instruction effects. The main eye-tracking
data analysis included all trials—with or without accurate behav-
ioral responses. We did a cross-check analysis with accurate trials
only (see Appendix C).

In all analyses, we used linear mixed models as implemented in
the lme4 package (Bates et al., 2015; lmerTest package used for
significance values, sjPlot for tables) for R (R core team, 2013).
Test, grammatical status, and grammar type (crossed vs. nested)
were entered as fixed factors and participants as a random factor
(random intercept). We first focused on the interactions between
test and grammatical status (learning nonadjacent dependencies)
and that between test, grammatical status, and grammar type
(learning across nonadjacent grammar types), considering the two
test-related comparisons (AGL1&2, AGL2&3) one at a time. For
significant Test 3 Grammatical Status 3 Grammar Type interac-
tions, we broke down the analysis to consider grammar types
(crossed vs. nested) one at a time. Critical alpha levels were set to
.05.

Additional analyses were run to address potential stimulus-
related confounds (see Stimulus Material). To rule out the possibil-
ity that crossed grammar learners were at a disadvantage compared
to nested grammar learners due to crossed classification sequences
being longer than training sequences, we tested whether behavioral
accuracy decreased with sequence length. To rule out the other two
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potential sources of advantage to nested grammar learners—
absence of one-pair nonadjacent sequences in crossed classifica-
tion subsets and nongrammatical-exclusive bigrams in the nested
but not in the crossed grammar—learning-related analyses were
performed three times: first, with the full data set (all crossed and
nested sequences); second, excluding nested sequences with a sin-
gle pair of letters at the nonadjacent part (see Table 1); and third,
excluding nested nongrammatical sequences containing nongram-
matical-exclusive bigrams (FP or DL; Table 1).
Responses to questionnaires were classified to provide an

explicit-knowledge score. This score ranged from 0 to 4, and it was
computed as follows: Participants were first assigned 1, 2, or 3
points according to their explicit knowledge on middle versus
extreme (nonadjacent vs. adjacent) letters (Level 1), letters in each
of the two halves of the nonadjacent part (Level 2, implying 1), and
pairings between the elements of the two halves (Level 3, implying
1 and 2). The number of correctly generated strings (only nonadja-
cent part considered) was then added, with participants scoring plus
1 point if all 5 generated sequences were correct and the corre-
sponding score in case of partial hit (e.g., .4 for two correct sequen-
ces). Explicit knowledge scores were compared across grammar
types. To test for explicit-learning trends in our sample, we corre-
lated the cross-test increase in behavioral discrimination (increase
in d-prime) with explicit knowledge scores. D-prime values (Stani-
slaw & Todorov, 1999) for a given test [Z(hits) � Z(false alarms)]
index are essentially the same as differences in endorsement rates
across grammatical and nongrammatical sequences (grammatical
endorsed � nongrammatical endorsed), which we used in behav-
ioral analyses (for a d-prime-based analysis of behavioral results,
please visit the OSF data repository associated with this study).

Results

Behavioral Discrimination Across Tests

Increases in discrimination from AGL1 to AGL2 did not
reach significance (nonsignificant Test 3 Grammatical Status
or Test 3 Grammatical Status 3 Grammar interaction; Table 3,
Figure 3) for nonadjacent dependencies, whatever the stimulus
set (full, nested without one nonadjacent pair, nested without
FP or DL bigrams). Comparisons between AGL2 and AGL3
(Table 4, Figure 3) showed nonsignificant results too. This con-
trasts with the results of Silva et al. (2017) on adjacent depend-
encies, where discrimination increased from AGL1 to AGL2
and from AGL2 to AGL3. As suggested in Figure 3, the poor
learning outcomes for nonadjacent dependencies seem related
to participants’ inability to reject nongrammatical sequences af-
ter training.

Behavioral Accuracy and Sequence Length (Control
Analysis)

This control analysis aimed to rule out the possible disadvantage of
crossed compared to nested grammar learners due to crossed classifi-
cation sequences being longer than crossed training sequences. For
crossed and nested sequences altogether, we found that accurately
classified sequences were longer (accuracy predicts length; B = .16,
confidence interval [95% CI; .10, .21], p , .001). This pattern pre-
vailed for nested sequences alone (B = .12, [.04, .20], p , .003). For
crossed sequences, there was no significant association (B = .01,
[�.03, .06], p = .564). Therefore, the increased length of crossed
classification sequences compared to nested does not seem able
to decrease learning.

Table 3
Grammatical Status (G vs. NG) 3 Test (AGL1 vs. AGL2) Interactions on Behavioral (Endorsement Rates) and Eye-Tracking Learning
Indices

Test: AGL1 vs. AGL2
GS 3 Test

B; [95% CI]; p; (R2)
GS 3 Test 3 Grammar
B; [95% CI]; p; (R2)

GS 3 Test, Nested
B; [95% CI]; p; (R2)

GS 3 Test, Crossed
B; [95% CI]; p; (R2)

Endorsement rates
All NE �0.09; [�20.00, .02]; .120 �0.06; [�22.00, .10]; .433
NE without 1 NA pair �0.09; [�20.00, .02]; .120 �0.06; [�21.00, .10]; .467
NE without FP/DL �0.09; [�20.00, .05]; .193 �0.16; [�35.00, .03]; .096

First fixation duration
All NE 11.27; [�17.70, 40.23]; .446 �3.49; [�43.86, 36.87]; .865
NE without 1 NA pair 11.26; [�16.71, 39.24]; .430 15.53; [�25.62, 56.68]; .459
NE without FP/DL 11.26; [�17.32, 39.85]; .440 6.85; [�39.10, 52.80]; .770

Proportion of dwell time
All NE a 0.04; [.01, .06]; .001; (.082)b 0.03; [.01, .05]; ,.001; (.069) �0.01; [�.02, .01]; .493
NE without 1 NA pair 0.04; [.01, .06]; .001; (.071) 0.03; [.01, .05]; ,.001; (.059)
NE without FP/DL 0.03; [.00, .05]; .030; (.074) 0.02; [.00, .04]; .030; (.071)

Proportion of fixations
All NE 0.03; [.01, .05]; ,.001; (.084) 0.03; [.02, .04]; ,.001; (.076) �0.01; [�.02, .01]; .430
NE without 1 NA pair 0.03; [.01, .05]; .002; (.072) 0.03; [.01, .04]; ,.001; (.067)
NE without FP/DL 0.03; [.00, .05]; .018; (.081) 0.02; [.00, .04]; .015; (.082)

Dwell/first fixation
All NE 0.54; [.23, .85]; ,.001; (.079) 0.39; [.18, .60]; ,.001; (.083) �0.15; [�.38, .07]; .181
NE without 1 NA pair 0.44; [.13, .76]; .006; (.071) 0.29; [.07, .51]; .009; (.071)
NE without FP/DL �0.15; [�.37, .07]; .168 0.35; [.00, .69]; .051

Note. GS 3 Test 3 Grammar (nested vs. crossed) interactions are broken down when significant. Analyses were run three times: all nested (NE) sequen-
ces, NE sequences with more than one nonadjacent (NA) pair, and NE sequences not containing exclusive bigrams (FP or DL). GS = grammatical status;
G = grammatical; NG = nongrammatical; AGL1 = baseline preference; AGL2 = final preference; CI = confidence interval.
a GS 3 Test interactions are not presented when GS 3 Test3 Grammar (nested vs. crossed) interactions were significant. b Significant interactions high-
lighted in bold.
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Explicit Knowledge

The internal consistency of the explicit questionnaire was satis-
factory (Cronbach’s a = .71). Participants showed an average
score of 1.54 (SD = 1.06). Values ranged between 0 and 3, indicat-
ing that the maximum score of explicit knowledge (4) was not
reached by any participant; although some participants were able
to identify the A and B halves of the nonadjacent part (2 points),
and some generated valid grammatical sequences (plus 1 point),
none were able to state the pairings between letters from the A and
B parts (Figure 4A). Sequence generation was at chance level in
both grammars (nested: p . .89; crossed: p . .69; see Figure 4B).
Although participants from the two grammar groups did not dif-

fer in explicit scores (p . .90), the correlations between explicit
scores and learning (posttraining increase in d-prime) seemed to
indicate differences: For nested, correlations were nonsignificant
(AGL1&2 learning: p . .76; AGL2&3 learning: p . .22); for
crossed, correlations between learning and explicit scores were
marginal (AGL1&2: r = .457, p = .065; AGL2&3: r = .433, p =
.082). Nevertheless, Fisher Z tests for comparing correlations
(Lenhard & Lenhard, 2014) did not reach significance—neither
for AGL1&2 (p . .13) nor for AGL2&3 (p . .34). The contrast
between crossed and nested was more pronounced when we corre-
lated sequence generation scores (a component of explicit scores)
with learning: For nested, correlations were nonsignificant (AGL1&2

learning: p = .10; AGL2&3 learning: p = .990), while for crossed
they reached significance (AGL1&2: r = .518, p = .033; AGL2&3:
r = .555, p = .021). Here, Fisher Z tests showed significant differen-
ces across nested and crossed for AGL2&3 (z = 1.69, p = .045),
though they did not for AGL1&2 (p . .34). Thus, the amount of
acquired explicit knowledge was similar in the two grammars, but
only crossed grammar learners may have used this to some extent,
namely in the final classification task (AGL3).

Eye-Movement Discrimination Across Tests

Significant training-related differences in eye-movement dis-
crimination (AGL1, baseline preference vs. AGL2, final prefer-
ence classification) were restricted to the nested grammar (Table
3, Figure 5). Paralleling the results we had for adjacent dependen-
cies in Silva et al. (2017; see Figure 5, left), effects showed up for
whole-trial measures (proportion of dwell time, proportion of fixa-
tions, and dwell/first fixation on critical letter). The control analy-
sis without nongrammatical-exclusive bigrams (potential aid in
nested grammar learning) rendered dwell/first fixation indices non-
significant (see Table 3). No other changes were introduced by
control analyses, with proportion of dwell time and proportion of
fixations responding consistently to training regardless of potential
confounds (see Table 3).

Comparisons between final preference (AGL2) and grammati-
cality classification (AGL3) showed increased discrimination

Figure 3
Endorsement Rates (Proportion of Liked/Correct Sequences) Across Grammatical Status (G = Grammatical; NG = Nongrammatical)
and Test (AGL1 = Baseline Preference Classification; AGL2 = Final Preference Classification; AGL3 = Grammaticality Classification)

Note. Bars indicate the standard error of the mean. Asterisks indicate significant increase in discrimination from AGL1 over AGL2 or from AGL2
over AGL3. The leftmost panel plots results from Silva et al. (2017) on adjacent dependencies.
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related to dwell/first fixation in both grammar types (Figure 5,
Table 4). Again, the control analysis without nongrammatical-
exclusive bigrams in nested sequences rendered nested-related
results nonsignificant. Accurate-only trials (see Appendix C)
showed the same pattern as all trials considered (correct and
incorrect), except that dwell/first fixation indices of learning
were never significant—neither for the AGL1&2 comparison nor
for AGL2&3.

Discussion

Previous studies (Uddén et al., 2009, 2012) have suggested that
learning nested and crossed nonadjacent dependencies may be as
easy as learning adjacent ones, provided that participants are given
more time to learn. Our first goal was to determine whether the
high performance of participants in Uddén et al.’s (2009, 2012)
study was due to learning of the internal structural patterns based
on increased exposure time (9 days instead of 5) or, on the con-
trary, if participants might have taken advantage of an uncon-
trolled surface distinction that allowed discrimination but not
necessarily deep structural learning. The hypothesized surface dis-
tinction was the violation of symmetry between A and B concern-
ing letter repetitions in nongrammatical but not in grammatical
sequences. To achieve our goal, we created a stimulus set for clas-
sification in which both grammatical and nongrammatical nested
and crossed sequences had symmetric repetitions (e.g., the non-
grammatical counterpart of FFDLLP would be FFDPPL, and
never FFDPLP), we ran a 9-day AGL study, and we compared the
results with those from a previous behavioral and eye-tracking 5-
day study of ours (Silva et al., 2017) on adjacent dependencies. We
controlled for other potential confounds, such as ACS, sequence

length, number of nonadjacent dependencies, and bigrams exclusive
to nongrammatical sequences.

Results pointed to lower performance in nonadjacent dependen-
cies, despite the 9-day exposure: Unlike in Silva et al. (2017), par-
ticipants’ behavioral indices of learning in the present study were
nonsignificant for both crossed and nested nonadjacent dependen-
cies. Critically, the pattern of results indicated that—although par-
ticipants increased endorsement of grammatical sequences after
training—they were unable to increase rejection of nongrammati-
cal items. This is consistent with the possibility that, in previous
studies, they might have relied on symmetry violations, instead of
grammaticality violations, to recognize nongrammatical sequen-
ces. Concerning eye tracking, we saw significant learning indices
for nested dependencies, engaging the same measures as in Silva
et al. (2017)—proportion of dwell time, proportion of fixations,
and dwell/first fixation—but dwell/first fixation indices did not
survive control analyses addressing the influence of bigrams
exclusive to nongrammatical sequences. Crossed dependencies
showed no eye-tracking evidence of implicit learning. Overall, our
findings do not support the idea that learning nonadjacent depend-
encies may be just “a matter of time” (Uddén et al., 2009, 2012):
When participants are deprived of surface cues for discrimination
between grammatical and nongrammatical nonadjacent sequences—
as they were in our study—prolonged training does not seem to grant
learning, at least at a level comparable to learning adjacencies.

Our second goal related to the comparative learnability of
nested versus crossed sequences. Formal language hierarchy
allows predicting increased difficulty for crossed sequences, but
several studies pointed to increased difficulty for nested. Since most
of these studies have been conducted with Dutch participants—
whose native language contains crossed dependencies—we

Table 4
Grammatical Status (G vs. NG) 3 Test (AGL2 vs. AGL3) Interactions on Behavioral (Endorsement Rates) and Eye-Tracking Learning
Indices

Test: AGL2 vs. AGL3
GS 3 Test

B; [95% CI]; p; (R2)
GS 3 Test 3 Grammar
B; [95% CI]; p; (R2)

GS 3 Test, Nested
B; [95% CI]; p; (R2)

GS 3 Test, Crossed
B; [95% CI]; p; (R2)

Endorsement rates
All NE �0.13; [�.27, .01]; .077 �0.06; [�.26, .13]; .521
NE without 1 NA pair �0.13; [�.28, .02]; .099 �0.03; [�.18, .24]; .765
NE without FP/DL �0.22; [�.29, �.04]; .141 0.02; [�.22, .25]; .886

First fixation duration
All NE 11.37; [�15.30, 38.04]; .403 19.10; [�18.15, 56.34]; .315
NE without 1 NA pair 11.37; [�14.10, 36.84]; .382 6.96; [�30.62, 44.54]; .717
NE without FP/DL 11.37; [�15.09, 37.83]; .400 1.68; [�40.90, 44.27]; .938

Proportion of dwell time
All NE 0.01; [.00, .03]; .098 0.00; [�.03, .02]; .696
NE without 1 NA pair 0.01; [.00, .03]; .080 0.00; [�.03, .02]; .734
NE without FP/DL 0.01; [.00, .03]; .080 �0.02; [�.05, .02]; .050

Proportion of fixations
All NE 0.01; [.00, .02]; .158 �0.01; [�.02, .01]; .609
NE without 1 NA pair 0.01; [.00, .02]; .136 0.00; [�.02, .02]; .844
NE without FP/DL 0.01; [.00, .02]; .134 �0.02; [�.04, .00]; .124

Dwell/first fixation
All NE 0.22; [.01, .43]; .038a; (.069) �0.23; [�.53, .06]; .121
NE without 1 NA pair 0.22; [.02, .43]; .034; (.066) �0.16; [�.47, .14]; .299
NE without FP/DL �0.40; [�.72, .08]; .015 �0.18; [�.42, .07]; .159 0.22; [.02, .43]; .031

Note. GS 3 Test 3 Grammar (nested vs. crossed) interactions are broken down when significant. Analyses were run three times: all nested (NE) sequen-
ces, NE sequences with more than one nonadjacent (NA) pair, and NE sequences not containing exclusive bigrams (FP or DL). GS = grammatical status;
G = grammatical; NG = nongrammatical; AGL2 = final preference; AGL3 = grammaticality classification; CI = confidence interval.
a Significant interactions highlighted in bold.

T
hi
s
do
cu
m
en
ti
s
co
py
ri
gh
te
d
by

th
e
A
m
er
ic
an

Ps
yc
ho
lo
gi
ca
lA

ss
oc
ia
tio

n
or

on
e
of

its
al
lie
d
pu
bl
is
he
rs
.

T
hi
s
ar
tic
le
is
in
te
nd
ed

so
le
ly

fo
r
th
e
pe
rs
on
al
us
e
of

th
e
in
di
vi
du
al
us
er

an
d
is
no
tt
o
be

di
ss
em

in
at
ed

br
oa
dl
y.

651FORMAL LANGUAGE HIERARCHY AND COGNITION



hypothesized that the advantage of crossed dependencies could be
due to linguistic experience (Christiansen & Chater, 2015), which
would override cognitive-architectural constraints. To address
this hypothesis, we ran our study on Portuguese-speaking partici-
pants, inexperienced with crossed dependencies. We saw an
advantage of nested over crossed dependencies in eye-tracking
learning indices, suggesting that linguistic experience may have
played a role in previous studies that showed advantages of
crossed over nested. As for the possibility that nested sequences
may have been learned more efficiently than crossed ones due to
influences other than grammar type itself—decreased length of
sequences, presence of one-dependency-pair sequences in classi-
fication, presence of bigrams exclusive to nongrammatical
sequences—these were ruled out by control analyses.
It has been argued that nested dependencies have one character-

istic that lends them potential advantages over crossed ones: In
nested, but not crossed, grammars, there is always one pair that
works like an adjacent dependency (Lai & Poletiek, 2011). For
instance, in A1A2A3jB3B2B1, the inner pair A3B3 is part of the
nested structure, but its element letters are contiguous. Is it possi-
ble that this accounted for the advantage of nested over crossed
dependencies in the present study? The short answer is no: As
shown in Table 1 and Appendix A, middle bigrams of nested
sequences (FL or DP) were not exclusive to grammatical items
from the stimulus sets. We managed to avoid such exclusiveness
by using crossed-like sequences in nested nongrammatical sub-
sets (e.g., VXDDFLLPWS, VSFFDPPLWS). As we pointed out
throughout this article, the only bigram-exclusiveness scenario

regarded FP and DL in nongrammatical, but not in grammatical,
sequences. As our control analyses showed, evidence of learn-
ability for nested sequences remained after excluding nongram-
matical sequences with these two bigrams.

The poor behavioral performance we saw in this experiment—
specifically, the inability of participants to reject nongrammatical
sequences—suggests that the significant learning of nonadjacent
dependencies found by Uddén et al. (2009, 2012) was due to the
presence of the extra cue that we did not allow here: violations in
repetition structure for nongrammatical, but not for grammatical,
sequences. Nevertheless, we cannot be certain of this until we
make a direct comparison between learning with and without such
extra cue. We did it in Experiment 2.

Experiment 2: Learning Nonadjacent Dependencies
With Versus Without Extra Cues

Materials andMethod

Participants

Forty-six native Portuguese speakers volunteered to take part in
the experiment. Twenty-three were assigned to the crossed gram-
mar and the other 23 to the nested grammar. Participants were
matched for gender (crossed: 19 female; nested: 17 female), age
(crossed: 22.9 6 7.3; nested: 19.6 6 3.9, p = .069), and years of
schooling (crossed: 13.8 6 2.5; nested: 12.8 6 1.3, p = .11).

Figure 4
Explicit Knowledge Scores

Note. Panel A: Distribution of scores reached in each group, according to three levels of
knowledge (1 = NA part, knowledge of letters in the middle vs. extremes; 2 = A vs. B, knowing
which letters belong to A and B in the nonadjacent part; 3 = AB pairs, knowing how letters
from A and B pair with each other). Panel B: Mean accuracy in the attempt to generate correct
sequences (0–100%). Sequence generation was at chance level (50%) in both grammars.
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Figure 5
Eye-Movement Indices (First Fixation Duration, Proportion of Dwell Time, Proportion of
Fixations, Dwell/First Fixation on Critical Letter) Across Grammatical Status (G =
Grammatical; NG = Nongrammatical) and Test (AGL1 = Baseline Preference Classification;
AGL2 = Final Preference Classification; AGL3 =Grammaticality Classification)

Note. Bars indicate the standard error of the mean. Asterisks indicate significant increase in discrimi-
nation from AGL1 over AGL2 or from AGL2 over AGL3. The leftmost panel plots results from Silva
et al. (2017) on adjacent dependencies.
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Exclusion criteria were the same as in Experiment 1. All gave
written informed consent according to the declaration of Helsinki.

Stimulus Material

We kept the training stimulus set of Experiment 1 (n = 100) and
expanded the classification set (n = 96/96 for nested/crossed) so that
it also included NG sequences with violations of symmetry in repeti-
tion structure. The original classification stimulus set contained 66/
74 nongrammatical sequences (69%/74% of 96) with letter repeti-
tions for nested/crossed grammars (see Table 5), all of them symmet-
ric. For the present experiment, these sequences with letter
repetitions were duplicated and then edited in the last nonadjacent
position (last letter of Part B) such that symmetry in repetition struc-
ture was broken. For instance, the sequence MDFDLPLVR was
duplicated and transformed into MDFDLPPVR; NDDDLLLVRwas
transformed into NDDDLLPVR (for the full set of nongrammatical
sequences, see the OSF data repository).
This process generated 66/74 additional nongrammatical sequen-

ces for nested/crossed, enlarging the nongrammatical test set to 162
sequences (66 with symmetry violations þ 66 without symmetry
violations þ 30 without letter repetitions; Table 5) in nested and to
170 sequences in crossed (74 with symmetry violations þ 74 with-
out symmetry violations þ 22 without letter repetitions). To keep
the 50/50 proportion of grammatical/nongrammatical sequences
during test, we duplicated the grammatical sequences with letter
repetitions (66/74 in nested/crossed). As in Experiment 1, the full
classification set was divided into three blocks, to be used at the
three different classification tasks of the experiment (baseline pref-
erence, final preference, grammaticality classification).

Procedure

Apart from the fact that the experiment did not register eye
movements, the procedure was the same as in Experiment 1.

Statistical Analysis

Nongrammatical sequences without symmetry violations and
without letter repetitions were grouped together as sequences with-
out extra cues (96/96 in nested/crossed, same as in Experiment 1),
as opposed to the new nongrammatical sequences with symmetry
violations (extra cue present, 66/74 in nested/crossed). Each subset

of nongrammatical sequences was compared to all grammatical
sequences (162/170 for nested/crossed) for endorsement rates.

The analysis followed the same principles and procedures as in
Experiment 1, with the exception that symmetry violation (no vs.
yes) was added to the model as a fixed factor. Explicit scores were
also analyzed in the same way as in Experiment 1.

Results

Behavioral Discrimination Across Tests

For the comparison between baseline preference (AGL1) and
final preference (AGL2), the model (marginal R2/conditional R2 =
.174/.621) showed a significant interaction between grammatical
status, test, and symmetry violations (b = �.19, 95% CI [�.35,
�.40], p = .016). All other terms were nonsignificant. Breaking
down the interaction into symmetry violation levels (see Figure 6),
we found significant learning outcomes when symmetry breaks
were present at nongrammatical strings (b = �.30, [�.42, �.17],
p , .001, marginal R2/conditional R2 = .198/.565) but not when
they were absent (b = �.10, [� .21, �.00], p = .059, marginal R2/
conditional R2 = .140/.602). In both cases, further interactions with
grammar type were null (p . .40), indicating no differences
between nested and crossed grammars. Comparisons between final
preference and grammaticality classification showed no significant
interactions engaging Grammatical Status 3 Test (ps . .08), indi-
cating no evidence of boosted learning outcomes in the grammati-
cality classification test.

Explicit Knowledge

The internal consistency of the explicit questionnaire was satis-
factory (Cronbach’s a = .76). Participants showed an average
score of 1.61 (SD = 1.33) in a scale ranging from 0 to 4. Sequence
generation was at chance level in both grammars (nested: p . .49;
crossed: p . .95). As in Experiment 1, participants from the two
grammars did not differ in explicit scores (p . .23).

For sequences like the ones in Experiment 1 (no symmetry vio-
lations in nongrammatical strings), correlations between explicit
scores and d-prime increase did not reach significance in any
grammar (nested: AGL1&2, p . .060, AGL2&3, p . .16;
crossed: AGL1&2, p = .070, AGL2&3, p . .15). When correlat-
ing d-prime increase with sequence generation scores (one compo-
nent of explicit scores), values were nonsignificant for nested
(AGL1&2: p. .59; AGL2&3: p. .33) and significant for crossed
regarding AGL1&2 (r = .440, p = .035; AGL2&3: p . .12).
Nevertheless, the Fisher Z test comparing the correlations between
AGL1&2 learning and generation scores for nested versus crossed
did not reach significance (p . .13). Comparing these results with
those from Experiment 1, we conclude that the increased reliance
on explicit knowledge in crossed than in nested when going from
AGl2 to AGL3 no longer applied.

For sequences with symmetry violations, the correlation between
explicit scores and d-prime change was significant at AGL2&3 (r =
.472, p = .023; AGL1&2: p . .84) in nested sequences, and both
correlations were null (AGL1&2: p . .20; AGL2&3: p . .13) in
crossed. However, direct comparisons showed no cross-grammar
differences. Differences between nested and crossed emerged when
we correlated sequence generation scores with d-prime change. Cor-
relations did not reach significance for nested (AGL1&2: p . .29;

Table 5
Distribution of Classification Sequences in Experiment 2

Sequences Nested Crossed

Nongrammatical
Experiment 1
Without letter repetitions 30 22
With letter repetitions, no symmetry violations 66 74

Added
With letter repetitions and symmetry violations 66 74
Total nongrammatical 162 170

Grammatical
Experiment 1
Without letter repetitions 30 30
With letter repetitions 66 74

Added
With letter repetitions (duplicate) 66 74
Total grammatical 162 170
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AGL2&3: p . .09), but they did so for crossed (AGL1&2: r = .446,
p = .033; AGL2&3: r = .473, p = .023). Direct comparisons showed
differences between nested and crossed at AGL1&2 (Z = �2.25,
p = .012; AGL2&3: p . .32), suggesting that symmetry viola-
tions may have induced some degree of explicit learning in the
crossed grammar.

Discussion

Within-subjects comparisons between learning with and learn-
ing without the extra cue of violations in repetition structure
(present in Uddén et al., 2009, 2012, and absent in Experiment
1) showed significant learning when the extra cue was present
but not when it was absent (replicating Experiment 1 in this mat-
ter). This strengthens our claim that learning nonadjacent
dependencies is not just “a matter of time,” and Uddén’s findings
may have been confounded by the presence of an extra cue for
discrimination. According to analysis on explicit scores, the

extra cue may have fostered explicit learning, at least in the
nested grammar.

General Discussion

Our study provided support for two ideas. First, behavioral
results from Experiments 1 and 2 showed that nonadjacent
dependencies may be harder to learn implicitly than adjacent ones,
even when participants are given more training time. Second,
judging by the eye-tracking results of Experiment 1, crossed
dependencies may be harder to learn than nested ones. Together,
these ideas suggest that the hierarchy of formal languages initially
proposed by Chomsky may overlap with a hierarchy of cognitive
complexity.

Marginal to our two research questions, the present study brought
methodological advances related to the use of eye tracking in AGL
experiments. First, our previous study (Silva et al., 2017) was novel
in showing eye-tracking signatures of implicitly acquired knowledge.

Figure 6
Endorsement Rates (Proportion of Liked/Correct Sequences) Across Symmetry Violation Levels, Grammatical Status (G =
Grammatical; NG = Nongrammatical), and Test (AGL1 = Baseline Preference Classification; AGL2 = Final Preference Classification;
AGL3 = Grammaticality Classification)

Note. Bars indicate the standard error of the mean. Asterisks indicate significant increase in discrimination from AGL1 over AGL2 or from AGL2 over
AGL3.
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Since then, to our knowledge, no other study attempted to replicate
it. In the present study, the eye-movement signatures of violation
detection in the nested grammar were highly convergent with our
previous findings on adjacent dependencies (Silva et al., 2017) in that
whole-trial (proportion of dwell time, fixations, and dwell/first fixa-
tion on critical letter) but not first-pass measures (first fixation dura-
tion) signaled posttraining changes in discrimination in both
preference and grammaticality classification tests. The fact that we
replicated this pattern suggests that this may be a robust pattern
of eye-tracking signatures of implicit learning. Second, the fact
that nested dependencies showed no significant learning indices at
the behavioral level, but did show them in eye tracking, suggests
that eye-tracking measures may be more sensitive than behavioral
ones. Third and final, among the three measures that captured
learning of nested grammars, dwell/first fixation was the least sta-
ble: (a) it was the only measure showing significant results for
crossed grammars (change from AGL2 to AGL3), (b) it lost sensi-
tivity when NG-exclusive bigrams were removed from nested NG
stimulus sets, and (c) it was no longer responsive after trials with
inaccurate behavioral responses were removed. Altogether, these
three sources of instability are consistent with the possibility that
dwell/first fixation reflects, at least partly, influences from explicit
knowledge. Concerning (a), we saw in Experiment 1 that crossed
grammar learners showed changes in dwell/first fixation—but no
other measure—from AGL2 over AGL3, and this co-occurred
with indices that participants used to explicitly acquire knowledge
to boost discrimination from AGL2 over AGL3. As for the fact
that (b) dwell/first fixation reflected knowledge on all nested
sequences, but it no longer did so when sequences containing non-
grammatical-exclusive bigrams (chunk-based shortcuts) were
excluded, this may also mean that dwell/first fixation reflects
explicit knowledge—if we accept that chunk-based shortcuts rep-
resent explicit strategies (K€urten et al., 2012; but see Pothos &
Wood, 2009). Finally, the fact that (c) dwell/first fixation was re-
sponsive to all sequences, but not to the subset of accurately clas-
sified ones, is not necessarily related to explicitness. However, it
is possible that inaccurate responses were caused by attempts to
use explicit knowledge, as has been demonstrated in some studies
(e.g., Reber, 1976). The hypothesis that dwell/first fixation reflects
explicit knowledge could be addressed in future studies comparing
implicit with explicit learning.
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Appendix A

Nonadjacent-Part Bigrams

Bigram

CR-train CR-G CR-NG NE-train NE-G NE-NG

n % n % n % n % n % n %

DD 48 0.12 40 0.09 47 0.11 43 0.12 43 0.11 43 0.12
DF 30 0.08 55 0.13 41 0.10 24 0.06 58 0.15 28 0.08
DL 27 0.07 33 0.08 22 0.05 0 0.00 0 0.00 32 0.09
DP 37 0.09 12 0.03 31 0.07 59 0.16 26 0.07 26 0.07
FD 35 0.09 42 0.10 40 0.10 30 0.08 21 0.05 47 0.13
FF 37 0.09 31 0.07 33 0.08 38 0.10 22 0.06 22 0.06
FL 14 0.04 5 0.01 33 0.08 41 0.11 70 0.18 13 0.04
FP 22 0.06 46 0.11 10 0.02 0 0.00 0 0.00 22 0.06
LL 37 0.09 31 0.07 53 0.13 38 0.10 22 0.06 40 0.11
LP 35 0.09 42 0.10 41 0.10 24 0.06 58 0.15 31 0.09
PL 30 0.08 55 0.13 40 0.10 30 0.08 21 0.05 41 0.11
PP 48 0.12 40 0.09 27 0.06 43 0.12 43 0.11 19 0.05
Count 400 432 418 370 384 364

Note. CR = crossed; NE = nested; G = grammatical; NG = nongrammatical.
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Appendix B

Postexperimental Questionnaire on Explicit Knowledge

Questions

Referring to Day 1 (Baseline Preference Test, AGL1)

When you responded whether you liked or not each
sequence, did you do it based only on your “gut feeling,” or
were you using some other criterion?

Referring to Day 9 (Final Preference Test, AGL2)

When you responded whether you liked or not each
sequence, did you do it based only on your “gut feeling,” or
were you using some other criterion?

Referring to Day 9 (Final Grammaticality Test, AGL3)

1. Did you notice anything special or strange about the
sequences? If so, what?

2. Did you use any strategy to distinguish between grammat-
ical and nongrammatical sequences?

3. Please write down five grammatical (correct) sequences.

4. Some letters appeared only in the inner part of the
sequence, and other letters only in the tails (begin and end
of sequence). Which letters appeared in the inner part?
Which ones were at the tails?

5. At the inner part of the sequence, you could see the letters
D, F, L, P. Do you have any idea on how they were
organized? Did some letters come before others?

6. The inner part of the sequence, containing D, F, L, P,
was divided into two halves. Some of these letters
appeared in the first half, and others in the second half.
Which letters were at the first half, and which at the
second?

7. At the inner part, there was a correspondence between let-
ters in the first half and letters in the second half. How
was the correspondence?

(Appendices continue)
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Appendix C

Eye-Tracking Results for Accurate Trials Only
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Table C1
Grammatical Status (G vs. NG) 3 Test (AGL1 vs. AGL2) Interactions on Eye-Tracking Learning Indices for Accurate Trials

Test: AGL1 vs. AGL2
GS 3 Test

B; [95% CI]; p; (R2)
GS 3 Test 3 Grammar
B; [95% CI]; p; (R2)

GS 3 Test, Nested
B; [95% CI]; p; (R2)

GS 3 Test, Crossed
B; [95% CI]; p; (R2)

First fixation duration
All NE 16.2; [�20.2, 52.69]; .383 9.06; [40.00, 58.12]; .717
NE without 1 NA pair 16.15; [�20.3, 52.33]; .382 23.34; [�28.19, 74.88]; .375
NE without FP/DL 16.12; [�18.63, 50.88]; .363 43.81; [�13.61, 101.22]; .135

Proportion of dwell time
All NE a 0.04; [.01, .06]; .013b; (.091) 0.04; [.02, .06]; ,.001; (.085) 0.01; [.01, .03]; .507
NE without 1 NA pair 0.04; [.01, .07]; .013; (.084) 0.04; [.02, .06]; ,.001; (.084)
NE without FP/DL 0.03; [.00, .07]; .037; (.070) 0.04; [.01, .07]; .002; (.057)

Proportion of fixations
All NE 0.03; [.01, .06]; .015; (.095) 0.04; [.02, .05]; ,.001; (.094) 0.00; [�.01, .02]; .615
NE without 1 NA pair 0.03; [.01, .06]; .024; (.080) 0.03; [.02, .05]; ,.001; (.093)
NE without FP/DL 0.03; [.00, .06]: .047; (.073) 0.03; [.01, .06]; .003; (.080)

Dwell/first fixation
All NE 0.12; [�.17, .41]; .426 0.30; [�.09, .68]; .136
NE without 1 NA pair 0.12; [�.16, .40]; .408 0.25; [�.15, .65]; .218
NE without FP/DL 0.12; [�.16, .40]; .408 0.05; [�.41, .50]; .832

Note. GS = grammatical status; G = grammatical; NG = nongrammatical; AGL1 = baseline preference; AGL2 = final preference; CI = confidence inter-
val; NE = nested; NA = nonadjacent.
a GS 3 Test interactions are not presented when GS 3 Test3 Grammar (nested vs. crossed) interactions were significant. b Significant interactions high-
lighted in bold.

Table C2
Grammatical Status (G vs. NG) 3 Test (AGL2 vs. AGL3) Interactions on Eye-Tracking Learning Indices for Accurate Trials

Test: AGL2 vs. AGL3
GS 3 Test

B; [95% CI]; p; (R2)
GS 3 Test 3 Grammar
B; [95% CI]; p; (R2)

GS 3 Test, Nested
B; [95% CI]; p; (R2)

GS 3 Test, Crossed
B; [95% CI]; p; (R2)

First fixation duration
All NE 17.87; [�16.33, 52.07]; .306 8.17; [�38.26, 54.60]; .730
NE without 1 NA pair 17.81; [�16.21, 51.84]; .305 �1.53; [�50.55, 47.49]; .951
NE without FP/DL 17.85; [�15.48, 51.19]; .294 �23.03; [�79.39, 33.32]; .423

Proportion of dwell time
All NE 0.01; [�.01, .03]; .393 0.00; [�.02, .03]; .728
NE without 1 NA pair 0.01; [�.01, .03]; .366 0.00; [�.02, .03]; .720
NE without FP/DL 0.01; [�.01, .03]; .354 �0.01; [�.05, .02]; .362

Proportion of fixations
All NE 0.00; [�.02, .02]; .793 0.01; [�.01, .03]: .414
NE without 1 NA pair 0.00; [�.01, .02]; .779 0.01; [�.01, .04]; .371
NE without FP/DL 0.00; [�.01, .02]; .775 0.00; [�.03, .03]; .865

Dwell/first fixation
All NE 0.12; [�.14, .39]; .365 �0.07; [�.46, .30]; .720
NE without 1 NA pair 0.12; [�.14, .38]; .351 �0.02; [�.36, .39]; .930
NE without FP/DL 0.12; [�.12, .37]; .324 �0.13; [�.54, .28]; .538

Note. GS = grammatical status; G = grammatical; NG = nongrammatical; AGL2 = final preference; AGL3 = grammaticality classification; CI = confi-
dence interval; NE = nested; NA = nonadjacent.
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