
Coupling ideality of free electrons with photonic integrated waveguides

Guanhao Huang,1, 2, ∗ Nils J. Engelsen,1, 2 Ofer Kfir,3 Claus Ropers,4, 5 and Tobias J. Kippenberg1, 2

1Swiss Federal Institute of Technology Lausanne (EPFL), CH-1015 Lausanne, Switzerland
2Center for Quantum Science and Engineering, EPFL, CH-1015 Lausanne, Switzerland

3School of Electrical Engineering, Tel Aviv University, 69978, Tel Aviv, Israel
4Max Planck Institute of Multidisciplinary Sciences, D-37077 Göttingen, Germany

5Georg-August-Universität Göttingen, D-37077 Göttingen, Germany

Recently, integrated photonics has brought new capabilities to electron microscopy and been used
to demonstrate efficient electron phase modulation and electron-photon correlations. Here, we quan-
titatively analyze the interaction strength between a free electron and a photonic integrated circuit
with a heterogeneous structure. We adopt a dissipative QED treatment and show that with proper
electron beam positioning and waveguide geometry, one can achieve near-unity coupling ideality
to a well-defined spatial-temporal waveguide mode. Furthermore, we show that the frequency and
waveform of the coupled mode can be tailored to the application. These features show that photonic
integrated waveguides are a promising platform for free-electron quantum optics with applications
like high-fidelity electron-photon entanglement, heralded single-electron and photon state synthesis.

Quantum coherent coupling between disparate physi-
cal systems is required for a future quantum network [1].
Proposed architectures generally use photonic links [2] to
connect different systems due to the potential for long-
range transmission through optical fibers and robustness
to decoherence from thermal environments. Photonic
links have been realized in systems ranging from super-
conducting qubits [3, 4], solid state spins [5, 6], ultra co-
herent mechanics [7, 8], and atomic systems [9–13], where
each offers unique features and advantages to be utilized
in quantum networks. One key aspect of all these sys-
tems is the ability to enact high-fidelity quantum control
of the interaction with well-defined optical modes.

In the field of electron microscopy, interactions be-
tween free electrons and photons have been widely ex-
plored in both stimulated [14–21] and spontaneous pro-
cesses [15, 22–24] enhanced by phase-matched interac-
tion and optical resonance [25–29]. There have also been
many proposals [30–34] exploring the unique quantum
properties of electron-photon states. However, it is still
an open question whether high-fidelity quantum control
of this hybrid quantum system can be realized.

High-fidelity quantum control requires high coupling
strength between free electrons and optical vacuum fields,
and low dissipation to keep decoherence at a minimum.
The interaction mechanisms and their coupling strengths
differ substantially between different physical platforms,
which can be categorized into metallic [17] and dielectric
structures [19, 25, 29, 35, 36]. For nanophotonic parti-
cles, the short attosecond-long interaction time promotes
the use of absorbing materials, such as plasmonic struc-
tures [37]. The collective electronic response amplifies
the interaction, while at the same time bringing retar-
dation and dissipation, which is not ideal for quantum-
coherent manipulation of electrons with optical states.
On the other hand, transparent dielectrics, for which the
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coupling is enhanced by an extended interaction length,
offer a paradigm shift in free-electron quantum optics due
to their low optical dissipation and instant electronic re-
sponse. Instead of enhancing the interaction by lossy me-
dia, optical modes supported by the dielectric structures
interact with the free electron by the relativistic field re-
tardation effect [38], which results in a purely parametric
interaction ideally suited for high-fidelity quantum con-
trol.

Photonic integrated circuits have only entered the pic-
ture very recently [29, 39], and have several advantages
for free-electron quantum optical experiments. Firstly,
integrated photonics enables exquisite control of the op-
tical properties of waveguides [40]. The nearly lossless
guided modes [41] and high-fidelity output fiber cou-
pling [42] facilitate coupling to both on-chip [5–8] and
fiber-coupled quantum systems [3, 10–13]. Additional
capabilities are provided by well-established on-chip op-
tical elements such as tunable beam splitters and phase
shifters [43], which offer high-fidelity optical state manip-
ulation and characterization [44].

High-fidelity interaction between quantum systems
mediated by the electron-photon interaction requires
high-ideality coupling to a well-defined single optical
mode [45]. However, due to the presence of waveguide
substrates, contributions from parasitic coupling to auxil-
iary spatial modes limit the fidelity of the interaction. To
quantify the infidelity caused by this parasitic coupling,
the conventional quantum optical modal decomposition
method commonly used in previous works [17, 29, 31, 32]
is practically inconvenient to use since there is an infi-
nite number of optical modes supported by the dielectric
structures that the electrons can interact with.

Here, we adopt a dissipative QED treatment [46] in
the lossless limit to circumvent the need to address all
the modes individually, which allows quantitative anal-
ysis of the parasitic coupling contributions and the cou-
pling ideality to the target mode. From the analysis, we
find that with appropriate waveguide structure design
and electron beam positioning, we can achieve optical
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FIG. 1. Illustration of the electron-photon inelastic scattering
process mediated by a dielectric waveguide. When the elec-
tron passes by a dielectric waveguide structure with a given
dielectric permittivity distribution ε(x, y, z), the material di-
electric dipoles exert a backaction field (force) on the electron,
resulting in correlated electron energy loss and optical field
emission in both the guided waveguide modes and non-guided
bulk modes. High-ideality coupling to a low-loss waveguide
mode is required for interaction with other quantum systems
through optical links.

frequency tuning and waveform shaping of the output
optical state, and most importantly, near-unity, single-
mode coupling ideality, enabling high-fidelity quantum
control of electron-photon interactions.

I. THEORY BASICS

The interaction between free electrons and optical
modes at a dielectric surface can be understood in a mi-
croscopic picture, see Fig.1. When an electron passes
near the surface of a dielectric structure, the electric field
of the flying electron polarizes the dipoles in the struc-
ture. As a result, these dipoles generate oscillating elec-
tromagnetic fields that cause backaction Coulomb forces
on the electron which change the electron energy. In
the conventional quantum optical modal decomposition
picture commonly used in the cavity QED community,
this can be interpreted as the interaction between the
free electrons and the optical vacuum fields of the modes
supported by the dielectric structure [47].

In the case of photonic integrated circuits, the com-
plex dielectric environment can degrade the fidelity of the
electron-photon interaction with the target waveguide
mode, e.g., through parasitic coupling to other optical
mode families and other non-guided spatial modes sup-
ported by the generally open-ended dielectric substrates.
It is impractical to use the conventional modal decom-
position method [17] to account for the infinite number
of interacting spatial optical modes. Instead, we use a
three-dimensional QED treatment [46] (see Appendix B
for QED details, and Appendix D for its correspondence
to the modal decomposition), which takes into account all
the possible coupling contributions from different modes.
This formalism, derived using the fluctuation-dissipation
theorem, was previously used when analyzing electron
energy loss probabilities with dissipative materials [15].

Here, we use it for dispersive dielectric materials, i.e. the
studied wavelength range is far from material absorption
bands, which simplifies the simulation by not requiring
knowledge of the imaginary part of the dielectric permit-
tivity.

The problem can be formulated as the interaction
between propagating free electrons and optical fields
Â(r, ω) (instead of the specified optical modes) at fre-
quencies ω, with the scattering matrix [31, 45]

Ŝ = eiχ̂ exp

[∫
dωgω b̂

†
ωâω − h.c.

]
, (1)

where the phase operator χ̂ acts only on the elec-
tron degrees of freedom, and is associated with the
Aharonov–Bohm effect of the vector potential [48]. Trav-
eling photon ladder operators âω and electron operators

b̂ω characterize the energy exchanges between the elec-
tron and the optical field at a given optical frequency ω
in an energy-conserved manner. The interaction with the
vacuum optical fields results in transitions into lower elec-
tron energy states with energy differences of ~ω. We de-
fine the electron-photon coupling strength at a given pho-
ton energy ~ω in terms of the vacuum coupling strength
gω as Γ(ω) = |gω|2. In the limit where Γ(ω) � 1, the
Γ(ω) is also equivalent to the electron energy loss prob-
ability per unit optical frequency of the dielectric media
measured in electron energy loss spectroscopy (EELS).
Assuming the electron beam is oriented in direction ẑ at
transverse coordinate R0, the coupling strength is [15]

Γ(R0, ω) =
4e2

~

∫∫
dzdz′

Re[iei
ω(z−z′)
ve Gzz (R0, z;R0, z

′;ω)], (2)

where G(r, r′, ω) is the dyadic Green function (Green ten-
sor) of the classical Maxwell equation

∇×∇×G(r, r′, ω)− ω2

c2
ε(r, ω)G(r, r′, ω) = −µ0δ(r− r′)

which describes the field response at r to a point cur-
rent excitation at r′. The integral kernel ei(z−z

′)ω/ve

enforces the phase-matching condition at electron veloc-
ity ve, which is especially important to consider for pro-
longed interaction with dielectric waveguide structures.
At this point, the problem of retrieving the coupling to
an infinite number of spatial optical modes reduces to
solving the Green tensor G(r, r′, ω) of the dielectric en-
vironment ε(r, ω) of interest. In most previous works on
EELS of nanostructures [15], the materials (e.g. metals)
exhibit delayed material response, resulting in material
absorption, which is the dominant contribution to the
main electron energy loss channels. The dielectric ma-
terials we study here are transparent in the optical fre-
quency bands of interest. In this sense, we can safely
set Im{ε(r, ω)} → 0, which corresponds to instantaneous
dielectric dipole response. For materials with sufficiently
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FIG. 2. Spatial pattern of Im[Gzz(r, r0, ω)] for the case of a Si3N4waveguide embedded in a silica substrate. In addition
to emission into the substrate and free space, some guided modes in the waveguide are also excited by the oscillating electric
current dipole, and forms a beating spatial pattern amongst guided modes along the waveguide direction.

low absorption, which are used for integrated waveg-
uides designed to guide optical fields, the interaction is
purely contributed from the relativistic field retardation
effect [38] and prohibits energy and momentum transfer
to the material, avoiding loss of coherence. It is in this
sense that the whole process of electron interacting with
dielectric waveguide is parametric in nature.

II. QUANTITATIVE ANALYSIS OF
ELECTRON-PHOTON INTERACTION

As an example, here we quantitatively investigate
the electron-photon coupling mediated by an integrated
Si3N4waveguide embedded in a silica substrate with-
out top cladding (the bottom silicon substrate not con-
sidered). This type of structure has been used in re-
cent investigations of both stimulated phase-matched in-
teractions [29] and spontaneous inelastic scattering [39]
between free electrons and the evanescent field of a
photonic-chip-based optical microresonator.

Since all the physical quantities we are interested in can
be related to the Green tensor of the classical Maxwell
equation given the dielectric structure of interest, we
numerically solved the relevant Green tensor compo-
nent Gzz(r, r

′, ω) of an infinitely long optical waveguide
with FEM (see Appendix E for details on the simulation
method). The spatial map of the Green function is illus-
trated in Fig. 2. The Green function can be understood
intuitively as the Fourier component of the optical field at
frequency ω that is excited at position r by the propagat-
ing electron at position r′, whereas the phase matching
condition determines whether this field constructively or
destructively builds up at a given electron velocity. Given
the expression of coupling strength from Eq. (2), it can be
understood that with the optimal phase-matching condi-

tion, the coupling strength at a given optical frequency
scales quadratically with the interaction length, a unique
feature of guided modes co-propagating with the flying
electron. For the spatial modes in the substrate bulk,
the excited field is localized around the electron position.
Without the benefit of constructive interference from co-
propagation with the flying electron, their intensity only
scales linearly with respect to interaction length.

From Eq. (2), we calculate and show the electron-
photon vacuum coupling strength in Fig. 3 as a function
of electron velocity for optical wavelengths ranging from
780 nm to 2.5µm (the frequency bands where all relevant
material properties are well known), which covers most
of the frequency bands that are of general interest.

The coupling to waveguide modes scales quadratically
with respect to interaction length under the optimal
phase matching condition, which would cause broad-
band emission into the guided modes of a dispersion-free
waveguide. In reality, waveguide modal dispersion im-
plies phase-mismatched interaction at most optical fre-
quencies, and results in finite coupling bandwidths that
scale inversely proportional to the interaction length for
different optical mode families as shown in Fig.3. It is
difficult to design waveguides made of dispersive materi-
als to have zero modal dispersion, which limits the total
interaction strength of a given mode family,

|gm|2 ≈
∫

∆ωm

dω|gω|2, (3)

in the mode’s frequency window ∆ωm to scale linearly
with interaction length and inversely with modal disper-
sion. Their peak coupling strengths, however, still main-
tain the quadratic scaling as the phase-matching condi-
tion is optimal.

Since the coupling to each mode family has a finite
bandwidth, we define discrete spatial-temporal optical
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FIG. 3. Electron-photon coupling spectrum with 50µm interaction length for different waveguide geometries and electron
positioning. The coupling spectrum is plotted as a function of both electron velocity ve and optical frequency ω. The waveguides
have a thickness of 650 nm, and widths of (a-b) 2.1µm and (c-d) 800 nm, and are embedded in a silica substrate. Coupling to
different waveguide mode families appears as multiple coupling bands. Coupling ideality to the target TM00 mode is improved
by changing the electron beam transverse position from waveguide edge (100 nm from surface) (a) to waveguide center (b),
from multimode waveguide (b) to single mode waveguide (c), and moving further away (300 nm from surface) (d) from the
waveguide surface. The waveguide widths and the relative positions of the electron beam are also labeled at the lower right
corner of the panels.

modes âm associated with different waveguide mode fam-
ilies from the waveguide continuum based on the coupling
strengths gm,ω of the interaction (details see Appendix
D). Then, from the results shown in Fig.3, we can quan-
titatively evaluate the total coupling strengths |gm|2 to
different mode family modes âm. As an example, for the
quasi-TM00 mode of the 800 nm wide waveguide shown
in Fig.3(c), for an electron trajectory 100 nm above the
waveguide surface, a near unity coupling strength of
|gTM00

|2 ∼ 1 can be achieved with just 100µm of in-
teraction length at a electron velocity of ve/c = 0.65
(a kinetic energy of 160 keV). The 100 nm gap distance
and 100µm e-beam propagation length are experimen-
tally feasible and demonstrated in [39].

III. COUPLING IDEALITY

For free-electron quantum optics experiments, it is
beneficial to have high-fidelity coupling to a single op-
tical mode. It is therefore important to quantitatively
understand the influence of competing waveguide modes
on the interaction fidelity for a given waveguide configu-
ration, and how one can approach unity coupling ideality
by a proper choice of waveguide geometry and material,
and electron beam positioning and velocity. Since the
lowest order TM00 mode is generally the most strongly
coupled and and is the most spectrally isolated mode,
we target unity coupling ideality, defined by the coupling
fraction

I ≡ |gTM00
|2/
∫
dω|gω|2, (4)

to the TM00 mode.
With a multimode waveguide, shown in Fig. 3(a-

b), the effective mode index difference between the fun-
damental mode and higher order modes is relatively
weak at the same optical frequency, which leads to mul-

timode electron-photon interaction within a given fre-
quency band. When the waveguide cross-section is re-
duced (referred to as single mode waveguide), shown in
Fig.3(c), one can enhance the mode index contrast. As a
result, the mode frequency spacing is increased, such that
the coupled fundamental modes are better isolated. Since
most transmission electron microscopes (TEMs) have an
energy resolution around 0.5 eV (120 THz in optical fre-
quency), it is important to create a large frequency spac-
ing between the phase-matched optical modes so that the
interaction with individual modes can be energy resolved.

The evanescent field of the coupled higher order modes
decay faster than that of the coupled fundamental mode,
as a result of the higher optical frequency. In Fig. 3(d),
we show that one can further enhance the coupling con-
trast between fundamental mode and higher order modes
by placing the electron beam further away (200 nm) from
the waveguide surface. In this way, the interaction expo-
nentially favors the fundamental mode, at the expense of
weaker interaction strength |gTM00

|2 which can be com-
pensated for with a longer interaction length (5 times
longer for the shown example).

In addition to coupling to higher order waveguide mode
families, one can also identify a rising background in the
high velocity region. It can be attributed to strong cou-
pling to the substrate modes in the Cherenkov regime
(v & 0.7c), where the charged particle velocity exceeds
the phase velocity of light in dielectric media (silica). In
Appendix A, we show that we can isolate the contribu-
tion of the substrate bulk modes. This contribution can
be suppressed by either choosing an electron velocity well
below the Cherenkov regime of the substrate, or by using
a low index material as the substrate (e.g. by suspending
the structure in air).

We can now quantitatively evaluate the coupling ide-
ality to the TM00 mode as a function of electron veloc-
ity, shown in Fig.4(a-b). Some applications require elec-
tron energy filtering; for example a heralded single pho-
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ton source can be realized by conditioning on the first
photon-energy loss sideband in the electron energy mea-
surement record. We assume an electron energy reso-
lution of 0.5 eV with Gaussian zero-loss-peak (ZLP) pro-
file, and show that one can easily achieve more than 99 %
sideband filtered coupling ideality I∗ to the TM00 mode
outside the Cherenkov regime (ve . 0.7c) with a sin-
gle mode waveguide and the electron beam positioned
& 100 nm above the surface. The sideband filtering will
eventually be limited by the residual broadband coupling
to the unguided bulk modes of the substrate. For appli-
cations that are sensitive to the full optical spectrum,
we show that more than 90 % coupling ideality I can
be achieved with the electron beam placed & 300 nm
above the surface, mostly limited by the parasitic cou-
pling to the higher order waveguide modes. One can
always place the electron beam further away from the
waveguide surface to achieve higher ideality, at the ex-
pense of reduced coupling strength. This trade-off is il-
lustrated in Fig.4(c), where the total coupling strength
|gTM00

|2 is plotted against the coupling idealities. How-
ever, a reduced coupling strength due to a larger electron-
surface gap can always be compensated with longer inter-
action length. As a result, given a fixed waveguide geom-
etry and a target total coupling strength, the minimum
deviation from ideality of unity is inversely proportional
to the interaction length.

IV. DISCUSSION

We have analyzed the coupling of free electrons to pho-
tonic integrated circuits. Our results show that by con-
trolling electron velocity, electron beam positioning and
waveguide design, the parasitic coupling contributions
can be efficiently suppressed, which results in near-unity
coupling ideality to the target TM00 mode of the waveg-
uide in the studied example. In the special cases where
the waveguide loops and forms a resonator, the same
treatment can be applied, and the open ended waveguide
result can also be easily extended to treat the resonator
case (see Appendix G).

In addition to the near-unity coupling ideality achiev-
able with photonic integrated waveguides, the platform
offers versatile optical waveform shaping and frequency
tuning. The spatial-temporal optical mode âm defined
by the electron-photon interaction has a spatial-temporal
profile φm(r, t) along the waveguide direction which can
be expressed as

φm(r, t) ∝
∫
dzK(z, r, t)U

∗
m,z(R0, z, ωm)e−iωmt,

which connects φm(r, t) to the envelope of the optical
mode profile Um,z(R0, z, ωm) along the electron propa-
gation trajectory through an integral kernelK(z, r, t) (for
details see Appendix F). The integral kernel depends on
the waveguide dispersion, and behaves asymptotically as
the Dirac delta function in the weak dispersion limit.
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FIG. 4. Coupling ideality deviation from unity with
(a) sideband filtering (1 − I∗) and (b) no filtering (1 −
I), shown with different waveguide/electron configurations
(WG1:2.1µm width; WG2:800 nm width; WG2*:electron
beam 200nm further away from the waveguide surface), as
a function of electron velocity. (c) Total coupling strength
of TM00 mode vs coupling idealities as a function of gap dis-
tance between the electron beam and the waveguide surface,
with 800 nm waveguide width, 100µm interaction length and
ve/c = 0.65 electron velocity.

In such a limit, the spatial-temporal profile conforms to
the shape of the optical mode envelope over the electron
trajectory. Since the electron travels in a straight path
in the no-recoil limit, by using a tailor-made waveguide
structure with proper dispersion and routing, most types
of waveforms of the optical state can be achieved. The
center frequency of the optical excitation can also be eas-
ily tuned by selecting the appropriate electron velocity,
evident in the results shown in Fig.3. These features of
the interacting optical modes promise potential applica-
tion as a tunable single photon source, and are crucial
for realizing entanglement protocols with other quantum
systems through optical links, by matching the optical
frequency and waveform to the target quantum system.

Our analysis and results indicate that the photonic in-
tegrated waveguide platform is an ideal environment for
free-electron quantum optics, which promises a pathway
to high-fidelity photon state synthesis, heralded single-
electrons, entanglement of free electrons with other quan-
tum systems and quantum-enhanced sensing and imag-
ing.
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Appendix A: Substrate and thin film losses

We have discussed in the main text the different scal-
ing of Γ(ω) for bulk substrate, thin film, and guided
modes. We show their electron energy loss character-
istics in Fig.A.1 with an electron 100 nm above the di-
electric surface. It is shown that for a given frequency
component ω, the quadratic scaling of a guided mode
will dominate the interaction. However, for a waveguide
structure with linear dispersion (e.g. the one shown in
Fig.A.1(a)), the phase matching condition will enforce a
linear scaling of the total deposited quanta into one par-
ticular waveguide mode. But due to relatively weak dis-
persion of the waveguide modes, the coupling contribu-
tion from the waveguide modes dominates over substrate
losses, where the latter accounts for less than 2% of the
total coupling strength over a 0.5 eV band with electron
velocity ve/c ≤ 0.6. For unpatterned thin film, the total
photon emission is 70% lower than for a waveguide, but
the emission is less structured and hard to collect. Note
that due to the presence of waveguide dispersion, the
coupling strengths are linearly dependent on distance.
Therefore, the ratio of different coupling contributions
is distance independent, and only depends on waveguide
dispersion and routing, and e-beam positioning.

Appendix B: QED details

We consider an electron beam with a narrow mo-
mentum spread around wavevector k0 and assume that
the photon energies involved in the interaction are
much smaller than the electron relativistic energy E0 =
c
√
c2m2 + ~2k2

0 (i.e. the no-recoil regime). In the veloc-
ity gauge, the Hamiltonian is described as [49, 50]

Ĥ = Ĥel + Ĥph + Ĥint

Ĥel =
∑
k

[E0 + ~v · (k− k0)]ĉ†kĉk

Ĥph =

∫
dω

∫
d3r~ωf̂†(r, ω) · f̂(r, ω)

Ĥint = −
∫
d3rĴ(r) · Â(r)

where we defined the electron current operator Ĵ(r) =

(−ev/V )
∑

k,q e
iq·rĉ†kĉk+q using the Fermionic ladder

operators ĉk and the relativistic electron group veloc-
ity v = ~c2k0/E0. The vector potential Â(r, t) =

∫
dω
2π Â(r, ω)eiωt + h.c. is associated with the noise cur-

rent operator ĵnoise(r, ω) through the quantized three-
dimensional Maxwell equation[46] and has a formal solu-
tion

Â(r, ω) = −4π

∫
d3r′G(r, r′, ω) · ĵnoise(r′, ω)

where G(r, r′, ω) is the dyadic Green function (Green ten-
sor) of the classical problem satisfying the equation

∇×∇×G(r, r′, ω)− ω2

c2
ε(r, ω)G(r, r′, ω) = −µ0δ(r− r′)

which describes the field response at r to a point current
excitation at r′. Since we are dealing with non-magnetic
materials, we assume a relative permeability µ(r) = 1.
The noise operator is bosonic and was chosen to be

ĵnoise(r, ω) = ω
√
~ε0Im{ε(r, ω)}f̂(r, ω)

in order to satisfy the fluctuation-dissipation theo-
rem due to dissipative material, with bosonic lad-

der operators f̂(r, ω) satisfying commutation relation[
f̂i(r, ω), f̂ ′i(r

′, ω′)
]

= δi,i′δ(r − r′)δ(ω − ω′). Note that

in the limiting case of a dispersive material (assumed in
this study, characterized by its instantaneous electronic
response) Im{ε(r, ω)} → 0, the formalism imposes no
problem and is shown to correctly reduce to mode decom-
position method used in the quantized vacuum field[51]
due to Kramers–Kronig relations.

When projecting to the direction of the electron tra-
jectory ẑ with transverse coordinate R0, the scattering
matrix is shown to be

Ŝ = eiχ̂Û

Û = exp


 −ie

2π~V 2/3

∑
k,q⊥

∫
dω

∫
d3reiq⊥·Re−iωz/v

Âz(r, ω)ĉ†kĉk+q⊥−(ω/v)ẑ

]
− h.c.

}

where q⊥ is the transverse component of the exchanged
electron wave vector. We can further simplify the expres-
sion by disregarding the phase operator χ̂ and average
over the transverse electron state, and obtain

Û = exp

[∫
dωgω b̂

†
ωâω − h.c.

]
where traveling photon and electron operators are intro-
duced

âω = − ie

2π~gω

∫
dze−iωz/vÂz(R0, z, ω)

b̂ω =
∑
kz

ĉ†kz ĉkz+ω/v
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(a) (b) (c)

FIG. A.1. Electron energy loss spectrum for a 50µm interaction distance with (a) waveguides, (b) silica substrate, and
(c) Si3N4thin film on silica substrate. Notice that for a waveguide the scaling is quadratic with respect to distance and more
structured, whereas for substrate and thin film the scaling is mostly linear and the emission is more broadband. The interaction
with the waveguide mode will prevail over substrate and thin film over an interaction length of just a few wavelengths. The
dashed gray lines are a guide to the eye showing Cherenkov regime boundaries for silica and Si3N4.

with vacuum coupling strength gω associated with the
electron energy loss (EELS) probability studied in this
manuscript

|gω|2 = Γ(R0, ω) =
4e2

~

∫∫
dzdz′

Re{ieiω(z−z′)/vGzz(R0, z;R0, z
′;ω)}.

The operators are defined in this way so that the
quantum optical commutation relations are preserved

[âω, â
†
ω′ ] = δ(ω − ω′), and can be easily proven using

the identity∑
i′′

∫
d3r′′Im{ε(r′′, ω)}Gi,i′′(r, r′′, ω)G∗i′,i′′(r

′, r′′, ω)

= − 1

ε0ω2
Im{Gi,i′(r, r′, ω)}.

Note that âω contains contributions from all the spatial
modes at ω, and is not defined for a specific spatial mode
âω,m which is frequently used in cavity QED systems.
It is in this way advantageous to use this formalism to
account for the infinite number of spatial modes the elec-
tron couples to. If the transverse spread is significant,
the EELS probability is shown [52] to be an average over
the transverse electron wavefunction

Γ(ω) =

∫
d2R|ψ⊥(R)|2Γ(R, ω)

Appendix C: Equivalence to classical result

The electron energy loss at a dielectric surface can be
interpreted classically in a microscopic picture [53], see
Fig.1: if an electron passes near the surface of a dielec-
tric structure, the dipoles in the structures are polarized,
induced by the electric field from the flying electron, and
generates a backaction field E(re(t), t) to the electron at
re(t) that induces electron energy loss. The total energy

loss can be expressed in time domain and frequency do-
main as

∆E = e

∫
dtv ·E(re(t), t) =

∫
~ωdωΓ(ω)

where the frequency domain energy loss function Γ(ω) is
expressed as

Γ(ω) =
e

π~ω

∫
dtRe

[
e−iωtv ·E(re(t), ω)

]
which can be verified easily if one plugs it back into the
energy loss expression and the correct time integral is
retrieved. Notice that here E(re(t), ω) is not the direct
Fourier transform of E(re(t), t), but only on the time de-
pendence of the electric field function not explicitly de-
pending on the electron trajectory function re(t). The
frequency domain components depends explicitly on the
current induced from a given electron trajectory, but do
not take into account the sampling of the field at different
position re(t) at different time t. This ensures that the
total energy loss is consistent, but renders the formalism
non-local. This treatment is consistent with the quantum
formalism when the electron is decomposed into perfect
momentum states where the wavepacket length is infinite,
as one could see from the fact that even though electron
only interacts with the structure locally, the resulting en-
ergy loss spectrum will show e.g. discrete mode structure
(a non-local property). This is the result of this partic-
ular Fourier expansion procedure, but when considering
the electron in terms of wave packets this treatment is
valid. It has been shown [52] that a full quantum treat-
ment gives exactly the same EELS result.

Using the no-recoil approximation, which assumes that
the radiation of electron into the surrounding substrates
does not change the trajectory re(t) of the electron sig-
nificantly, we can directly calculate the induced electric
field E(re(t), t) from the electron current j(r, t) through
the Green tensor of the whole dielectric structure,

E(r, ω) = −4πiω

∫
d3r′G(r, r′, ω) · j(r′, ω)
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where the Green tensor G(r, r′, ω) is the elementary so-
lution of the full Maxwell equation

∇×∇×G(r, r′, ω)− ω2

c2
ε(r, ω)G(r, r′, ω) = −µ0δ(r− r′)

with a point current at position r′ in frequency domain.
A flying electron is equivalent to a broadband evanescent
source, and here we consider an electron beam at ẑ direc-
tion at transverse coordinate R0, for which the frequency
domain electron current density is

j(r, ω) = −eẑδ(R−R0)eiω(z−z0)/v.

From here, one can express the frequency domain loss
rate in terms of Green function as

Γ(ω) =
4e2

~

∫
dzdz′Re[iei

ω(z−z′)
v Gzz(R0, z;R0, z

′;ω)],

which coincides with the result from a full QED treat-
ment. One should keep in mind that the Green tensor
here has two contributions, one from vacuum G0 and the
other from the backaction field Gind from the induced
dielectric dipoles. Only the backaction field Gind con-
tributes to electron energy loss, because electron does
not emit in vacuum so the contribution from the vacuum
G0 vanishes in the integral.

Appendix D: Correspondence to modal
decomposition

The correspondence between the 3D macroscopic
quantization method in dispersive material with the con-
ventional quantum optics quantization procedure using
modal decomposition has been demonstrated for the 1D
case [51]. Here, we show the correspondence with the
quantum optical formalism used in [29]. To account for
all the spatial modes at a given frequency ω, the quanti-
zation of vector potential was chosen as

Â(r, ω) = −4πω

∫
d3r′

√
~ε0Im{ε(r′, ω)}G(r, r′, ω) · f̂(r′, ω)

to fulfill the canonical field commutation relations. How-
ever, in vacuum or lossless media, the modal decomposi-
tion method [54] is often used instead, with

Â(r, t) =
∑
m

√
~

2ωmε0
Um(r)âωm,me

−iωmt + h.c.

where the profile function Um(r) of each mode defined
in a frequency window ∆ωm satisfies the wave equation

∇×∇×Um(r)− ω2

c2
ε(r, ωm)Um(r) = 0

with normalization condition∫
d3rε(r, ωm)Um(r) ·U∗n(r) = δm,n.

From here, one can easily find the correspondence be-
tween the spatial mode ladder operators âω,m and the

bosonic ladder operators f̂(r′, ω) as

âωm,m = −4π

∫
∆ωm

dω

∫∫
d3rd3r′√

2ω2ωmIm{ε(r′, ω)}ε0ε(r, ω)U∗m(r) ·G(r, r′, ω) · f̂(r′, ω),

with their vacuum coupling strength to the electron
as [39]

gωm,m(R0) =

√
e2

2ε0~ωm

∫
dze−iωmz/vUm,z(R0, z).

In this formalism, we can rewrite the scattering matrix
in its modal decomposition form

Ŝ = eiχ̂ exp

[∫
dωgω b̂

†
ωâω − h.c.

]
= eiχ̂

′
exp

[∑
m

gωm,mb̂
†
ωm âωm,m − h.c.

]

where the optical mode operators âωm,m are no
longer traveling mode operators and now satisfy
[âωm,m, â

†
ωn,n] = δm,n.

In the case of an optical cavity, the optical modes are
well-defined bosonic modes. As long as the electron en-
ergy resolution does not resolve frequency structure of
the optical mode, the treatment is valid. For an open
waveguide, the modes that are coupled to the electron are
instead travelling modes in a continuum [55]. The vac-
uum coupling strength of a continuum frequency mode
in a spatial mode family is

gω,m(R0) =

√
e2

2ε0~ω

∫
dze−iωz/vŨm,z(R0, z, ω),

where the profile function Ũm(r, ω) satisfies the wave
equation as well, but with normalization condition∫

d3rε(r, ω)Ũm(r, ω) · Ũ∗n(r, ω′) = δm,nδ(ω, ω
′).

Index m here represents different spatial mode families.
However, when the electron energy resolution does not
resolve the frequency structure of the coupling strength
to any given mode family, one can still define the cor-
responding non-continuous operators for different mode
families,

âm =

∫
dωφ∗m(ω)âω

âω =
∑
m

φm(ω)âm
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where φm(ω) is the Fourier component of the temporal
field profile functions [56, 57]

φm(r, t) = i

∫
dω

√
~ω
2ε0

φm(ω)Ũm(r, ω)e−iωt

Ê(r, t) =
∑
m

φm(r, t)âm + h.c.

of the defined mode families. It is a complete orthogonal
set of functions on ω,∫

dωφm(ω)φ∗n(ω) = δm,n∑
m

φm(ω)φ∗m(ω′) = δ(ω − ω′)

found through Gramm-Schmit orthonormalization proce-
dure, such that the commutation relation [âm, â

†
n] = δm,n

is satisfied for these so called field operators in the con-
text of quantum field theory, introduced to avoid using
operator-valued distributions. One can therefore rewrite
the scattering matrix in the new mode family field oper-
ator basis

Ŝ = eiχ̂ exp

[∑
m

gmb̂
†
mâm − h.c.

]
where gm =

∫
dωgωφm(ω). The total coupling strength

would be |gm|2 =
∫∫

dωdω′gωg∗ω′φm(ω)φ∗m(ω′). Here,
when the frequency bands of different mode families
with non-negligible coupling strength gω are sufficiently
separated, we choose the profile function φm(ω) =
Iω∈∆ωmg

∗
ω/g
∗
m, where ∆ωm is the frequency window

within which we define the field operator for the corre-
sponding mode family, and |gm|2 =

∫
∆ωm

dω|gω|2. Note

that when the coupling to bulk modes is significant, one
has to use the coupling strength gω,m from the conven-
tional modal decomposition method instead of the Green
function method to quantitatively isolate the coupling to
a mode family from background bulk mode contributions.

The cavity mode decomposition is actually the narrow-
band approximation of the Gramm-Schmit orthonor-
malization procedure, where φm(ω) is strongly peaked
around the mode center frequency, since all optical
modes, though narrow, still have a finite linewidth due
to the coupling to outside channels (e.g. bus waveguide).
The profile function can be found through the input-
output formalism [58] of an optical cavity âm, assuming
unity coupling efficiency to the bus waveguide mode âout

with coupling rate κ, which results in a profile function

of φm(ω) ∝
√
κ

−κ2 +i(ωm−ω) , where the bus waveguide is

part of the resonator and forms the continuum modes in
frequency domain.

Appendix E: COMSOL simulation details

The Green tensor solution of Maxwell equation is not
directly supported in COMSOL, but can be retrieved

(a) (b)

FIG. E.1. (a) Examples of the Green function
Im[Gzz(r, r0, ω)] along the trajectory of the electron at dif-
ferent optical frequencies, and (b) the corresponding vacuum
coupling strength at different electron velocities, for a 50µm
interaction length. The spatial beating of many mode fam-
ilies is visible in the Green functions, and also in the cou-
pling strength. The coupling to different mode families is
phase matched at different electron velocities at a given opti-
cal frequency. When the electron velocity is in the Cherenkov
regime (v & 0.7c), the energy loss is eventually dominated by
the substrate loss.

by Frequency domain study with the RF module. The
waveguide is an air cladded Si3N4slab embedded in SiO2
substrate with different geometries mentioned in the
main text. Perfect matching layers at boundaries are
used to prevent boundary reflections and in turn allow
us to simulate an infinitely long waveguide. In order to
solve for the Green function G(r, r′, ω), a point oscillat-
ing electric current dipole J(ω) = p(ω)δ(r− r0) is placed
100 nm (or 300 nm) above the waveguide surface at po-
sition r0. COMSOL solves for the electric field which
relates to the Green tensor as

E(r, ω) = −4πiωG(r, r0, ω) · p(ω)

and thus if one wishes to retrieve Gzz component one
needs to orient the electric dipole p = pẑ along the z
direction ẑ, and look at the electric field z component
Ez, such that

Gzz(r, r
′, ω) =

Ez(r, ω)

−4πiωp(r′, ω)

The results are illustrated in Fig.2. The Green function
can be thought of as the spatial pattern of electron emis-
sion in the waveguide (or surrounding substrates), and
thus their spatial pattern at different optical frequency
ω relates to the excited optical modes given the right
electron velocity (only if the field provides backaction
force to the electron, otherwise in free space electron does
not emit light). The Green function along the electron
trajectory is shown in Fig.E.1(a), where one can clearly
see the bulk mode contribution near the dipole position,
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and spatial beatings of different waveguide modes under
some conditions. The total coupling strength is related to
the Green function through a spatial Fourier transform,
and shown in Fig.E.1(b), where one can identify several
prominent peaks, mainly contributed from the waveguide
modes, and a rising background in the Cherenkov regime
(v & 0.7c) of the silica substrate due to the enhanced
bulk mode coupling. The Blackman window is used to
eliminate the ripples from Fourier transform due to fi-
nite simulation length. The center velocity of the peaks
corresponds to the optical mode phase velocity, and the
bandwidth is determined by the interaction length (in
this case set to 50µm). By sweeping the optical fre-
quency in the simulation across the range where we have
access to material permittivity, one retrieves the 2D map
shown in Fig.3.

Appendix F: Quantum state from the
electron-photon interaction

The composite quantum state after the electron-
photon interaction is

|ψ〉 = exp

(∫
dωgω b̂

†
ωâω − h.c.

)
|ψe〉|0〉

= e−
∫
dω|gω|2

2 e−
∫
dωg∗ω b̂ω â

†
ωe
∫
dωgω b̂

†
ω âω |ψe〉|0〉

= e−
∫
dω|gω|2

2 e−
∫
dωg∗ω b̂ω â

†
ω |ψe〉|0〉

= e−
∫
dω|gω|2

2

∑
n

(
−
∫
dωg∗ω b̂ωâ

†
ω

)n
n!

|ψe〉|0〉

when conditioned on the nth energy sideband of the elec-
tron state (with electron ZLP much wider than the cou-
pling bandwidth to the optical modes), the optical state
collapses to

|ψo〉 ∼
(
−
∫
dωg∗ωâ

†
ω

)n
|0〉

and when the interaction is dominated by coupling to a
single optical mode family, one can generate single mode
Fock state in a probabilistic way

|ψo〉 ∼
(
â†m
)n |0〉

âm =

∫
∆ωm

dωφm(ω)âω

φm(ω) =
g∗ω,m
g∗m

From these result, one quantity that one might be inter-
ested in is the temporal field profile function generated
by this interaction, as it may concern many experiments
that require waveform overlap. Straight from the defini-
tion, one gets

φm(r, t) ∝
∫∫

dzdωeiω(z/v−t)Ũ∗m,z(R0, z, ω)Ũm(r, ω)

One can further remove the frequency dependence of the
mode profile functions by assuming an open waveguide
(e.g. no sharp frequency response in the phase matched
region) and up to second order dispersion β,

Ũm(r, ω) ≈ Ũm(r, ωm)ei(ω−ωm)r‖/vgeiβ(ω−ωm)2r‖/vg ,

where ωm is the center frequency of the pulse, selected
so that the phase velocity at ωm matches the electron
velocity v, vg . v is the corresponding group velocity,
and r‖ is the longitudinal coordinate along the waveguide
trajectory. One can then rewrite the expression as

φm(r, t) ∝
∫∫

dzdωe
i
(ω−ωm)

v (z− v
vg

(R‖(z)−r‖)−vt)

e
iβ

(ω−ωm)2

vg
(r‖−R‖(z))eiωm(z/v−t)Ũ∗m,z(R0, z, ωm)Ũm(r, ωm)

∝
∫
dze

i

(
z− v

vg
(R‖(z)−r̃‖)

)2
4β(r‖−R‖(z))v

2/vg
ei
π
4 sgn(β(r‖−R‖(z)))√
|β(r‖ −R‖(z))|

eiωm(z/v−t)Ũ∗m,z(R0, z, ωm)Ũm(r, ωm)

∝
∫
dzK(z, r, t)Ũ

∗
m,z(R0, z, ωm)Ũm(r, ωm)e−iωmt

r̃‖ ≡ r‖ − vgt is the waveform coordinate in the pulse
frame, where the phase-zero point is traveling at the

waveguide group velocity vg. Ũ
∗
m,z(R0, z, ωm) is the

mode envelope profile at wave vector ωm/v. The inte-
gral kernel

K(z, r, t) ≡ e
i

(
z− v

vg
(R‖(z)−r̃‖)

)2
4β(r‖−R‖(z))v

2/vg
ei
π
4 sgn(β(r‖−R‖(z)))√
|β(r‖ −R‖(z))|

is a phase scrambling around waveform coordinate r̃‖
with a bandwidth of ∼ |β(r‖)v2/vg|, due to the pres-
ence of second order dispersion. One can get a physical
intuition of the waveform in the limit of weak dispersion
(β → 0), where one can approximate the integral kernel
with a Dirac delta function,

φm(r, t) ∝
∫
dzδ(z − v

vg
(R‖(z)− r̃‖))

Ũ
∗
m,z(R0, z, ωm)Ũm(r, ωm)e−iωmt

∝
∑
i

Ũ
∗
m,z(R0, zi, ωm)

|R‖∂z(zi)− vg
v |

Ũm(r, ωm)e−iωmt

where zi(r, t) : zi
v − 1

vg
(R‖(zi) − r̃‖) = 0 are the

spatial z coordinates where the vacuum field contributes
the most through the phase-matching condition to the
generated field at r coordinate at time t. Therefore, the
excited optical profile in the time domain is easily con-
nected to the envelope of the optical mode field profile
Ũm,z(R0, z, ωm) along the electron propagation direction,
when the mode dispersion is sufficiently weak. In the ex-
act limit β = 0, there can be unphysical scenarios when
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|R‖∂z(zi) − vg
v | = 0, which corresponds to the infinite

phase matching bandwidth. However, in physical mate-
rials, the phase matching bandwidth is always finite.

The mode dispersion during pulse propagation will
cause pulse shortening or broadening by shifting the
phase of different frequency components and leaving the
amplitude unchanged. This can be easily corrected and is
not a fundamental limit to construct an arbitrary wave-
form. Therefore, one can structure any desired optical
waveform φ(r, t) by positioning the electron beam trajec-
tory on an optical waveguide with a tailor-made waveg-
uide structure.

Appendix G: Interaction with optical resonators

We only discussed results for open ended waveguides
so far. However, there have been experiments [29, 39]
that uses optical resonators with a discrete set of well-
defined frequency modes instead of a continuum of fre-
quency modes in the case of a waveguide. These well-
defined modes in state of the art resonators typically have
optical linewidths of tens of MHz [41], and it is there-
fore difficult to resolve their Green functions by sweeping
the optical frequencies in FEM simulations. Nonethe-
less, their Green functions can be easily related to the
one of open ended optical waveguides by their optical
susceptibility function χ(ω) = 2

π
F

1+4(ω−ω0)2/κ2 enforced

by the resonator periodic boundary conditions, describ-
ing an optical resonance with center frequency ω and Fi-
nesse F = ∆νFSR

κ . One can retrieve the resonator Green
function G(ω) by separating the open waveguide Green
function into contributions from different cavity modes
(with mode field function Um(r), details see Appendix
D)

Gm(r, r′, ω) = Um(r′)
∫
d3r′′ε(r′′, ω)U∗m(r′′)G(r, r′′, ω),

and multiplying the resonance susceptibilities G(ω) =∑
mGm(ω)

∑
m χm(ω). For a closed loop resonator

structure, the resulting interaction strength Γ(ω) will
have a narrow linewidth comb-like structure [39] instead

in frequency space, compared to the continuum case of
an open ended waveguide, with the peak intensity en-
hanced by a factor of 2F

π . The comb-like structure in the
electron energy loss spectrum results from the spectral
property of the resonator that is non-local with respect
to the interaction region, and is only accessible since the
interaction is analyzed in the electron energy basis, whose
state is also non-local in nature. However, in order to ac-
cess these comb like features in an EELS experiment,
the electron-cavity characteristic interaction time (deter-
mined by the measured electron ZLP) has to be longer
than the round trip time of the resonator, thus satisfying
the energy-time uncertainty principle. Nonetheless, the
comb-like structure can always be accessed from the opti-
cal side with a measurement time longer than the round
trip time, as was shown in [39]. There is no difference
in the total number of deposited quanta in a given mode
family for the open waveguide case and the resonator
case, as long as the the phase-matching bandwidth ∆ν is
much larger than ∆νFSR. The total interaction strength
|gm|2 of a mode family will be altered by the resonator
structure when the phase-matching bandwidth ∆ν is on
the frequency scale of one FSR. The minimum number of
modes inside the phase-matching bandwidth can be esti-
mated with N ∼ 1

|ng−neff | (for common dielectric materi-

als ∼ 5− 20), so in order to access the regime where the
phase matching bandwidth is smaller than the FSR, one
requires |ng − neff | > 1, which is generally very difficult
to achieve with structures using only dielectric materials.
However, with common dielectric structures and careful
mode dispersion engineering, the regime N = O(1) where
resonance structure has an impact is accessible.

The motivation of using a resonator instead of an open
waveguide is that the optical resonance frequencies are
more passively stable, and the wavepackets generated
from each resonator mode are generally much longer than
the optical pulse length enforced by the phase-matching
bandwidth from an open waveguide, and have energy
density enhanced by the cavity finesse at resonant fre-
quencies. Therefore, resonators have advantages in ex-
periments such as photon interference which require good
wavepacket overlap, and second order coherence mea-
surements which require optical frequency filtering.
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vasan, S. Sun, J. Vučković, E. Waks, R. Walsworth, A. M.
Weiner, and Z. Zhang, Development of quantum inter-
connects (quics) for next-generation information tech-

nologies, PRX Quantum 2, 017002 (2021).
[3] M. Mirhosseini, A. Sipahigil, M. Kalaee, and O. Painter,

Superconducting qubit to optical photon transduction,
Nature 588, 599 (2020).

[4] R. W. Andrews, R. W. Peterson, T. P. Purdy, K. Cicak,
R. W. Simmonds, C. A. Regal, and K. W. Lehnert, Bidi-
rectional and efficient conversion between microwave and
optical light, Nature Physics 10, 321 (2014).

[5] A. Sipahigil, R. E. Evans, D. D. Sukachev, M. J. Bu-
rek, J. Borregaard, M. K. Bhaskar, C. T. Nguyen, J. L.
Pacheco, H. A. Atikian, C. Meuwly, R. M. Camacho,
F. Jelezko, E. Bielejec, H. Park, M. Lončar, and M. D.
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