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We consider free fermions living on lattices in arbitrary dimensions, where hopping amplitudes follow a
power-law decay with respect to the distance. We focus on the regime where this power is larger than the
spatial dimension (i.e., where the single particle energies are guaranteed to be bounded) for which we provide
a comprehensive series of fundamental constraints on their equilibrium and nonequilibrium properties. First
we derive a Lieb-Robinson bound which is optimal in the spatial tail. This bound then implies a clustering
property with essentially the same power law for the Green’s function, whenever its variable lies outside the
energy spectrum. The widely believed (but yet unproven in this regime) clustering property for the ground-
state correlation function follows as a corollary among other implications. Finally, we discuss the impact of
these results on topological phases in long-range free-fermion systems: they justify the equivalence between
Hamiltonian and state-based definitions and the extension of the short-range phase classification to systems
with decay power larger than the spatial dimension. Additionally, we argue that all the short-range topological
phases are unified whenever this power is allowed to be smaller.

Introduction.—Locality is a central concept in quantum
many-body physics [1]. One of the most important implica-
tions of locality, which explicitly means the Hamiltonian is a
sum of local terms, is the Lieb-Robinson bound that claims
a “soft” light cone for correlation propagation [2–4]. Further
assuming an energy gap in the Hamiltonian, locality implies
that the ground-state correlation functions should decay expo-
nentially [5, 6]. This so-called clustering property gives a par-
tial justification for studying phases of quantum matter [7] by
focusing on short-range correlated many-body states, which
typically obey entanglement area laws [8] and admit efficient
representations based on tensor networks [9].

The past couple of years has witnessed a series of break-
throughs on generalizing the above locality-related results
to those “not-so-local” quantum many-body systems with
power-law decaying interactions [10–20], commonly dubbed
long-range systems [21]. This topic is of both fundamen-
tal and pratical importance as long-range interactions appear
ubiquitously in nature and quantum simulators [22–26]. In
particular, the problem of finding Lieb-Robinson bounds with
optimal light-cone behaviors has recently been solved for both
interacting [19] and noninteracting (free-fermion) [17] long-
range systems. In contrast, other results such as clustering
properties and phase classifications remain to be improved or
explored, even on the noninteracting level [27]. We note that,
despite their simplicity, free fermions can already accommo-
date various topological phases [28–30], whose long-range
generalizations have been considered in various specific mod-
els [31–37]. The latter also appears naturally in the context of
fermionic Gaussian projected entangled pair states [38–40].

In this work, we report some essential progress on long-
range free fermions, focusing on universal and rigorous results
both in and out of equilibrium. First, we derive a new Lieb-
Robinson bound as the noninteracting counterpart of that in
Ref. [11], which is optimal in the spatial tail but not in the
light cone. This bound implies an (almost) optimal cluster-

ing property for Green’s functions, leading to a widely be-
lieved ground-state clustering property among other appli-
cations. The latter result justifies the equivalence between
state and Hamiltonian formalisms for long-range free-fermion
topological phases. In addition, we argue that the topologi-
cal classification of short-range phases remains applicable to
long-range phases if the decay power is larger than the spatial
dimension, and collapses otherwise.

Setup.—For simplicity, we focus on free fermions living on
a d-dimensional hypercubic lattice Λ ⊂ Zd with particle num-
ber conservation, where possible internal states (e.g., spin)
per site form a set I . The generalization to the cases with-
out number conservation and other lattices is straightforward
[41]. Denoting ĉ†rs/ĉrs as the creation/annihilation operator of
a fermion with internal state s ∈ I at site r ∈ Λ, we know that
the Hamiltonian generally reads

Ĥ =
∑

r,r′∈Λ
s,s′∈I

Hrs,r′s′ ĉ
†
rsĉr′s′ , (1)

whereH is a |Λ||I|×|Λ||I| Hermitian matrix. We assume the
hopping amplitudes follow a power-law decay. This means
for any |I| × |I| block [Hrr′ ]ss′ ≡ Hrs,r′s′ , or equivalently
Hrr′ ≡ PrHPr′ with Pr being the projector onto site r, there
exist two positive O(1) constants [42] J and α such that its
operator norm satisfies

‖Hrr′‖ ≤
J

(|r − r′|+ 1)α
, (2)

where |r−r′| is the distance between r and r′. We call such a
long-range system satisfying Eq. (2) α-decaying to highlight
the explicit exponent.

Two comments are in order. First, one can equivalently re-
place |r− r′|+ 1 by |r− r′| in Eq. (2) with r 6= r′ specified.
While both are commonly used conventions, we prefer Eq. (2)
as we need not exclude r = r′. Second, one can check that

ar
X

iv
:2

21
0.

05
38

9v
1 

 [
qu

an
t-

ph
] 

 1
1 

O
ct

 2
02

2



2

�

R
r

CR

R0

CR0r0

(1)

1

FIG. 1. Coarse-graining of a square lattice Λ (grey circles) into Λ̃
(red circles) with a rescaling χ. Here CR denotes all the sites in Λ,
including r, that are coarse-grained into R ∈ Λ̃. The coarse-grained
projector is thus defined as PR ≡

∑
r∈CR

Pr .

α > d is necessary and sufficient for any α-decaying Hamilto-
nian to have bounded single particle energies, i.e., ‖H‖ <∞.
Our results are mostly obtained in this regime.

Lieb-Robinson bound.—For free fermions it suffices to con-
sider individual single particles. Our first main result concerns
how fast an initially localized particle propagates under the
time evolution governed by Ĥ:

Theorem 1 (Lieb-Robinson bound) For any α-decaying
Hamiltonian H with α > d, there exists an O(1) constant tc
depending only on α and d such that for any t > tc

‖Pre
−iHtPr′‖ ≤

K(t)

(|r − r′|+ 1)α
, (3)

where K(t) grows polynomially fast in time and K(t) ∝
tα(α+1)/(α−d) for large t.

Equation (3) essentially gives an upper bound on the wave-
function amplitude on site r at time t of a single-particle state
initially localized at r′. It thus constrains the spreading of
wave function in this “continuous-time quantum walk” setting
[43].

This bound (3) appears to be rather similar to the bound
in Ref. [11] for interacting long-range systems, but a cru-
cial difference here is that in our (free) case it holds for
the whole α > d regime while the interacting case requires
α > 2d, as we will explain for the derivation in the next

paragraph. As is also the case in Ref. [11], the time scal-
ing of K(t) in Eq. (3) is far from optimal. Indeed, the light
cone t ∝ |r − r′|(α−d)/(α+1) is linear only in the short-
range limit α → ∞, while optimally it would be linear al-
ready for α > d + 1 [17]. On the other hand, the spatial
tail of Eq. (3) is optimal. To see this, we only have to con-
sider Ĥ = J/(|r − r′| + 1)α(ĉ†r ĉr′ + H.c.). Then we have
‖Pre

−iHtPr′‖ ≥ 2t/[π(|r − r′|+ 1)α] at large distance, i.e.
π(|r − r′|+ 1)α/(2J) > t. It is also worthwhile to compare
this bound (3) to the free-fermion bound in Ref. [17], which
is optimal in the light cone but not in the tail.

Let us outline the proof of Theorem 1. It is instructive
to first recall that a direct Taylor expansion of e−iHt gives
a bound like Eq. (3) but with K(t) ∝ eλt [6]. To tighten
this exponential dependence, the basic idea is to separate the
Hamiltonian into the short-range and long-range parts, i.e.,
H = Hsr + Hlr, where the short-range part is determined
[Hsr]rs,r′s′ = Hrs,r′s′ for |r − r′| ≤ χ (χ: cutoff parame-
ter) but otherwise [Hsr]rs,r′s′ = 0. We can then work in the
interaction picture with respect to the former:

e−iHt = e−iHsrtTe−i
∫ t
0
dt′H(I)

lr (t′), (4)

where T denotes the time ordering and H
(I)
lr (t) =

eiHsrtHlre
−iHsrt. By Taylor expansion in the interaction pic-

ture, we can also obtain an exponential factor but with a mod-
ified coefficient λχ, which can be made sufficiently small by
properly choosing χ. While so far the procedure largely fol-
lows Ref. [11], a crucial difference here is that we further per-
form a coarse graining of the lattice Λ into Λ̃ at the same
scale χ (see Fig. 1). This helps us get rid of a factor χd in
λχ compared to the interacting case, making it proportional to
χ−(α−d) rather than χ−(α−2d). Therefore, α > d is enough
for suppressing λχt by choosing a sufficiently large χ.

To further illustrate how and why the coarse graining
works, we first write down the Taylor-expansion bound on the
left-hand side of Eq. (3) in the interaction picture (4) [44]:

‖Pre
−iHtPr′‖ ≤

∞∑
n=0

∫ t

0

dtn

∫ tn

0

dtn−1 · · ·
∫ t2

0

dt1

×
∥∥∥∥Pre

−iHsr(t−tn)
←−∏

n
m=1Hlre

−iHsr(tm−tm−1)Pr′

∥∥∥∥ ,
(5)

where t0 ≡ 0. Instead of inserting 1 =
∑

r∈Λ Pr (1: identity)
as is essentially the strategy used in Ref. [11], we insert the
coarse-grained decomposition 1 =

∑
R∈Λ̃ PR (see Fig. 1) so

that each integrand in Eq. (5) can be upper bounded by

∑
{Rj∈Λ̃}2nj=1

‖PRe
−iHsr(t−tn)PR2n‖

n∏
m=1

‖PR2mHlrPR2m−1‖‖PR2m−1e
−iHsr(tm−tm−1)PR2m−2‖, (6)

where R0 ≡ R′ and R,R′ are determined such that they include r, r′ respectively. Obviously, except for the two
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boundary factors, the bulk product is always smaller than
the refined decomposition (to each lattice site). In fact it
turns out to be smaller by a factor χ−nd which leads to
the qualitative improvement of λχ discussed above. Note
that in the interacting case this improvement is canceled by
a factor of χd from (the interacting counterpart of) each
‖PR2m−1

e−iHsr(tm−tm−1)PR2m−2
‖, accounting for the size

of support of PR. It is the single-particle nature of free sys-
tems that allows us not to “pay the price”.

Clustering properties.—One remarkable application of the
Lieb-Robinson bound, which is a nonequilibrium property, is
to prove equilibrium properties of quantum many-body sys-
tems, such as the clustering properties of correlation functions
and entanglement area laws for the ground states of gapped
systems [12, 45]. In the seminal work Ref. [6], it was proven
that the ground-state correlations in an α-decaying system
also decay algebraically, but with exponent α′ that may be
considerably smaller than α. This result was improved to
α′ = α − 0+ (where 0+ accounts for polylogarithmic cor-
rections) for α > 2d on the basis of the Lieb-Robinson bound
in Ref. [11]. We mention that similar methods may be applied
to thermal states in some specific cases [46, 47].

In the case of free fermions, it is natural to consider the
covariance matrix:

Crs,rs′ ≡ 〈Ψ0|ĉ†r′s′ ĉrs|Ψ0〉, (7)

where |Ψ0〉 is the (Gaussian) ground state of Ĥ . Without loss
of generality, we may assume the Fermi energy, which lies in
a band gap, to be zero, so that [48, 49]

2C = 1− sgnH. (8)

Thanks to Wick’s theorem, any correlation functions can be
obtained from the covariance matrix (7), so it suffices to con-
sider the clustering properties for the latter, i.e., a bound on
‖Crr′‖ with Crr′ ≡ PrCPr′ . Following the same procedure
as Refs. [6, 17] and using Theorem 1, we can prove the alge-
braic clustering property of C with α′ = α−0+ ∀α > d, thus
loosening the constraint α > 2d of the interacting case [41].

In fact, we can prove an even stronger result — the cluster-
ing property for the Green’s function (or resolvent [50])

G(z) ≡ (z −H)−1, (9)

provided that z is outside the spectrum of H , which is not
necessarily gapped. Precisely speaking, we have:

Theorem 2 (Clustering property of the Green’s function)
For an α-decaying HamiltonianH with α > d and z ∈ C that
is not an eigenvalue of H , the Green’s function (9) satisfies

‖Grr′(z)‖ ≤
poly(log(|r − r′|+ 1))

(|r − r′|+ 1)α
, (10)

where Grr′ = PrG(z)Pr′ and poly(·) means a polynomial
with |r − r′|-independent coefficients.

This result is stronger because it implies the clustering prop-
erty for ground-state correlations via

C =

∮
`<

dz

2πi
G(z), (11)

where `< is a closed loop that encompasses all the bands on
the negative real axis, i.e., below the Fermi energy. Since the
length of `< is bounded by a constant (due to the finiteness
of ‖H‖) while ‖Grr′(z)‖ satisfies Eq. (10) ∀z ∈ `<, we
know that ‖Crr′‖ also satisfies Eq. (10). Moreover, Theo-
rem 2 has broader implications. For example, it implies that
any bound state outside the spectrum induced by an impurity
supported on O(1) sites has an algebraically decaying profile
in real space, with essentially the same exponent α. This can
be seen from ψb = G(Eb)Vψb, where ψb is the wave func-
tion of the bound state with eigenenergy Eb and V is the im-
purity potential [51]. We will again exploit Theorem 2 when
discussing topological phases in the next section.

The proof of Theorem 2 involves a technique quite anal-
ogous to to that for dealing with ground-state correlations
[6, 17]. The major difference lies in the choice of a filter func-
tion that allows us to relate Pre

−iHtPr′ , which is bounded
by the Lieb-Robinson bound (3), to Crr′ or Grr′(z) [41]. It
is also worth mentioning that the short-range counterpart of
Theorem 2 has been considered in Ref. [52] in the context of
bulk insensitivity to boundary conditions.

Topological phases.—Free-fermion topological phases are
defined in terms of equivalence classes under continuous de-
formations of gapped quadratic Hamiltonians or alternatively
of Gaussian states. In the short-range case these two ap-
proaches can be readily seen to be equivalent [53]. In the
long-range case, given an α-decaying Gaussian state, it is easy
to construct a parent Hamiltonian that is also α-decaying by
taking H = 1− 2C (cf. Eq. (8)). It follows that a continuous
deformation of a state implies that of the parent Hamiltonian.

According to the clustering properties proven above, we
know that the converse is also true if α > d. Given
a continuous path of gapped α-decaying Hamiltonians Hλ

parametrized by λ ∈ [0, 1], their ground states will also be
(almost) α-decaying due to the clustering property of ground-
state correlations. It can be further shown that they define a
continuous path in the space of states by using the clustering
property of the Green’s function. Indeed, we have

Cλ′ − Cλ =

∮
`<

dz

2πi
Gλ(z)(Hλ′ −Hλ)Gλ′(z) , (12)

where `< encircles the lower bands of both Hλ and Hλ′ ,
which is always possible given a minimal gap during the de-
formation. Due to Theorem 2, we have that ‖Gλ(z)‖ ≤
maxr

∑
r′ ‖Gλ, rr′(z)‖ is bounded along `< , implying that

Cλ depends continuously on Hλ.
This analysis justifies the equivalence of considering Gaus-

sian states and gapped quadratic Hamiltonians for α > d. In
this case we can also say something more about the struc-
ture of existing phases. One can show that every long-range
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gapped Hamiltonian with α > d is continuously connected
to a short-range one, implying that there are no new phases
unique to long-range Hamiltonians. To see this, consider the
Hamiltonians defined by Hκ,rr′ = e−κ|r−r

′|Hrr′ which
constitute a continuous path with respect to κ and can be
shown to be gapped for sufficiently small but finite κ [41].
This path connects the long-range Hamiltonian at κ = 0 to a
short-range one (i.e., exponentially decaying) at finite κ.

Furthermore, there should be no unification of short-range
phases in the regime α > d, since for translation-invariant sys-
tems the Bloch Hamiltonians h(k) remain continuous in k and
all the short-range topological invariants remain well-defined
and robust under continuous deformations of the Hamiltonian.
For disordered systems, the index theorem of Ref. [54] shows
that topological invariants must remain equal to a fixed inte-
ger along any path Hκ provided that C changes continuously
with respect to H , which we have shown above to be true.

On the other hand, the α < d case remains poorly un-
derstood. At the very least, we may argue that if we allow
α < d then all the short-range topological phases are unified
(up to a 0D topological invariant such as the fermion number
parity). Without loss of generality, we focus on translation-
invariant representatives described by Bloch Hamiltonians.
The argument is based on the well known result that all the
short-range topological phases can be obtained by perturbing
a Dirac Hamiltonian with a mass term [30]

h(k) =

d∑
µ=1

sin kµΓµ −
(

d∑
µ=1

cos kµ −m
)

Γ0, (13)

where {Γµ}µ=0,...,d are Hermitian Dirac matrices satisfying
{Γµ,Γν} = 2δµν . Decreasing m from m > d to m ∈
(d−2, d), there is a single band crossing at k = 0, giving rise
to a transition from a trivial phase to a topological phase with
unit topological number [55]. Let us take, for instance, the
topological Bloch Hamiltonian hTopo(k) defined by choosing
m = d − 1. We can show that hTopo(k) is connected to the
trivial Hamiltonian h0(k) = Γ0 through a continuous path of
long-range gapped Hamiltonians, provided that α is not con-
strained to be larger than d. To this end, we consider a linear
interpolation from h0(k) to hfD(k) and then from hfD(k) to
hTopo(k), where hfD(k) is the flattened Dirac Hamiltonian

hfD(k) =

d∑
µ=1

sin kµ√∑d
µ=1 sin2 kµ

Γµ . (14)

One can see that h(k)2 > 0 during the whole deformation,
meaning that the gap does not close. Furthermore hfD(k)
is (almost) d-decaying in real space [41], while h0(k) and
hTopo(k) are local, so the Hamiltonian is at most d-decaying
during the deformation. Numerical analysis suggests that
also the ground state covariance matrix C remains always d-
decaying along such path, as shown in Fig. 2.

The above argument does not necessarily imply that all the
long-range systems with α < d are trivial. In fact, provided

FIG. 2. Decay rates of ‖Crr′‖ for the ground states of the Hamil-
tonians hλ defined by hλ = (1 − 2λ)h0 + 2λhfD for λ ∈ [0, 0.5]
and hλ = 2(1− λ)hfD + (2λ− 1)hTopo for λ ∈ [0.5, 1] in dimen-
sions d = 1, 2, 3. The red dashed lines are a fit of the long distance
behavior of the data with ‖Crr′‖ ∝ |r − r′|−d. The numerical cal-
culations are performed on finite hypercubic lattices of side L = 500
with anti-periodic boundary conditions [56]. In all cases the odd sites
along the x-axis are plotted, as this is the subset of sites in the lattice
that shows the slowest decay.

that ‖H‖ or ‖C‖ diverges, which should be typically the case
in such regime, the system is obviously not connected to any
trivial phase with bounded ‖H‖ or ‖C‖. It may still be mean-
ingful to ask whether two long-range phases with divergent
‖H‖ or ‖C‖ are connected to each other and whether they
give rise to genuinely long-range topological phase without a
short-range counterpart. Furthermore, it remains a fundamen-
tal open problem whether the ground-state correlation still sat-
isfies the clustering property with power α, as suggested to be
true by some previous studies on specific models [31, 32].

Summary and outlook.—We have derived a tight (in the
sense of spatial tail) Lieb-Robinson bound for α-decaying
free-fermion systems with α > d. This bound allows
us to prove an (almost) optimal clustering property for the
Green’s function, which implies the clustering property for
the ground-state correlations in gapped systems. These results
justify the equivalence between state and Hamiltonian-based
definitions of topological phases in long-range free-fermion
systems. In addition, we argue that all the short-range topo-
logical phases are connected within the space of α-decaying
systems with α < d.

A relevant open problem is how to further improve the
Lieb-Robinson bound to be consistent with the optimal light
cone [17]. Also, one still has to prove the clustering properties
for topological edge modes localized at sharp edges, where
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our local-impurity argument does not apply. Improving the
entanglement area law [12] for long-range free fermions could
be yet another direction of future study. One may also con-
sider whether our progress can facilitate the long-range gener-
alization of the clustering properties for short-range Anderson
localized systems [57, 58].
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Supplemental Material

We show that the generalizations to the free-fermion systems without particle-number conservation is straightforward. We then
provide the full details of deriving the main results in the main text, including the Lieb-Robinson bound, clustering properties
and the results related to topological phases.

I. GENERALIZATION TO THE CASES WITHOUT PARTICLE-NUMBER CONSERVATION

The results presented in this paper can be generalized easily to the case of a generic free fermionic Hamiltonian with no
particle number symmetry. In this case it is convenient to introduce the Majorana operators

γ̂rs+ = ĉ†rs + ĉrs, γ̂rs− = i(ĉ†rs − ĉrs). (S1)

For convenience, we will bunch the indices s and +/− of these operators into a single index S ≡ (s,±) ∈ Ĩ = I × {±}. So, in
short, for every lattice site r we have 2|I| Hermitian operators γ̂rS , satisfying {γ̂rS , γ̂r′S′} = 2δrr′δSS′ .

In this formalism, the most general free Hamiltonian is given by

Ĥ =
i

2

∑
r,r′∈Λ

S,S′∈Ĩ

[Arr′ ]SS′ γ̂rS γ̂r′S′ (S2)

where Arr′ is 2|I| × 2|I| real anti-symmetric matrix. In the case of a long-range system, the α-decay condition is represented
by

‖Arr′‖ ≤
a

(|r − r′|+ 1)α
, (S3)

where a is an O(1) constant.
For a matrix satisfying (S3) with α > d one can apply the proof of Theorem 1 to obtain the Lieb-Robinson bound

‖Pre
AtPr′‖ ≤

K(t)

(|r − r′|+ 1)α
, (S4)

which holds for t larger than an O(1) constant and K(t) ∝ tα(α+1)/(α−d) for large t. While the intuitive picture of single-
particle propagation no longer applies, we may relate the left-hand side of Eq. (S4) to the nonequal-time anti-commutator of two
Majorana modes at sites r and r′.

In this context the object equivalent to the Green’s function is

Y (z) ≡ (z − iA)
−1
. (S5)

Using the same filter function as in the proof of Theorem 2, we have that
∫∞
−∞ dt/2π fσ(t)eAt gives Y (z) up to an error

controllable by σ. Analogously to Theorem 2, it follows that, if A is α-decaying with α > d, then Yrr′(z) must satisfy the
clustering property (10) for all z lying outside the spectrum of iA:

‖Yrr′(z)‖ ≤
poly(log(|r − r′|+ 1))

(|r − r′|+ 1)α
. (S6)

Again, this property of Y (z) implies the clustering property for the covariance matrix, which in the case of no particle number
symmetry should be more generally defined as

[Γrr′ ]SS′ ≡
i

2
〈Ψ0|[γ̂rS , γ̂r′S′ ]|Ψ0〉 . (S7)

For the ground state of the Hamiltonian (S2), it holds that Γ = i sgn(iA) = i(1 − 2P<), where P< is the projector on the
subspace spanned by the eigenstates of iA with negative eigenvalues. It follows that the ground-state covariance matrix Γ can
be related to Y (z) via

Γ = i1−
∮
`<

dz

π
Y (z), (S8)

where `< is a closed loop that encircles all eigenvalues of iA on the negative real semi-axis. Following a reasoning analogous to
the one for ‖Crr′‖, we conclude that ‖Γrr′‖ also satisfies the clustering property (S6).
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II. DETAILED DERIVATION OF THE LIEB-ROBINSON BOUND

Without loss of generality, we consider a dD lattice Λ with unit spacing between nearest sites. We define its coarse-graining
as another lattice Λ̃ which shares the same geometry as Λ but with all the length scales multiplied by χ ∈ Z+, which is chosen
to be exactly the cutoff that separates the short-range and long-range parts in the Hamiltonian. Denoting CR ⊂ Λ as the set of
sites coarse-grained intoR ∈ Λ̃, we have

CR ∩ CR′ = ∅, ∀R 6= R′, Λ = ∪R∈Λ̃CR, |CR| = χd. (S9)

Again, the metric on Λ̃ is defined such that the spacing between nearest sites is unit. For any lattice geometry and coarse-graning,
there always exists an O(1) constant R0 such that ∀r 6= r′ ∈ Λ

χ(|R−R′| −R0) ≤ |r − r′|, (S10)

where R and R′ are determined such that r ∈ CR and r′ ∈ CR′ . For example, according to the triangle inequality of distance,
we may take R0 = 2χ−1 maxr∈CR

|r −R|Λ| ∼ O(1) (R|Λ means we should use the metric on Λ) as the length scale of CR is
O(χ). In addition, we assume that if we consider fixed r and r′ we can properly adjust the “mesh” of corase-graining such that

|r − r′| ≤ χ|R−R′|. (S11)

At the very least, this is achievable for the hypercubic lattice [59]. See Fig. S1 for another schematic illustration of an appropriate
coarse-graining of the honeycomb lattice. Later we will discuss the effect of loosing Eq. (S11) to |r− r′| ≤ χ(|R−R′|+R0),
which always holds true (just like Eq. (S10)) and turns out not to alter the result qualitatively. Finally, we assume that the lattice
geometry satisfies ∑

r∈Λ:|r|≤r
1 ≤ b(r + 1)d,

∑
r∈Λ:|r|≥r

1

(|r|+ 1)α
≤ c1

(r + 1)α−d
, ∀r ≥ 0, (S12)

where b and c1 are two O(1) constants independent of r.
We move on to introduce two lemmas which are crucial for bounding the Taylor-expansion terms in the interaction picture

under coarse-graining:

Lemma 1 (Coarse-grained long-range decay) Defining a complete set of “coarse-grained” orthogonal projectors PR ≡∑
r∈CR

Pr, we have

‖PRHlrPR′‖ ≤
C1χ

−(α−d)

(|R−R′|+ 1)α
. (S13)

Here C1 = c1J(R0 + 1 + c
−1/α
1 )α is an O(1) constant independent of χ.

�
r

R

CR

r0

R0

CR0

(2)

2

FIG. S1. Coarse-graining of a honeycomb lattice.
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Proof : We first note that there is always a trivial upper bound given by the operator norm of Hlr:

‖PRHlrPR′‖ ≤ ‖Hlr‖ ≤ max
r∈Λ

∑
r′∈Λ

‖[Hlr]r,r′‖ ≤ max
r∈Λ

∑
r′∈Λ:|r′−r|>χ

J

(|r − r′|+ 1)α
≤ c1J

(χ+ 1)α−d
< c1Jχ

−(α−d). (S14)

Here the second inequality arises from:

‖Hlr‖ = |ψ†Hlrψ| ≤
∑

r,r′∈Λ

|ψ†PrHlrPr′ψ| ≤
∑

r,r′∈Λ

‖ψ†Pr‖‖PrHlrPr′‖‖Pr′ψ‖

≤
∑

r,r′∈Λ

1

2
(ψ†Prψ +ψ†Pr′ψ)‖PrHlrPr′‖ =

∑
r,r′∈Λ

ψ†Prψ‖PrHlrPr′‖ ≤ max
r∈Λ

∑
r′∈Λ:|r′−r|>χ

‖Hr,r′‖,
(S15)

where ψ is a normalized eigenvector of Hlr with the largest (absolute) eigenvalue and the identity
∑

r∈Λψ
†Prψ = 1 and

ψ†Prψ ≥ 0 have been used. To make use of the distance betweenR andR′, we follow a similar procedure as Eq. (S15):

‖PRHlrPR′‖ = |ϕ†PRHlrPR′ϕ
′| ≤

∑
r∈CR,r′∈CR′

1

2
(ϕ†Prϕ+ϕ′†Pr′ϕ

′)‖[Hlr]r,r′‖

≤ J

[(|R−R′| −R0)χ+ 1]α

∑
r∈CR,r′∈CR′

1

2
(ϕ†Prϕ+ϕ′†Pr′ϕ

′) =
J |CR|

[(|R−R′| −R0)χ+ 1]α

≤ Jχd

[(|R−R′| −R0)χ+ 1]α
<

Jχ−(α−d)

(|R−R′| −R0)α
,

(S16)

where ϕ = PRϕ and ϕ′ = PR′ϕ
′ are two normalized vectors that validate the first equality and Eq. (S10) has been used. Now

suppose |R−R′| < R0 + c
−1/α
1 , then Eq. (S13) follows from the trivial bound (S14). Otherwise, |R−R′| ≥ R0 + c

−1/α
1 , one

can check that

1

(|R−R′| −R0)α
≤ c1(R0 + 1 + c

− 1
α

1 )α

(|R−R′|+ 1)α
, (S17)

so Eq. (S13) follows from Eq. (S16). �

Lemma 2 (Coarse-grained short-range Lieb-Robinson bound) Following the same notations in Lemma 1, we have

‖PRe
−iHsrtPR′‖ ≤ min{C2e

vt−|R−R′|, 1}. (S18)

Here v = ec1J and C2 = eR0 are both O(1) constants independent of χ.

Proof : The trivial bound simply follows from the unitarity:

‖PRe
−iHsrtPR′‖ ≤ ‖e−iHsrt‖ = 1. (S19)

To incorporate the distance dependence, we follow the standard estimation [11, 27]

‖PRe
−iHsrtPR′‖ ≤

∞∑
n=

⌈
dist(CR,CR′ )

χ

⌉
1

n!
‖Hsr‖ntn ≤ ee‖Hsr‖t−ddist(CR,CR′ )/χe ≤ ee‖Hsr‖t−dist(CR,CR′ )/χ, (S20)

where we have used the fact that the hopping range of Hsr is χ (this is why the sum starts from ddist(CR,CR′)/χe) as well as
the inequality

∞∑
n=m

emxn

n!
≤
∞∑
n=0

(ex)n

n!
= eex, ∀x ≥ 0, m ∈ N. (S21)

Following a similar derivation as Eq. (S15), we know that

‖Hsr‖ ≤ max
r∈Λ

∑
r′∈Λ:|r′−r|≤χ

‖Hr,r′‖ <
∑
r′∈Λ

J

(|r′ − r|+ 1)α
≤ c1J, (S22)
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where we have used Eq. (S12). Further combining with Eq. (S10), we obtain

‖PRe
−iHsrtPR′‖ ≤ max

r∈CR,r′∈CR′
evt−|r−r

′|/χ ≤ eR0evt−|R−R
′|. (S23)

Combining Eqs. (S19) and (S23), we obtain the desired result (S18). �
In addition, we will also need the following two propositions (see also the Supplemental Material of Ref. [11]). For the sake

of consistency, we present them in terms of the coarse-grained lattice Λ̃ as they will be used in this context.

Proposition 1 (Bound on the convolution of exponential and algebraic decays) For any ξ > α− 1, we have∑
R∈Λ̃

min{eξ−|R−R2|, 1}
(|R1 −R|+ 1)α

≤ c1 min

{[
4(ξ + 1)

|R1 −R2|+ 1

]α
, 1

}
. (S24)

Proof : We first note that there is always a trivial bound∑
R∈Λ̃

min{eξ−|R−R2|, 1}
(|R1 −R|+ 1)α

≤
∑
R∈Λ̃

1

(|R1 −R|+ 1)α
≤ c1. (S25)

The other bound is relevant in the cases in which |R1−R2| ≥ 4ξ+3 > 4ξ. To prove it we basically follow the idea of Ref. [11],
which is to split the sum into two parts:∑

R∈Λ̃

=
∑

R∈Λ̃:|R−R1|<|R1−R2|/2
+

∑
R∈Λ̃:|R−R1|≥|R1−R2|/2

(S26)

For the first part, |R−R1| < |R1 −R2|/2 necessarily implies

|R−R2| ≥ |R1 −R2| − |R−R1| >
1

2
|R1 −R2|. (S27)

Recalling that we are considering the case in which ξ < |R1 −R2|/4, we have∑
R∈Λ̃:|R−R1|<|R1−R2|/2

min{eξ−|R−R2|, 1}
(|R1 −R|+ 1)α

< e−
1
4 |R1−R2|

∑
R∈Λ̃

1

(|R1 −R|+ 1)α

≤ c1e−
1
4 |R1−R2| <

c1
2

[
4(ξ + 1)

|R1 −R2|+ 1

]α
,

(S28)

where we have used the fact

e−
1
4 |R1−R2| ≤ e

1
4−α(4α)α

(|R1 −R2|+ 1)α
, e

1
4−α < e−

3
4 = 0.472... <

1

2
. (S29)

For the second part, we can bound the sum by∑
R∈Λ̃:|R−R1|≥|R1−R2|/2

min{eξ−|R−R2|, 1}
(|R1 −R|+ 1)α

<
2α

(|R1 −R2|+ 1)α

∑
R∈Λ̃

min{eξ−|R−R2|, 1}

≤
[

2(ξ + 1)

|R1 −R2|+ 1

]α ∑
R∈Λ̃

1

(|R−R2|+ 1)α
<
c1
2

[
4(ξ + 1)

|R1 −R2|+ 1

]α
,

(S30)

where we have used the fact that, for |R−R2| ≥ ξ > α− 1 (since (x+ 1)αe−x decreases monotonically on [α− 1,∞))

(|R−R2|+ 1)αe−|R−R2| ≤ (ξ + 1)αe−ξ (S31)

which implies

min{eξ−|R−R2|, 1} ≤
(

ξ + 1

|R−R2|+ 1

)α
. (S32)

Combining Eqs. (S28) and (S30), we obtain the desired result (S24). �
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Proposition 2 (Reproducibility) Defining F (R) = min{[(Θ + 1)/(|R|+ 1)]α, 1} with Θ ≥ 0, we have∑
R∈Λ̃

F (R1 −R)F (R−R2) < c2(Θ + 1)dF (R1 −R2), (S33)

where c2 = 2α+1(b+ c1) is an O(1) constant.

Proof : Noting that F (R) ≤ 1 by definition, we have the following trivial bound (independent ofR1,2):∑
R∈Λ̃

F (R1 −R)F (R−R2) <
∑
R∈Λ̃

F (R1 −R) =
∑

R∈Λ̃:|R−R1|<R0

1 +
∑

R∈Λ̃:|R−R1|≥R0

(
Θ + 1

|R−R1|+ 1

)α
< b(Θ + 1)d + (R0 + 1)α

c1
(Θ + 1)α−d

= (b+ c1)(Θ + 1)d,

(S34)

where we have used Eq. (S12). Using this result, we further have∑
R∈Λ̃

F (R1 −R)F (R−R2) <
∑
R∈Λ̃

F

(
R1 −R2

2

)
[F (R1 −R) + F (R−R2)]

< 2α+1(b+ c1)(Θ + 1)dF (R1 −R2),

(S35)

where we have also used min{F (R1−R), F (R−R2)} ≤ F ((R1−R2)/2) < 2αF (R1−R2) and max{F (R1−R), F (R−
R2)} < F (R1 −R) + F (R−R2). �

Having the above preliminaries in mind, we are in a position to derive the main result. We first apply the norm triangle
inequality to each term in the Taylor expansion of Pre

−iHtPr′ in the interaction picture (cf. Eq. (5) in the main text):

‖Pre
−iHtPr′‖ ≤

∞∑
n=0

∫ t

0

dtn

∫ tn

0

dtn−1 · · ·
∫ t2

0

dt1‖Pre
−iHsr(t−tn)Hlre

−iHsr(tn−tn−1) · · ·Hlre
−iHsrt1Pr′‖. (S36)

By inserting the coarse-grained projectors, we can upper bound each term by (cf. Eq. (6) in the main text)

‖Pre
−iHsr(t−tn)Hlre

−iHsr(tn−tn−1) · · ·Hlre
−iHsrt1Pr′‖

≤
∑

{Rj∈Λ̃}2nj=1

‖PRe
−iHsr(t−tn)PR2n‖

n∏
m=1

‖PR2mHlrPR2m−1‖‖PR2m−1e
−iHsr(tm−tm−1)PR2m−2‖

≤Cn1 χ−n(α−d)
∑

{Rj∈Λ̃}2nj=1

min{C2e
v(t−tn)−|R−R2n|, 1}

n∏
m=1

min{C2e
v(tm−tm−1)−|R2m−1−R2m−2|, 1}

(|R2m −R2m−1|+ 1)α

≤Cn1 χ−n(α−d)
∑

{Rj∈Λ̃}2nj=1

min{evt+R0−|R−R2n|, 1}
n∏

m=1

min{evt+R0−|R2m−1−R2m−2|, 1}
(|R2m −R2m−1|+ 1)α

,

(S37)

where Lemmas 1 and 2 have been used. To proceed, we use Propositions 1 and 2 as well as

min{eξ−|R|, 1} ≤ min

{(
ξ + 1

|R|+ 1

)α
, 1

}
≤ min

{[
4(ξ + 1)

|R|+ 1

]α
, 1

}
, (S38)

obtaining the following bound on Eq. (S37) for any n ∈ N:

‖Pre
−iHsr(t−tn)Hlre

−iHsr(tn−tn−1) · · ·Hlre
−iHsrt1Pr′‖ ≤

4α(vt+R0 + 1)α[c1c2C14d(vt+R0 + 1)dχ−(α−d)]n

(|R−R′|+ 1)α
, (S39)

which is valid as long as vt+R0 > α− 1, that is t > tc = (α− 1−R0)/v. Defining

λχ = c1c2C14d(vt+R0 + 1)dχ−(α−d) (S40)

and summing up all the Taylor-expansion terms, we end up with

‖Pre
−iHtPr′‖ ≤

4α(vt+R0 + 1)αeλχt

(|R−R′|+ 1)α
≤ 4αχα(vt+R0 + 1)αeλχt

(|r − r′|+ 1)α
, (S41)
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where we have used Eq. (S11). Note that λχ can be made sufficiently small by appropriately choosing a large χ. In particular,
requiring λχt ≤ 1, we may choose χ = dχte with

χt = [c1c2C14d(vt+R0 + 1)dt]
1

α−d , (S42)

which scales as t(d+1)/(α−d) for large t, leading to the desired result (i.e., Eq. (3) in the main text):

‖Pre
−iHtPr′‖ ≤

K(t)

(|r − r′|+ 1)α
, (S43)

Here the time-dependent coefficient of the algebraic tail reads

K(t) = e[4(χt + 1)(vt+R0 + 1)]α, (S44)

which scales as tα(α+1)/(α−d) for large t.
Before ending the section, we would like to mention that a better analogy of the main result in Ref. [11] reads

‖Pre
−iHtPr′‖ ≤ evt−

|r−r′|
χt+1 +

(1− e−1)K(t)

(|r − r′|+ 1)α
. (S45)

This result can be obtained by directly applying Lemma 2 to the 0th (n = 0) term in the Taylor expansion instead of upper
bounding it by Eq. (S38). However, such a small improvement has no obvious advantage in tightening other bounds but rather
makes the derivations more complicated. Therefore, we prefer Eq. (S43) and will use it rather than Eq. (S45) hereafter. We
would also like to mention that loosing Eq. (S11) to |r−r′| ≤ χ(|R−R′|+R0) does not alter the result so much. For R0 > 1,
as long as we further require χ ≤ (|r − r′| − 1)/(R0 − 1), one can check that Eq. (S43) still holds true with K(t) in Eq. (S44)
multiplied by a constant 2α. The additional constraint χ ≤ (|r−r′|−1)/(R0−1) is valid up to a time that scales aysmptotically
as |r − r′|(α−d)/(d+1), which is already qualitatively larger than the light-cone scaling |r − r′|(α−d)/(α+1).

III. FULL PROOF OF THE CLUSTERING PROPERTIES

A. Lieb-Robinson bound for short time

We recall that the main ingredient for proving the clustering properties is nothing but the Lieb-Robinson bound. However,
our improved Lieb-Robinson bound only applies for t > tc, while the proof requires a bound valid also for short time scales.
Fortunately, tc is an O(1) constant and it turns out that the exponentially weaker bound in the seminal paper by Hasting and
Koma [6] is good enough:

Lemma 3 (Hastings-Koma bound) For any α-decaying Hamiltonian H with α > d, we have

‖Pr′e
−iHtPr‖ ≤ δr′r +

eλt − 1

(|r − r′|+ 1)α
, (S46)

where λ = c2J with c2 given in Proposition 2 (actually one can take c2 = 2α+1c1).

Proof : Taking Θ = 0 in Proposition 2 and using the notations for the original lattice, we find∑
r∈Λ

1

(|r1 − r|+ 1)α
1

(|r − r2|+ 1)α
≤ c2

(|r1 − r2|+ 1)α
. (S47)

Applying the above result (S47) to the Taylor expansion of e−iHt in the usual Schrödinger picture, we obtain

‖Pr′e
−iHtPr‖ ≤ δr′r +

∞∑
n=1

tn

n!

∑
{rj∈Λ}n−1

j=1

‖Pr′HPrn−1
‖ · · · ‖Pr2

HPr1
‖‖Pr1

HPr‖

≤ δr′r +

∞∑
n=1

tn

n!

∑
{rj∈Λ}n−1

j=1

J

(|r′ − rn−1|+ 1)α
· · · J

(|r2 − r1|+ 1)α
J

(|r1 − r|+ 1)α

≤ δr′r +

∞∑
n=1

tn

n!

Jncn−1
2

(|r − r′|+ 1)α
= δr′r +

ec2Jt − 1

c2(|r − r′|+ 1)α
,

(S48)

which is the desired result. �
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B. Covariance matrix of the ground state

As already mentioned in the main text, the basic idea largely follows that for interacting systems [6, 17]. For the convenience
of unfamiliar readers, we reproduce the proof below in the language of free fermions. We believe the detailed proof is helpful
for understanding not only how our new Lieb-Robinson bound updates the state of the art, but also our new result in the next
subsection on Green’s functions obtained using a similar strategy.

Suppose that H is gapped over [−∆,∆] with ∆ > 0, a perfect filter f(t) whose Fourier transform satisfies

F[f ](ω) ≡
∫ ∞
−∞

dt

2π
f(t)e−iωt = sgn(ω), ∀|ω| ≥ ∆ (S49)

will yield ∫ ∞
−∞

dt

2π
e−iHtf(t) = sgnH = 1− 2C. (S50)

For technical reasons that will become clear later, we use an approximate filter fσ(t) that satisfies (see Fig. S2(a))

F[fσ](ω) = erf
(ω
σ

)
, erf(z) ≡ 2√

π

∫ z

0

dxe−x
2

, (S51)

which can be explicitly determined to be

fσ(t) =
2ie−

1
4σ

2t2

t
. (S52)

The error arising from this approximation can be estimated as∥∥∥∥∫ ∞
−∞

dt

2π
e−iHtfσ(t)− sgnH

∥∥∥∥ ≤ ∣∣∣∣erf

(
∆

σ

)
− 1

∣∣∣∣ < σ√
π∆

e−
∆2

σ2 . (S53)

The above result can be further used to bound ‖Crr′‖ as

‖Crr′‖ <
∫ ∞
−∞

dt

2π

e−
1
4σ

2t2

|t| Brr′(t) +
σ

2
√
π∆

e−
∆2

σ2 +
1

2
δrr′ , (S54)

where Brr′(t) could be an arbitrary Lieb-Robinson bound:

Brr′(t) ≥ ‖Pre
−iHtPr′‖. (S55)

Note that in the limit of a perfect filter, i.e., σ → 0, the time integral in Eq. (S54) diverges if we use the trivial boundBrr′(t) = 1
for large t. This explains the reason why the filter is chosen to be an approximate one. While it is certainly possible to choose
an exact filter whose Fourier transform differs considerably from sgn(ω) on (−∆,∆), it seems difficult (probably impossible)
to make the tail as small as e−O(t2) and thus the time integral will blow up, leading to a weaker bound.

We proceed by explicitly evaluating the rhs of Eq. (S54) using the Lieb-Robinson bound:

Brr′(t) =

 min{ eλ|t|−1
c2(|r−r′|+1)α , 1}, t ≤ max{tc, 0};

min
{

eλ|t|−1
c2(|r−r′|+1)α ,

K(|t|)
(|r−r′|+1)α , 1

}
, t > max{tc, 0}.

(S56)

Note that here t is allowed to be negative. Such a generalization can be easily achieved via H → −H , which does not alter any
parameters in the bounds. We introduce two time parameters τ1, τ2 with τ2 ≥ τ1 > tc and apply the tightened Lieb-Robinson
bound for the intermediate time interval t ∈ [τ1, τ2], obtaining

‖Crr′‖ <
∫ τ1

0

dt

π

eλt − 1

c2t(|r − r′|+ 1)α
+

∫ τ2

τ1

dt

πt

K(t)

(|r − r′|+ 1)α
+

∫ ∞
τ2

dt

π

e−
1
4σ

2t2

t
+

σ

2
√
π∆

e−
∆2

σ2 +
1

2
δrr′

<
eλτ1

πc2(|r − r′|+ 1)α
+

τ2K(τ2)

πτ1(|r − r′|+ 1)α
+

2e−
1
4σ

2τ2
2

πσ2τ2
2

+
σ

2
√
π∆

e−
∆2

σ2 +
1

2
δrr′ ,

(S57)
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FIG. S2. Fourier transforms of the approximate (blue solid curves) and exact (red dotted curves) filters for proving the clustering properties of
(a) ground-state covariance matrices and (b) Green’s functions (with z = 0). Here σ = 0.1 in both cases.

where we have used the fact that K(t) increases monotonically with t. To suppress the error from the approximate filter as
proportional to (|r − r′|+ 1)−α, we choose σ and τ2 such that

1

(|r − r′|+ 1)α
= e−

1
4σ

2τ2
2 = e−

∆2

σ2 ⇒ σ2 =
2∆

τ2
, τ2 =

2α

∆
log(|r − r′|+ 1). (S58)

While this is probably not optimal (even qualitatively), we choose τ1 = (α− 1)/v > max{(α−R0− 1)/v, 0} and end up with

‖Crr′‖ ≤
P ( 2α

∆ log(|r − r′|+ 1))

(|r − r′|+ 1)α
, (S59)

where P (t) scales at most polynomially with t:

P (t) = max

{
e(α−1) ∆

2v ,
vtK(t)

π(α− 1)
+
e(α−1)λv

πc2
+

v

π(α− 1)∆
+

√
v

2π(α− 1)∆
+

1

2

}
. (S60)

Here, the constant e(α−1)∆/(2v) appears due to that τ2 ≥ τ1 requires |r−r′|+1 > e(α−1)∆/(2αv) and the trivial bound ‖Crr′‖ ≤
1. This result implies that, for arbitrarily small ε > 0, there exist a constant Cε such that ‖Γr,r′‖ ≤ Cε/(|r − r′|+ 1)α−ε.

C. Green’s function

We move on to the Green’s function:

Grr′(z) = Pr
1

z −HPr′ , (S61)

which is an |I| × |I| matrix. Suppose there is a filter f(t) satisfying

F[f ](ω) =
1

z − ω , (S62)

we have

Grr′(z) =

∫ ∞
−∞

dt

2π
f(t)Pre

−iHtPr′ . (S63)

However, similar to the case of covariance matrices, such an exact filter is ill-defined and not helpful for deriving the clustering
properties. Instead, we consider an approximate filter fσ(t) with a tunable positive parameter σ (see Fig. S2(b)):

F[fσ](ω) =
1− e−(ω−z)(ω−z̄)/σ2

z − ω , (S64)

where the rhs is free from the pole singularity at ω = z but remains a good approximation of (z−ω)−1 if ω is far from z or/and
σ is small enough. One can check the following explicit expression and properties of fσ(t):
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Proposition 3 (approximate filter for the Green’s function) The filter fσ(t) satisfying Eq. (S64) is given by

fσ(t) = iπeizt
[
erf
(σ

2
t+

γ

σ

)
− sgn(t)

]
, γ =

i

2
(z − z̄) = −Imz, (S65)

whose absolute value increases (decreases) monotonically on (−∞, 0) ((0,∞)).

Proof : After an appropriate shift and rescaling, it suffices to show that ∀a ∈ R

i

2

∫ ∞
−∞

dt

[
erf

(
t

2
− a
)
− sgn(t)

]
e−iωt = −1− e−ω(ω+2ia)

ω
. (S66)

Noting that the integrand vanishes (super-exponentially) when t→ ±∞, we can perform an integral by parts, obtaining

1

2ω

∫ ∞
−∞

dt

[
1√
π
e−( t2−a)2 − 2δ(t)

]
e−iωt = − 1

ω
+
e−ω(ω+2ia)

2
√
πω

∫ ∞
−∞

dte−( t2−a+iω)2

= − 1

ω
+
e−ω(ω+2ia)

ω
, (S67)

which gives the desired result. Regarding the absolute value of Eq. (S65), which reads

|fσ(t)| = πeγt
[
1− sgn(t)erf

(σ
2
t+

γ

σ

)]
, (S68)

we first show that it decreases monotonically on t ∈ (0,∞). For t > 0, the derivative is given by

d

dt
|fσ(t)| = πγeγt

[
1− erf

(σ
2
t+

γ

σ

)]
−√πσeγte−(σ2 t+

γ
σ )2

. (S69)

If γ ≤ 0, the derivative (S69) is obviously negative. Otherwise, γ > 0, we have

1− erf
(σ

2
t+

γ

σ

)
=

2√
π

∫ ∞
σ
2 t+

γ
σ

dxe−x
2

<
2√

π(σ2 t+ γ
σ )

∫ ∞
σ
2 t+

γ
σ

dxxe−x
2

=
e−(σ2 t+

γ
σ )2

√
π(σ2 t+ γ

σ )
, (S70)

leading to

d

dt
|fσ(t)| < −

√
πσ3t

σ2t+ 2γ
e−(σ2 t+

γ
σ )2+γt < 0. (S71)

We then show that |fσ(t)| increases monotonically on t ∈ (−∞, 0). For t < 0, the derivative is given by

d

dt
|fσ(t)| = πγeγt

[
1 + erf

(σ
2
t+

γ

σ

)]
+
√
πσeγte−(σ2 t+

γ
σ )2

. (S72)

If γ ≥ 0, the derivative (S72) is obviously positive. Otherwise, γ < 0, following a procedure similar to the previous case, we
can show that

d

dt
|fσ(t)| >

√
πσ3t

σ2t+ 2γ
e−(σ2 t+

γ
σ )2+γt > 0. (S73)

In particular, these results imply |fσ(t)| ≤ |fσ(0+)| = π[1 − erf(γ/σ)] ∀t > 0 and |fσ(t)| ≤ |fσ(0−)| = π[1 + erf(γ/σ)]
∀t < 0. �
In addition, one can easily confirm that this approximate filter (S65) vanishes rapidly as e−O(t2) for large t

We proceed in a quite parallel way as the previous subsection. Suppose Brr′(t) is a Lieb-Robinson bound (S55), we know
that the norm of the Green’s function (S61) admits the following upper bound:

‖Grr′(z)‖ ≤
∫ ∞
−∞

dt

2π
|fσ(t)|Brr′(t) +

e−∆(z)2/σ2

∆(z)
, (S74)

where ∆(z) ≡ ‖(z−H)−1‖−1 = min{|z−λ| : λ ∈ Spec(H)} denotes the distance between z and the spectrum ofH . Recalling
that there is always a trivial bound Brr′(t) ≤ 1 and Brr′(−t) = Brr′(t), we can introduce a time parameter τ > 2|γ|/σ2 to
further bound Eq. (S74) by

‖Grr′(z)‖ ≤
∫ τ

−τ

dt

2π
|fσ(t)|Brr′(t) +

(∫ ∞
τ

+

∫ −τ
−∞

)
dt

2π
|fσ(t)|+ e−∆(z)2/σ2

∆(z)

<

∫ τ

0

dtBrr′(t) +
1√
πσ

e−
1
4σ

2τ2− γ2

σ2

1
4σ

2τ2 − γ2

σ2

+
e−∆(z)2/σ2

∆(z)

(S75)
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FIG. S3. (a) 1D lattice with α-decaying hopping amplitudes and an on-site impurity potential V at the origin, as described by Eq. (S79). The
orange region shows the profile of the bound state. (b) Numerical results for the bound-state profiles at different α. The red dashed lines
indicates exact α-decaying. Here V = 3J and (system size) L = 2000.

where we have use the monotonicity of |fσ(t)|, |fσ(0+)|+ |fσ(−0+)| = 2π and
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Recalling that Brr′(t) is given in Eq. (S56), which can actually be simplified into Brr′(t) = p(t)/(|r − r′| + 1)α with p(t)
being at most polynomially large in t (note that eλt − 1 up to a finite time tc can be upper bounded by, e.g., (eλtc − 1)t/tc), one
can choose

σ =
∆(z)√

α log(|r − r′|+ 1) + 1
, τ =

2
√

∆(z)2 + γ2

σ2
=

2
√
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∆(z)2
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2|γ|
σ2

, (S77)

such that

‖Grr′(z)‖ ≤
P (2

√
∆(z)2 + γ2[α log(|r − r′|+ 1) + 1]/∆(z)2)
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+
1
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e∆(z)(|r − r′|+ 1)α
,
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where P (t) ≡
∫ t

0
dt′p(t′) is again polynomially large in t so we have obtained the desired result.

D. Example of bound states

As mentioned in the main text, the clustering property of the Green’s function applies straightforwardly to the bound states
induced by local impurities. The arguably simplest example could be a single-band 1D chain with long-range hopping and an
on-site impurity potential:

Ĥ =
∑
j,j′

J

(|j − j′|+ 1)α
(ĉ†j ĉj′ + H.c.) + V ĉ†0ĉ0. (S79)

See Fig. S3(a) for a schematic illustration. In practical calculations for a finite chain with L sites under the periodic boundary
condition, we replace the hopping amplitude J/(|j − j′|+ 1)α by J [1/(|j − j′|+ 1)α + 1/(L− |j − j′|+ 1)α]. As shown in
Fig. S3(b), the tail of the bound state indeed follows the same algebraic decay as the Hamiltonian.

IV. SOME RESULTS ON LONG-RANGE TOPOLOGICAL PHASES

A. Connectivity to short-range phases

We recall our protocol of deforming an α-decaying (α > d) Hamiltonian H into a short-range one is simply multiplying an
factor e−κ|r−r

′| to each block Hrr′ . We first show that the family of Hamiltonians generated by varying κ is at least Hölder
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continuous. To see this, we only have to upper bound the norm difference between two deformed Hamiltonians with κ 6= κ′ by

‖Hκ −Hκ′‖ ≤ max
r

∑
r′

‖Hκ,rr′ −Hκ′,rr′‖ = max
r

∑
r′

∣∣∣e−κ|r−r′| − e−κ′|r−r′|∣∣∣ ‖Hrr′‖

≤ max
r

∑
r′

∣∣∣1− e−|κ−κ′||r−r′|∣∣∣ ‖Hrr′‖.
(S80)

To proceed, we separate the above sum into to parts:∑
r′:|r′−r|<ξ

|κ− κ′||r − r′|‖Hrr′‖+
∑

r′:|r′−r|≥ξ
‖Hrr′‖ ≤ c1Jξ|κ− κ′|+

c1J

(ξ + 1)α−d
, (S81)

where 1 − e−x ≤ x ∀x ≥ 0 and Eq. (S12) have been used, and ξ is a parameter to be determined. Choosing ξ = b|κ −
κ′|−1/(α−d+1)c, we obtain

‖Hκ −Hκ′‖ ≤ 2c1J |κ− κ′|
α−d
α−d+1 , (S82)

which is the desired Hölder continuity property.
In particular, suppose that the original Hamiltonian H0 = H is gapped over [−∆,∆], according to Weyl’s perturbation

theorem [60], we know that Hκ is also gapped as long as ‖Hκ −H0‖ < ∆. Taking κ′ = 0 in Eq. (S82), we conclude that this
condition can be ensured by

κ <

(
∆

2c1J

)α−d+1
α−d

. (S83)

Note that by definition ∆ ≤ ‖H‖ ≤ c1J , so Eq. (S83) means κ should be sufficiently small, especially for α close to d.

B. Gapped nature of the deformation path

We show that the continuous path connecting the trivial and topological short-range phases:

hλ(k) =

{
(1− 2λ)h0(k) + 2λhfD(k), λ ∈ [0, 0.5];
2(1− λ)hfD(k) + (2λ− 1)hTopo(k), λ ∈ (0.5, 1],

(S84)

is gapped for any λ. To this end, it suffices to show hλ(k)2 > 0. For λ ∈ [0, 0.5], noting that {h0(k), hfD(k)} = 0 and
h0(k)2 = hfD(k)2 = 1, we have

hλ(k)2 = (1− 2λ)2 + 4λ2 ≥ 1

2
> 0. (S85)

For λ ∈ [0.5, 1], after some straightforward calculations, we obtain

hλ(k)2 = 4(1− λ)2 + 4(1− λ)(2λ− 1)

√√√√ d∑
µ=1

sin2 kµ + (2λ− 1)2

(
d∑

µ=1

sin2 kµ

)
+ (2λ− 1)2

(
d∑

µ=1

cos kµ − d+ 1

)2

≥ 4(1− λ)2 + (2λ− 1)2

2
∑

1≤µ<ν≤d
cos kµ cos kν − 2(d− 1)

(
d∑

µ=1

cos kµ

)
+ d2 − d+ 1


= 4(1− λ)2 + (2λ− 1)2

2
∑

1≤µ<ν≤d
(1− cos kµ)(1− cos kν) + 1


≥ 4(1− λ)2 + (2λ− 1)2 ≥ 1

2
> 0.

(S86)

Combining Eqs. (S85) and (S86), we have confirmed that Eq. (S84) is indeed a path of gapped Hamiltonians.
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C. Bound on real-space decay for Bloch Hamiltonians with singular points

In the main text, we have numerically demonstrated that a continuous interpolation between trivial and topological dD free-
fermion phases is possible if the ground-state covariance matrix is allowed to be α-decaying with α < d. Here, we provide
further analytical argument on this observation, making it clear that the algebraic decay in real space arises from the momentum-
space singularity.

Our argument is based on the following proposition, which generalizes a result in Ref. [39] (corresponding to q = 3, d = 2):

Proposition 4 (Real-space algebraic decay constrained by momentum-space singularity) For a matrix-value function
M(k) defined on a dD Brillouin zone, suppose that there existO(1) constants b0, b1 and integer q ≥ d such that ∀µ = 1, 2, ..., d∥∥∥∥∂qM(k)

∂kqµ

∥∥∥∥ ≤ b0
|k|d ,

∥∥∥∥∂q−1M(k)

∂kq−1
µ

∥∥∥∥ ≤ b1
|k|d−1

, (S87)

its inverse Fourier transform Mr =
∫

B.Z.
ddk

(2π)d
M(k)eik·r satisfies the q-decaying property up to logarithmic corrections.

Proof : For technical reasons, we temporarily adopt the convention |r|−α (rather than (|r| + 1)−α) for α-decay. If we further
assume M(k) to be bounded, which is typically the case in practice, we know that M0 =

∫
B.Z.

ddk
(2π)d

M(k) is finite and there is
indeed no difference between the two conventions. Similar to Ref. [39], our main technique is (repeated) integration by parts:

Mr =

∫
B.Z.

ddk

(2π)d
M(k)eik·r =

(
− 1

irµ

)p ∫
B.Z.

ddk

(2π)d
∂pM(k)

∂kpµ
eik·r. (S88)

Here rµ is chosen to be the largest (in the sense of absolute value) component such that rµ ≥ |r|/
√
d > 0 whenever r 6= 0. We

estimate the rightmost integral in Eq. (S88) with p chosen to be q − 1 in two parts, one within Ωdε , the dD sphere with radius ε
centered at k = 0, and the other outside (see Fig. S4). For the latter part, we further perform an integration by parts, leading to

‖Mr‖ ≤
1

|rµ|q−1

∫
Ωε

ddk

(2π)d
b1
|k|d−1

+
1

|rµ|q−1

∥∥∥∥∥
∫

B.Z.\Ωdε

ddk

(2π)d
∂q−1M(k)

∂kq−1
µ

eik·r
∥∥∥∥∥

≤ b1d

(2
√
π)dΓ(d2 + 1)

ε

|rµ|q−1
+

1

|rµ|q

∥∥∥∥∥∥
∫

Ωd−1
ε

dd−1k⊥
(2π)d

∂q−1M(k)

∂kq−1
µ

eik·r
∣∣∣∣kµ=
√
ε2−|k⊥|2

kµ=−
√
ε2−|k⊥|2

∥∥∥∥∥∥+
b0
|rµ|q

∫
B.Z.\Ωdε

ddk

(2π)d
1

|k|d

<
b1d

(2
√
π)dΓ(d2 + 1)

ε

|rµ|q−1
+

4b1

(2
√
π)d+1Γ(d+1

2 )

1

|rµ|q
+

b0d

(2
√
π)dΓ(d2 + 1)

log(
√
dπ/ε)

|rµ|q
(S89)

kµ

k⊥

Ωdε

Ωd−1
ε

O π

π

−π

−π

ε

FIG. S4. Decomposition of the integral region. The blue circle and thick intervals refer to Ωdε and Ωd−1
ε , respectively. The middle term in

Eq. (S89) is associated with the boundaries between blue circle and red regions. The figure should be understood as a 2D slice spanned by kµ
and a specific direction k⊥ perpendicular to kµ.
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where Γ(z) =
∫∞

0
dyyz−1e−y is the Gamma function, k⊥ denotes the d − 1 components other than kµ and the middle term

arises from the boundary contribution in the integration by parts (do not cancel each other only when |k⊥| < ε, i.e., k⊥ is within
Ωd−1
ε ). Choosing ε = |rµ|−1 ≥ |r|−1 in Eq. (S89) yields

‖Mr‖ <
c+ c′ log |r|
|r|q , (S90)

where c and c′ are two r-independent constants:

c =
[b1 + b0 log(

√
dπ)]d1+ d

2

(2
√
π)dΓ(d2 + 1)

+
4b1d

d
2

(2
√
π)d+1Γ(d+1

2 )
, c′ =

b0d
1+ d

2

(2
√
π)dΓ(d2 + 1)

. (S91)

So far we have obtained the desired result. �
The above result can be naturally extended to multiple singular points. That is, the condition (S87) can be replaced by:∥∥∥∥∂qM(k)

∂kqµ

∥∥∥∥ ≤ m∑
j=1

b
(j)
0

|k − k(j)|d
,

∥∥∥∥∂q−1M(k)

∂kq−1
µ

∥∥∥∥ ≤ m∑
j=1

b
(j)
1

|k − k(j)|d−1
. (S92)

For the jth term, we only have to employ the above partial integral technique near k(j). Now returning to our interpolation
protocol based on the flattened Dirac Hamiltonian, one may argue that this corresponds to the case of q = d. This may be
understood by considering the linearized flattened Dirac Hamiltonian

hfD(k) '
d∑

µ=1

kµ
|k|Γµ, (S93)

for which one roughly obtains something like k−pµ after p times of partial derivatives with respect to kµ. The “degree of
singularity” certainly does not change upon linear combination with other Hamiltonians. Moreover, we expect the same “degree
of singularity” for the flattened interpolated Hamiltonians, provided they are gapped. Therefore, not only the interpolated
Hamiltonians but also their grond-state covariance matrices should be essentially d-decaying.
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