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Abstract

We study tracking control for stochastic differential equations of Langevin type and
describe a new conceptual approach to the sampling problem for those systems. The
objective is to guarantee the evolution of the mean value in a prescribed performance
funnel around a given sufficiently smooth reference signal. To achieve this objective
we design a novel funnel controller and show its feasibility under certain structural
conditions on the potential energy. The control design does not require any specific
knowledge of the shape of the potential energy. We illustrate the results by a numerical
simulation for a double-well potential.

1 Introduction

In this paper, we study the applicability of the funnel controller to stochastic differential
equations (SDEs) of Langevin type. The funnel controller was developed in the seminal
work [1] (see also the recent survey in [2]) and is a low-complexity model-free output-error
feedback of high-gain type. Since it only requires knowledge of some structural proper-
ties of the system, but not of any specific system parameters, the funnel controller is
inherently robust and hence suitable for applications in highly uncertain plants or envi-
ronments. It proved advantageous in a variety of applications such as control of industrial
servo-systems [3], underactuated multibody systems [4], peak inspiratory pressure [5] and
adaptive cruise control [6].
SDEs are routinely used to model dynamical systems subject to uncertainties all across
the natural and engineering sciences [7, 8], with applications including financial markets,
atmospheric dynamics, and molecular dynamics. A specific class of SDEs are Langevin dy-
namics, where the drift is given as the negative gradient of a scalar energy function, while
the diffusion is constant. Langevin dynamics itself have been used in many different con-
texts, but perhaps most prominently, it constitutes a popular dynamical model for molecular
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systems. The main reason is that, under mild assumptions, its associated invariant mea-
sure is the Boltzmann distribution, which is an object of central importance in statistical
physics. Therefore, long trajectories of Langevin dynamics can be used to estimate ex-
pectation values with respect to the Boltzmann distribution. It should be noted, however,
that dynamical quantities derived from Langevin dynamics have also attracted significant
attention in molecular modeling, see for example [9] for a mathematical review of this topic.
Langevin dynamics can also be obtained as the high-friction limit of underdamped Langevin
dynamics, which is frequently used to model molecular systems as Hamiltonian dynamics
coupled to a stochastic environment [10].
A major impediment to the use of Langevin dynamics in applications is metastability,
meaning that due to the presence of multiple local minima of the energy, separated by sharp
barriers, the dynamics tends to spend long times oscillating around the same configuration,
severely slowing down the process of sampling the Boltzmann measure. To circumvent
this so called sampling problem, a wide variety of different numerical approaches have been
developed [11, 12], but the problem remains essentially open to this day. In the literature,
approaches to the sampling problem based on optimal control have also been developed [13],
but a priori knowledge of the system is often required in order to achieve satisfactory
performance. Against this backdrop, we perform a theoretical study of the funnel controller
in this context, which can be regarded as model-agnostic in principle. Our main result
provides structural conditions on the system and design parameters such that solutions of
the controlled SDE are guaranteed to exist and to achieve the control objective. “Structural”
means that for fixed controller design parameters the funnel controller achieves the objective
for a whole class of systems – this class is either empty or contains an open ball. Although
many more questions remain open, this result provides a theoretical basis for a new angle
to tackle the long-standing sampling problem for metastable systems.
The present paper is organized as follows. In Section 2 we present a precise statement of the
considered tracking problem, including the assumptions on the considered class of SDEs.
Some existence and uniqueness results for SDEs are recalled in Section 3 and a differential
equation for certain mean values is derived. The main result on tracking by funnel control
for SDEs is stated and proved in Section 4. The latter means to show the existence and
uniqueness of a solution to a time-varying nonlinear SDE with a singularity on the right-
hand side. This result is illustrated by a simulation of a double-well potential in Section 5.
It is rigorously shown that this example satisfies the assumptions of the SDE system class.
The paper concludes with Section 6.

2 Problem statement

2.1 System class

We consider the controlled stochastic process with dynamics given by the stochastic differ-
ential equation (SDE, cf. [7, Sec. 11])

dXt = −
(
∇V (Xt) +A(Xt − u(t))

)
dt+

√
2 dBt, (1)

where Xt : Ω → Rd, t ≥ 0, are random vectors and Ω is the sample space of a probability
space (Ω,F , P ). (Bt)t≥0 is d-dimensional Brownian motion (a Wiener process with zero
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mean value and unit variance), V : Rd 7→ R is the potential energy and A ∈ Rd×d is a
state-independent symmetric positive definite matrix. The function u : R≥0 → Rd is the
control input.
The process described by Eq. (1) is known as Langevin dynamics defined by the potential V ,
subject to an additional forcing due to the gradient of a time-dependent quadratic biasing
potential

Vb(x, t) =
1

2
(x− u(t))>A(x− u(t)).

The matrix A can be viewed as a design parameter for this biasing potential and will later be
tuned to achieve feasibility of the to-be-designed feedback controller. We make the following
assumptions on the potential V and the matrix A.

(A1) V ∈ C2(Rd,R), V (x) ≥ 0 for all x ∈ Rn, and ∇V is globally Lipschitz continuous,

(A2) ∃ c1, c2 > 0 ∀x ∈ Rd : ∆V (x) + trA− ‖∇V (x) +Ax‖2 ≤ −c1(V (x) + 1
2x
>Ax) + c2,

(A3) ∃ c3, c4 > 0 ∀x ∈ Rd : ‖∇V (x)‖ ≤ c3
(
V (x) + 1

2x
>Ax

)
+ c4.

Assumption (A1) is common and ensures existence of a solution to the uncontrolled equation
(i.e., u = 0), cf. also Section 3. Assumption (A2) resembles a global version of the growth
condition in [9, Thm. 2.5], which is used there to derive a Poincaré inequality. Assump-
tion (A3) essentially means that V exhibits at most exponential growth, where the growth
rate may even depend on A. The assumptions (A1)–(A3) are generally easy to satisfy and
always hold for quadratic potentials V as shown in the following example.

Example 2.1. Let A,S ∈ Rd×d be symmetric and positive definite, b ∈ Rd and f ∈ R and
consider the potential

V : Rd → R, x 7→ 1
2x
>Sx+ b>x+ f.

We show that (A1)–(A3) are satisfied and calculate the constants c1, . . . , c4 explicitly. To
this end, let λmin(M), λmax(M) denote the minimal and maximal eigenvalue of a matrix
M ∈ Rd×d, resp. It is clear that (A1) holds, and for (A2) we calculate

∆V (x) + trA− ‖∇V (x) +Ax‖2 = trS + trA− ‖(S +A)x+ b‖2

= trS + trA− x>(S +A)2x− 2b>(S +A)x− ‖b‖2

≤ trS + trA− λmin(S +A)x>(S +A)x+ b>(c1I − 2(S +A))x− c1b>x− ‖b‖2

≤ trS + trA− λmin(S +A)x>(S +A)x+ ‖c1I − 2(S +A)‖ ‖b‖ ‖x‖ − c1b>x− ‖b‖2

= trS + trA− λmin(S +A)x>(S +A)x+
(
2λmax(S +A)− c1

)
‖b‖ ‖x‖ − c1b>x− ‖b‖2

≤ trS+trA−λmin(S +A)x>(S+A)x+
ε

2
‖x‖2+

(
2λmax(S+A)−c1

)2‖b‖2
2ε

−c1b>x− ‖b‖2

≤ trS + trA−
(
λmin(S +A)− ε

2λmin(S +A)

)
x>(S +A)x

+

((
2λmax(S +A)− c1

)2
2ε

− 1

)
‖b‖2 − c1b>x

ε=λmin(S+A)
2

≤ trS + trA− 1
2λmin(S +A)x>(S +A)x+

((
2λmax(S +A)− c1

)2
2λmin(S +A)2

− 1

)
‖b‖2
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− c1b>x
≤ −c1

2

(
x>(S +A)x+ 2b>x+ 2f

)
+ c2

= −c1(V (x) + 1
2x
>Ax) + c2

for c1 = λmin(S +A) and

c2 = trS + trA+

((
2λmax(S +A)− λmin(S +A)

)2
2λmin(S +A)2

− 1

)
‖b‖2 + λmin(S +A)f,

where we have used that for c1 < 2λmin(S+A) the matrix 2(S+A)− c1I is symmetric and
positive definite and hence its spectral norm is given by its maximal eigenvalue 2λmax(S +
A)− c1. For (A3) we calculate

‖∇V (x)‖ = ‖Sx+ b‖ ≤ λmax(S)‖x‖+ ‖b‖+ c3‖b‖ ‖x‖+ c3b
>x

= −c3
2
λmin(S +A)

(
‖x‖ − λmax(S) + c3‖b‖

c3λmin(S +A)

)2

+
c3
2
λmin(S +A)‖x‖2

+
(λmax(S) + c3‖b‖)2

2c3λmin(S +A)
+ ‖b‖+ c3b

>x

≤ c3
2
x>(S +A)x+ c3b

>x+ c3f + c4

= c3
(
V (x) + 1

2x
>Ax

)
+ c4

for arbitrary c3 > 0 and c4 = (λmax(S)+c3‖b‖)2
2c3λmin(S+A)

+ ‖b‖ − c3f .

We associate an output function y : R≥0 → Rd with (1), for which we seek to achieve a
desired behavior and for which instantaneous measurements are assumed to be available.
In virtue of [14], a canonical choice for the output is the mean value E[Xt], which “is
omnipresent in almost all stochastic optimal control problems considered in the scientific
literature”. Therefore, we define

y(t) = E[Xt] =

E[(Xt)1]
...

E[(Xt)d]

 . (2)

In practice, it is hard to calculate the corresponding integrals E[(Xt)i] exactly; but they
may be approximated by data-driven methods such as Monte Carlo integration.

2.2 Control objective

The objective is to design an output error feedback strategy u(t) = F (t, e(t)), where e(t) =
y(t)−yref(t) for some reference trajectory yref ∈W 1,∞(R≥0;Rd), such that in the closed-loop
system the tracking error e(t) evolves within a prescribed performance funnel

Fψ :=
{

(t, e) ∈ R≥0 × Rd
∣∣∣ ‖e‖ < ψ(t)

}
, (3)
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which is determined by a function ψ belonging to

Ψ :=
{
ψ ∈W 1,∞(R≥0;R)

∣∣∣ψ(t) > 0 for all t > 0, lim inf
t→∞

ψ(t) > 0
}
. (4)

By the properties of Ψ there exists λ > 0 such that ψ(t) ≥ λ for all t ≥ 0. Therefore,
practical tracking with arbitrary small accuracy λ > 0 can be achieved. The situation is
depicted in Fig. 1.

t

•

λ

(0, e(0)) ψ(t)

Figure 1: Error evolution in a funnel Fψ with boundary ψ(t).

It is important to note that the function ψ ∈ Ψ is a design parameter in the control law
(stated in Section 4) and its choice is up to the designer. Typically, the constraints on the
tracking error are due to the specific application, which hence indicates suitable choices
for ψ. Although the funnel boundary does not need to be monotonically decreasing in
general, it is often convenient to choose a monotone ψ. However, widening the funnel over
some later time interval may help to reduce the maximal control input and improve the
controller performance, for instance in the presence of strongly varying reference signals or
periodic disturbances. Typical choices for funnel boundaries are outlined in [15, Sec. 3.2].

3 Solutions of the Controlled Langevin Equation

First we recall under which conditions on the potential V and the control input u the SDE (1)
has a unique solution for an admissible initial condition X0 = Z. By an admissible initial
condition we mean a random variable Z, which is independent of the σ-algebra generated by
Bs, s ≥ 0, and such that E[‖Z‖2] <∞. By a solution of (1) with X0 = Z for a measurable
function u : R≥0 → Rd, we mean a t-continuous stochastic process (Xt)t≥0, adapted to the

filtration FZt generated by Z and Bs, s ≤ t, which satisfies E
[∫ T

0 ‖Xt‖2dt
]
< ∞ for all

T > 0, and solves the stochastic integral equation

Xt = Z −
∫ t

0

(
∇V (Xs) +A(Xs − u(s))

)
ds+

∫ t

0

√
2 dBs, t ≥ 0.

The existence and uniqueness result for the SDE (1) is given in the following, and is a
consequence of [7, Thm. 5.2.1].
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Lemma 3.1. Let u ∈ L∞(R≥0,Rd) and V ∈ C1(Rd,R) such that ∇V is globally Lipschitz
continuous. Then for any admissible initial condition X0 = Z, the SDE (1) has a unique
solution.

Essentially the same result holds for the slightly modified SDE

dXt = −
(
∇V (Xt) +A

(
Xt + d(t,E[Xt])

))
dt+

√
2 dBt, (5)

where d : R≥0×Rd → Rd is a measurable and essentially bounded function. Solutions of (5)
are defined analogously to (1). The proof is a straightforward modification of that of [7,
Thm. 5.2.1], using the boundedness of d.

Lemma 3.2. Let d ∈ L∞(R≥0 × Rd,Rd) and V ∈ C1(Rd,R) such that ∇V is globally
Lipschitz continuous. Then for any admissible initial condition X0 = Z, the SDE (5) has a
unique solution.

Next, we recapitulate how we may derive an expression for the derivative of E[φ(Xt)],
where φ ∈ C2(Rd,R), by utilizing the SDE (1). Set Yt := φ(Xt) for t ≥ 0. From the
multidimensional Itô formula (see e.g. [7, Thm. 4.2.1]) it follows that

dYt = ∇φ(Xt)
>dXt + 1

2(dXt)
>∇2φ(Xt)dXt.

Using the standard rules (see e.g. [7, Thms. 4.1.2 & 4.2.1])

dt · dt = dt · (dBt)i = (dBt)i · dt = 0, (dBt)i · (dBt)j = δijdt, i, j = 1, . . . , d,

we may derive that
dYt = (Lu(t)φ)(Xt)dt+

√
2∇φ(Xt)

>dBt,

where, for some v ∈ Rd, Lv is the second-order linear differential operator

(Lvφ)(x) = −
(
∇V (x) +A(x− v)

)>∇φ(x) + ∆φ(x), x ∈ Rd. (6)

Written in integral form we have

Yt = Y0 +

∫ t

0
(Lu(t)φ)(Xs)ds+

√
2

∫ t

0
∇φ(Xs)

>dBs,

and by [7, Thm. 3.2.1] we obtain the implication

E

[∫ t

0

(
∂φ

∂xi
(Xs)

)2

ds

]
<∞ =⇒ E

[∫ t

0

∂φ

∂xi
(Xs)d(Bs)i

]
= 0 (7)

for i = 1, . . . , d. Then we have

E[Yt] = E[Y0] +

∫ t

0
E[(Lu(t)φ)(Xs)]ds

and taking the derivative yields

d
dtE[φ(Xt)] = E[Lu(t)φ(Xt)]. (8)
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The condition on the left hand side of the implication (7) is satisfied for all t ≥ 0 and all
i = 1, . . . , d, if ∇φ is globally Lipschitz continuous, which can be seen as follows: Since ∇φ
is in particular linearly bounded, i.e., ‖∇φ(x)‖ ≤ c(1 + ‖x‖) for all x ∈ Rd, it follows that(

∂φ

∂xi
(x)

)2

≤ ∇φ(x)>∇φ(x) ≤ c2(1 + ‖x‖)2 ≤ 2c2(1 + ‖x‖2),

where we have used 2a ≤ 1 + a2 for any a ≥ 0. Therefore,

E

[∫ t

0

(
∂φ

∂xi
(Xs)

)2

ds

]
≤ 2c2

(
t+ E

[∫ t

0
‖Xs‖2ds

])
<∞,

using that E
[∫ t

0 ‖Xs‖2ds
]
< ∞ by the fact that (Xt)t≥0 is a solution of (1). The above

observations are summarized in the following result.

Lemma 3.3. Let (Xt)t≥0 be a solution of the SDE (1) for some admissible initial condition
and u ∈ L∞(R≥0,Rd). Further let φ ∈ C2(Rd,R) be such that ∇φ is globally Lipschitz
continuous. Then E[φ(Xt)]t≥0 satisfies the differential equation (8).

4 Feasibility of funnel control for Langevin dynamics

In this section, we propose a modified funnel controller in order to achieve the control
objective formulated in Section 2.2. The funnel controller is typically model-free (cf. [2])
and only requires the information about the relative degree of the considered system to
state the appropriate control law. Roughly speaking, the relative degree is the number
of derivatives of the output which must be taken to obtain an explicit dependence on the
input. For a precise definition for nonlinear ODE systems we refer to [16], for systems
with infinite-dimensional internal dynamics see [17]. However, for controlled stochastic
differential equations a concept of relative degree is not available. Nevertheless, for the
output in (2), it is possible to derive a relationship between ẏ and u by using (8), which
gives for φ(x) = xi, i = 1, . . . , d, that

d
dtyi(t) = E[Lu(t)(Xt)i] = E

[
−
(
∇V (Xt) +A(Xt − u(t))

)
ei
]

= −E
[
∂V

∂xi
(Xt)

]
− e>i Ay(t) + e>i Au(t),

where ei is the i-th unit vector in Rd, and therefore

ẏ(t) = −E[∇V (Xt)]−Ay(t) +Au(t). (9)

This suggests that the SDE (1) with output (2) at least exhibits an input-output behavior
similar to that of a relative degree one system. This justifies to investigate the application
of a corresponding funnel controller, which we need to modify here as follows

u(t) = −α tanh

(
1

ψ(t)− ‖e(t)‖

)
e(t), e(t) = y(t)− yref(t) (10)
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where yref ∈W 1,∞(R≥0;Rd) is the reference signal and α > 0 and ψ ∈ Ψ are controller design
parameters. The intuition behind the controller design (10) is that the term 1/(ψ(t)−‖e(t)‖)
is large whenever ‖e(t)‖ is close to the funnel boundary, inducing a large control action.
From the properties of the dynamics (9) (more precisely, a high-gain property, cf. [2]) it
then follows that a large control action leads to a decaying tracking error or, in other words,
the funnel boundary is repulsive.
The changes compared to a standard funnel controller as e.g. in [2] are necessary to guarantee
feasibility. Furthermore, depending on the constants from assumptions (A1)–(A3), the
controller will only be feasible for certain reference signals and a certain range of design
parameters. For these signals and parameters we seek to show that, whenever ‖e(0)‖ =
‖E[Z]−yref(0)‖ < ψ(0) for an admissible initial condition X0 = Z, then there exists a unique
solution of (1), (2) under the control (10) such that the tracking error evolves uniformly
within the funnel Fψ, i.e., ‖e(t)‖ < ψ(t) for all t ≥ 0. By a solution of (1), (2), (10) we
mean a solution of the time-varying nonlinear SDE

dXt = −
(
∇V (Xt) +A

(
Xt + α tanh

(
1

ψ(t)− ‖E[Xt]− yref(t)‖

)
(E[Xt]− yref(t))

))
dt

+
√

2 dBt.
(11)

In the following we present the main result of this paper.

Theorem 4.1. Consider an SDE (1) which satisfies assumptions (A1)–(A3) with constants
c1, . . . , c4. Let yref ∈ W 1,∞(R≥0;Rd), α > 0 and ψ ∈ Ψ be such that there exists p ∈ (0, 1)
with

c3aα‖ψ‖∞ = pc1, (12)

where a := ‖A‖, and

1

1− p

(
c4 +

c2c3
c1

)
+

ap

1− p‖ψ‖∞ +
a

1− p‖yref‖∞ + ‖ẏref‖∞ + ‖ψ̇‖∞ <
pqc1
2c3

, (13)

where q :=
inft≥0 ψ(t)
supt≥0 ψ(t)

. Furthermore, let X0 = Z be an admissible initial condition which

satisfies
‖E[Z]− yref(0)‖ < ψ(0) (14)

and

E
[
V (Z) + 1

2Z
>AZ

]
≤ c2 + c4aα‖ψ‖∞ + a2α‖ψ‖∞(‖ψ‖∞ + ‖yref‖∞)

c1 − c3aα‖ψ‖∞
=: κ. (15)

Then the SDE (1) with output (2) and under the control (10) (i.e., the SDE (11)) has a
unique solution (Xt)t≥0 which satisfies

∃ ε > 0 ∀ t ≥ 0 : ‖E[Xt]− yref(t)‖ < ψ(t)− ε. (16)

Proof. Step 1 : We show the existence of a unique solution of (11). To this end, define

d : R≥0 × Rd → Rd, (t, z) 7→

α tanh
(

1
ψ(t)−‖z−yref(t)‖

)
(z − yref(t)), ‖z − yref(t)‖ < ψ(t),

αψ(t) z−yref(t)
‖z−yref(t)‖ , ‖z − yref(t)‖ ≥ ψ(t).
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It is easy to see that d ∈ L∞(R≥0 × Rd,Rd) since ψ is bounded. Therefore, by Lemma 3.2
there exists a unique solution (Xt)t≥0 of the SDE (5) with initial condition X0 = Z. Define

u(t) := −d(t,E[Xt]), t ≥ 0,

then, by construction of d, it is clear that, if (16) holds, then (Xt)t≥0 is also the unique
solution of (11) and u coincides with the control signal in (10).
Step 2 : We show (16). To this end, we define

Ṽ (x) := V (x) +
1

2
x>Ax

and, which is the key idea of the proof, consider the observable

z(t) := E[Ṽ (Xt)], t ≥ 0.

Step 2a: We derive an estimate for the derivative of z. Since V is non-negative by (A1) we
have z(t) ≥ 0 for all t ≥ 0, and by Lemma 3.3 with φ = Ṽ we obtain (since ∇Ṽ is globally
Lipschitz continuous by (A1))

ż(t) = E
[
−
(
∇V (Xt) +A(Xt − u(t))

)>∇Ṽ (Xt) + ∆Ṽ (Xt)
]

= E[L0Ṽ (Xt)] + E[∇V (Xt)]
>Au(t) + y(t)>A2u(t),

where L0 is the operator (6) for v = 0. Using condition (A2) we find that

E[L0Ṽ (Xt)] = E[∆V (Xt) + trA− ‖∇V (Xt) +AXt‖2]
≤ E[−c1Ṽ (Xt) + c2] = −c1z(t) + c2.

Under condition (A3) we obtain

‖E[∇V (Xt)]‖ ≤ E[c3Ṽ (Xt) + c4] ≤ c3z(t) + c4,

thus
ż(t) ≤ −c1z(t) + c2 + (c3z(t) + c4)‖Au(t)‖+ y(t)>A2u(t).

Now, let
T := inf { t ≥ 0 | ‖y(t)− yref(t)‖ = ψ(t)}

and by (14) we have that T ∈ (0,∞] and

‖y(t)‖ ≤ ‖y(t)− yref(t)‖+ ‖yref(t)‖ ≤ ψ(t) + ‖yref(t)‖

for all t ∈ [0, T ). By definition of u(t) and d we find that

‖u(t)‖ ≤ αψ(t), t ≥ 0,

and with a = ‖A‖ and ‖ψ‖∞ = supt≥0 ψ(t) we obtain

ż(t) ≤ −c1z(t) + c2 + aα‖ψ‖∞(c3z(t) + c4) + a2α‖ψ‖∞(‖ψ‖∞ + ‖yref‖∞)

for all t ∈ [0, T ).
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Step 2b: We will show that
∀ t ∈ [0, T ) : z(t) ≤ κ,

for κ as in (15). Since z(0) ≤ κ by (15), seeking a contradiction, assume that z(t1) > κ for
some t1 ∈ (0, T ). Define

t0 := max { t ∈ [0, t1] | z(t) = κ} ,
then we have z(t) ≥ κ for all t ∈ [t0, t1]. Using the definition of κ in (15), we obtain as a
consequence

ż(t) ≤ −(c1 − c3aα‖ψ‖∞)z(t) + (c1 − c3aα‖ψ‖∞)κ ≤ 0

for all t ∈ [t0, t1], which yields
κ = z(t0) ≥ z(t1) > κ,

a contradiction.
Step 2c: We define a suitable ε > 0 for (16). By assumption (13) there exists p ∈ (0, 1) such
that(

c3
c2 + c4M + aM(‖ψ‖∞ + ‖yref‖∞)

c1 − c3M
+ c4

)
+ a‖yref‖∞ + ‖ẏref‖∞ + ‖ψ̇‖∞ <

q

2
M

is satisfied for M := p c1c3 . Since by (12) we have that additionally M = aα‖ψ‖∞ it follows
that(
c3
c2+c4aα‖ψ‖∞+a2α‖ψ‖∞(‖ψ‖∞+‖yref‖∞)

c1−c3aα‖ψ‖∞
+c4

)
+a‖yref‖∞+‖ẏref‖∞+‖ψ̇‖∞ < αaλ/2,

where λ := inft≥0 ψ(t). Therefore, with κ from (15) it follows that

c3κ+ c4 + a‖yref‖∞ + ‖ẏref‖∞ + ‖ψ̇‖∞ < αaλ/2,

and hence there exists ε > 0 such that ε < min{ψ(0)− ‖e(0)‖, λ/2} and

c3κ+ c4 + a‖yref‖∞ + ‖ẏref‖∞ − aα tanh(1/ε)λ/2 ≤ −‖ψ̇‖∞.

Step 2d : We show that the tracking error e(t) = y(t) − yref(t) satisfies ‖e(t)‖ ≤ ψ(t) − ε
for all t ∈ [0, T ). Seeking a contradiction, and invoking ‖e(0)‖ < ψ(0) − ε, assume that
‖e(t1)‖ > ψ(t1)− ε for some t1 ∈ [0, T ) and define

t0 := max { t ∈ [0, t1] | ‖e(t)‖ = ψ(t)− ε} .

Then we have ψ(t) − ‖e(t)‖ ≤ ε and since ε < λ/2, we have ‖e(t)‖ ≥ ψ(t) − ε > λ/2 for
t ∈ [t0, t1]. Therefore, ‖u(t)‖ ≥ α tanh(1/ε)λ/2 for all t ∈ [t0, t1] and by (9) we obtain

1
2

d
dt‖e(t)‖2 = −e(t)>E[∇V (Xt)]− e(t)>Ay(t) + e(t)>Au(t)− e(t)>ẏref(t)

≤ ‖e(t)‖
(
c3z(t) + c4 − a‖e(t)‖+ a‖yref(t)‖ − a‖u(t)‖+ ‖ẏref(t)‖

)
≤ ‖e(t)‖

(
c3κ+ c4 + a‖yref‖∞ − aα tanh(1/ε)λ/2 + ‖ẏref‖∞

)
≤ −L‖e(t)‖,

10



where L := ‖ψ̇‖∞ and by the mean value theorem we have

|ψ(t1)− ψ(t0)| ≤ L|t1 − t0|.

Upon integration we obtain

‖e(t1)‖ − ‖e(t0)‖ =

∫ t1

t0

1
2‖e(t)‖−1 d

dt‖e(t)‖2dt

≤ −L(t1 − t0) ≤ −|ψ(t1)− ψ(t0)| ≤ ψ(t1)− ψ(t0),

thus arriving at the contradiction

ε = ψ(t0)− ‖e(t0)‖ ≤ ψ(t1)− ‖e(t1)‖ < ε.

In particular, this implies T = ∞ and we have further shown (16) and this concludes the
proof.

Remark 4.2. Some comments on the conditions in Theorem 4.1 are warranted. First
observe that, due to assumptions (A2) and (A3), the constants c1, . . . , c4 depend on a = ‖A‖
and will increase/decrease when a changes, see Section 5 for a specific example.
In order to check the conditions (12) and (13), suitable values for the design parameters
must be found. To this end, note that the controller weighting matrix A is also a design
parameter, which may be chosen as desired in order to satisfy the assumptions. A typical
situation is that the right-hand side in (13) grows faster with increasing a than the left-hand
side, see e.g. Section 5. Then arbitrary yref , ψ and p may be fixed and afterwards a can be
chosen sufficiently large so that (13) is satisfied. After that, α can be defined so that (12)
is satisfied – note that (13) is independent of α.
The conditions in Theorem 4.1 simplify if we choose a constant funnel boundary. For
ψ = const, we have that ψ̇ = 0 and q = 1 in (13). Choosing p = 1

2 , condition (13) turns into

2

(
c4 +

c2c3
c1

)
+ a
(
ψ + 2‖yref‖∞

)
+ ‖ẏref‖∞ <

c1
4c3

, (17)

which, for fixed ψ, only involves the constants a, c1, . . . , c4 and the reference signal yref .

Remark 4.3. The assumptions of Theorem 4.1 are structural in the following sense: For
fixed controller design parameters α > 0, ψ ∈ Ψ and symmetric positive definite A ∈ Rd×d,
and reference signal yref ∈ W 1,∞(R≥0,Rd), there is a whole class of systems which satisfy
the assumptions of Theorem 4.1, if they are satisfied for at least one potential V . More
precisely, for a = ‖A‖ the set

Σa,α,ψ =
{
V ∈ C2(Rd,R)

∣∣∣V satisfies (A1)–(A3) and (12), (13) for some p ∈ (0, 1)
}

is either empty or contains an open ball in C2(Rd,R), as all conditions depend continuously
on V and its first two derivatives.
We stress that indeed Σa,α,ψ is not always empty. It contains the potential V = 0 under
the condition

2pd

(1− p)α‖ψ‖∞
+

ap

1− p‖ψ‖∞ +
a

1− p‖yref‖∞ + ‖ẏref‖∞ + ‖ψ̇‖∞ <
q

4
aα‖ψ‖∞ (18)

11



on the controller design parameters and yref , where q =
inft≥0 ψ(t)
supt≥0 ψ(t)

. This condition results

from the fact that, by Example 2.1, (A1)–(A3) are satisfied for c1 = a, c2 = da, c4 = 0 and
arbitrary c3 ≥ 0 in this case. Furthermore, for p ∈ (0, 1) we find that (12) always holds
for c3 = 2p/α‖ψ‖∞, so we fix c3 to this value. Then inserting this into (13) leads to the
condition (18).

5 Numerical Example

In this section, we show that funnel control can be used for tracking control of a stochastic
system with a more complex energy function V than previously discussed. We also illustrate
the fact that funnel control is essentially model-free, i.e., for a fixed tuple of controller design
parameters (ψ,A, α) it is feasible for a whole class of systems that satisfy the assumptions
of Theorem 4.1.
We consider diffusion in the two-dimensional double-well potential

Vdw(x, y) = Cx(x2 − 1)2 + Cyy
2,

where the second parameter is set to Cy = 3, while we will establish a corresponding range
of admissible values for Cx further below. The double-well is a very simple, but widely used
model system for molecular applications that involve metastability. A contour plot of the
potential for Cx = 1, Cy = 3 is shown in Figure 2 A. In the uncontrolled setting (u ≡ 0), the
dynamics spend long times oscillating around one of the two potential minima, while rarely
crossing the barrier at x = 0. Therefore, we choose a reference signal which ensures that
the controlled system alternates frequently between the two minima, following a figure-eight
shaped trajectory (also shown in Figure 2 A), given by:

yref(t) =
(

cos(2πρ t) sin(4πρ t)
)>

, ẏref(t) =
4π

ρ

(
−1

2 sin(2πρ t) cos(4πρ t)
)>

.

The period ρ of the reference signal is set to 0.5, while the simulation horizon is T = 1.0, thus
enforcing two complete oscillations along the reference trajectory. We verify numerically
that ‖yref‖∞ ≈ 1.25 and ‖ẏref‖∞ ≈ 28.1.
In virtue of Remark 4.2, we consider the simple setting of a constant funnel boundary
ψ = 1.0, by which q = 1 in (13). Furthermore, we choose the controller weight matrix
A = aI2 with control strength a > 0 and fix p = 1

2 , by which we may consider the simplified
version (17) of the aforementioned condition.
To ensure that ∇V is actually globally Lipschitz continuous, in accordance with our theo-
retical results, we will fix some R > 1, and modify the potential to be quadratic outside a
ball of radius R:

V : R2 → R, (x, y) 7→


Vdw(x, y), |x| ≤ R,
d1x

2 − d2x+ d3 + Cyy
2, x > R,

d1x
2 + d2x+ d3 + Cyy

2, x < −R.
The constants d1, d2, d3 ∈ R are uniquely determined by the condition that V ∈ C2(R2,R)
and can be calculated to be

d1 = 2Cx(3R2 − 1), d2 = 8CxR
3, d3 = Cx(3R4 + 1).

We will now show that all assumptions of Theorem 4.1 are satisfied for this example.

12
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Figure 2: A: Contour plot of the double-well potential for Cx = 1.5 and Cy = 3.0, with
the reference signal yref shown in light blue. B: Lower and upper bounds for the control
strength a as a function of Cx. The value Cx = 1.5 used in numerical simulations is indicated
by the dashed line.

5.1 Theoretical Performance Guarantees

In the following, we calculate the constants c1, . . . , c4 from assumptions (A2) and (A3)
and determine the minimal a such that (17) holds. Finally, we determine α using (12).
By definition, V satisfies assumption (A1). For the remaining conditions, we require the
following derivatives:

(∇V )1(x, y) =


4Cxx(x2 − 1), |x| ≤ R,
2d1x− d2, x > R,

2d1x+ d2, x < −R,
(∇V )2(x, y) = 2Cyy,

∆V (x, y) =

{
12Cxx

2 − 4Cx + 2Cy, |x| ≤ R,
2(d1 + Cy), |x| > R,

Case 1. We first consider the case of (x, y) ∈ R2 with |x| ≤ R. Concerning condition (A2),
we verify that

∆V (x, y) + trA− ‖∇V (x, y) +A ( xy ) ‖2

= 12Cxx
2−4Cx+2Cy+2a−

(
4Cx(x2−1)+a

)2
(x2−1)−

(
4Cx(x2−1)+a

)2−(2Cy+a)2y2

= 12Cxx
2 − 4Cx + 2Cy + 2a− 16C2

x(x2 − 1)2(x2 − 1)− 8aCx(x2 − 1)2 − a2(x2 − 1)

− 16C2
x(x2 − 1)2 − 8aCx(x2 − 1)− a2 − (2Cy + a)2y2

≤ 12Cxx
2 − 4Cx + 2Cy + 2a+ 8aCx − 8aCx(x2 − 1)2 − (a2 + 8aCx)x2 − (2Cy + a)2y2

= −8aCx(x2 − 1)2 − (a2 + 8aCx − 12Cx)x2 − (2Cy + a)2y2 − 4Cx + 2Cy + 2a+ 8aCx

≤ −c1
(
Cx(x2 − 1)2 + a

2x
2 + 1

2(2Cy + a)y2
)

+ c2

= −c1
(
V (x, y) + 1

2 ( xy )>A ( xy )
)

+ c2

13



will hold for

c1 := min
{

8a, 2a+ 16Cx − 24Cx
a , 4Cy + 2a

}
, c2 := 2Cy + 2a+ 8aCx − 4Cx. (19)

Concerning condition (A3), we find that

‖∇V (x, y)‖ =
√

16C2
xx

2(x2 − 1)2 + 4C2
yy

2

≤ 4Cx |x| |x2 − 1|+ 2Cy|y|
= 4Cx |x| |x2 − 1|+ 2Cy|y| − c3

(
Cx(x2 − 1)2 + Cyy

2 + a
2 (x2 + y2)

)
− c4

+ c3
(
Cx(x2 − 1)2 + Cyy

2 + a
2 (x2 + y2)

)
+ c4

= −c3Cx
((
|x2−1|− 2|x|

c3

)2
+
(

a
2Cx
− 4
c23

)
x2
)
− c3

2 (2Cy+a)
(
|y|− 2Cy

c3(2Cy+a)

)2
+

2C2
y

c3(2Cy+a)
−c4

+ c3
(
Cx(x2 − 1)2 + Cyy

2 + a
2 (x2 + y2)

)
+ c4

≤ c3
(
Cx(x2 − 1)2 + Cyy

2 + a
2 (x2 + y2)

)
+ c4

will be satisfied for the choice

c3 :=

√
8Cx
a
, c4 :=

√
a

8Cx

2C2
y

2Cy + a
. (20)

For

Cy ≤ min

{
3a

2
,
4a− 6

a
Cx

}
(21)

we observe that c1 simplifies to c1 = 4Cy + 2a.

Case 2. We now turn to the case x > R and show that for a and R sufficiently large the
assumptions (A2) and (A3) are satisfied with the same constants c1, . . . , c4. For (A2) we
observe that

∆V (x, y) + trA− ‖∇V (x, y) +A ( xy ) ‖2

= 2d1 + 2Cy + 2a− ((2d1 + a)x− d2)2 − (2Cy + a)2y2

= 2(d1 + Cy + a)− d22 − (2d1 + a)2x2 + 2(2d1 + a)d2x− (2Cy + a)2y2

≤ −c1
(
1
2(2d1 + a)x2 − d2x+ d3 + 1

2(2Cy + a)y2
)

+ c2

= −c1
(
V (x, y) + 1

2 ( xy )>A ( xy )
)

+ c2

holds with c1 = 4Cy + 2a, if

− (2d1 + a)2x2 + 2(2d1 + a)d2x ≤ −(2Cy + a)
(
(2d1 + a)x2 − 2d2x

)
and 2(d1 + Cy + a)− d22 ≤ −(2Cy + a)d3 + c2.

After inserting c2, the second condition is equivalent to

(8a− 4)Cx ≥ 2d1 − d22 + (2Cy + a)d3

⇐⇒ 64CxR
6 − (2Cy + a)(3R4 + 1)− 12R2 + 8a ≥ 0

14



⇐⇒ (3R4 − 7)−1
(
64CxR

6 − 6CyR
4 − 12R2 − 2Cy

)
≥ a, (22)

which is valid for R > 1 such that 3R4 > 7 (which we suppose henceforth) and defines an
upper bound for a. Invoking x > R the first condition simplifies to

∀x > R : 2d2(d1 − Cy) ≤ (2d1 + a)x(d1 − Cy).

We choose R sufficiently large so that

d1 = 2Cx(3R2 − 1) ≥ Cy, (23)

then the above condition is satisfied, if

2d2 ≤ (2d1 + a)R,

which is satisfied for a sufficiently large, more precisely for

a ≥ 2d2
R
− 2d1 = 16CxR

2 − 4Cx(3R2 − 1) = 4Cx(R2 + 1). (24)

This lower bound is compatible with the upper bound (22), if

52CxR
6 − 6(2Cx + Cy)R

4 + (28Cx − 12)R2 + 28Cx − 2Cy ≥ 0. (25)

For (A3) we first observe that

2d1R− d2 = 4CxR(R2 − 1) ≥ 0

for R > 1. Then we obtain for x > R that

‖∇V (x, y)‖ =
√

(2d1x− d2)2 + 4C2
yy

2 ≤ 2d1x− d2 + 2Cy|y|

= −c3
2

(2d1 + a)

(
x− 2d1 + c3d2

c3(2d1 + a)

)2

+
(2d1 + c3d2)

2

2c3(2d1 + a)
− d2

− c3
2 (2Cy + a)

(
|y| − 2Cy

c3(2Cy+a)

)2
+

2C2
y

c3(2Cy+a)

+ c3
(
d1x

2 − d2x+ Cyy
2 + a

2 (x2 + y2)
)

≤ c3
(
d1x

2 − d2x+ d3 + Cyy
2 + a

2 (x2 + y2)
)

+ c4

holds, if
(2d1 + c3d2)

2

2c3(2d1 + a)
− d2 ≤ c3d3.

Invoking 1
2d1+a

≤ R
2d2

this is true, if(
d21
c3d2

+ d1 +
c3d2

4

)
R− d2 ≤ c3d3.

This leads to

Rd21
d2
≤ c23

(
d3 −

Rd2
4

)
+ 2c3CxR(R2 + 1) =

8C2
x

a
(R4 + 1) + 2

√
8Cx
a
CxR(R2 + 1),
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hence

a− 4
√

8Cx
R3(R2 + 1)

(3R2 − 1)2
√
a− 16Cx

R2(R4 + 1)

(3R2 − 1)2
≤ 0. (26)

The above condition defines a second upper bound for a in terms of R. We need to ensure
that this upper bound actually exceeds the lower bound given by (24), so that feasible values
of a exist. We first observe that for R large enough the argument of the minimum of the
left hand side of (26) in a is less than the lower bound from (24):

32Cx
R6(R2 + 1)2

(3R2 − 1)4
≤ 4Cx(R2 + 1) ⇐⇒ 8R6(R2 + 1) ≤ (3R2 − 1)4. (27)

Then both bounds are compatible, if for a = 4Cx(R2 + 1) the left hand side of (26) is
negative, which is the case if, and only if,

4(R2 + 1)(3R2 − 1)2 − 8
√

8R3(R2 + 1)
√
R2 + 1− 16R2(R4 + 1) < 0, (28)

and indeed this is true for R large enough. Summarizing, if R > 1 is large enough so
that (23), (25), (27), (28) hold, then there exists an interval A1 ⊂ R+ such that (22), (24)
and (26) hold for all a ∈ A1. The considerations for the case x < −R are analogous and
omitted. Finally, using the expressions (19) and (20) for the constants c1, c2, c3, c4, the
condition (17) reads√

a

8Cx

4C2
y

2Cy + a
+ 2

√
8Cx
a

2Cy + 2a+ 8aCx − 4Cx
4Cy + 2a

+ a(ψ + 2‖yref‖∞) + ‖ẏref‖∞

<

√
a

8Cx
(Cy + 1

2a).

(29)

This condition leads to a refined interval A2 = [amin, amax] ⊂ A1 of admissible control
parameters a. In Figure 2 B, we show the upper and lower bounds amin and amax as a
function of Cx. These considerations also show that for a given a > 0, there is an interval
of model parameters Cx such that the application of funnel control with control strength a
is feasible for all Cx in that interval.

5.2 Numerical Results

For the numerical validation of our results, we consider the specific setting Cx = 1.5, Cy =
3.0, which also satisfy (21), thus simpifying the first constant to c1 = 4Cy + 2a. We verify
that for R = 10.0, the conditions (23), (25), (27), (28) are satisfied, while noting that this
value of R is so large that it suffices to consider V = Vdw in the numerical simulations. The
conditions (22), (24), (26), and (29) lead to admissible values of a in

A2 = [606, 676],

based on which we choose the minimal control strength a = 606. Finally, we determine α
for this choice of a according to (12), obtaining α ≈ 7.18.
We then apply the funnel controller (10) to track the reference signal under the dynamics
of 20 independent trajectories, simulated by the Euler-Maruyama scheme at elementary
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Figure 3: (A, B): Comparison of reference signal yref(t) (red) and empirical mean value
(blue), estimated from 20 independent simulations. The width of the blue line represents
the standard error over all 20 simulations. Panel A is for the x-coordinate, B for the y-
coordinate. (C): Control action Au(t) for x-coordinate (red) and y-coordinate (green). (D)
Norm of the error e(t) between the reference signal and the empirical mean vector as a
function of time.

integration time step 10−4. At each time step, we calculate the outputs y1(t), y2(t) required
to compute the feedback control by averaging over these 20 trajectories.
With these settings, the funnel controller (10) applied to the SDE (1) with output (2)
achieves an impressive tracking performance. We confirm in Figures 3 A and B that there
is almost no difference between the prescribed mean values and the empirical means of
the controlled trajectories. In fact, the norm ‖e(t)‖ of the error vector remains significantly
smaller than the funnel boundary throughout the simulation horizon, as shown in Figure 3 D.
The required control action Au(t) is of the same order of magnitude as a, as shown in
Figure 3 C, which confirms an outstanding controller performance.
Lastly, we show that the provided interval for A2 based on theoretical guarantees is actually
quite conservative. We repeat the above experiment with a = 5.0, while all other settings
remain unchanged. The results are shown in Figure 4. We find that the distance between
the tracking error and the funnel boundary is now reduced, also resulting in a significantly
larger, but still acceptable standard deviation. The control action Au(t), on the other hand,
is reduced by one to two orders of magnitude.
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Figure 4: Same content as Fig. 3, but for control strength a = 5.0. Note the scale in panel
C is different for the purpose of visualization.

6 Conclusion

In the present paper we proposed a new conceptual approach to the sampling problem of
SDEs of Langevin type, which is based on the solution of tracking problems using funnel
control. We have derived structural conditions on the potential energy which guarantee that
funnel control is feasible, and the evolution of the tracking error for the mean values will
remain within a prescribed performance funnel. The numerical example of a double-well
potential illustrates these theoretical findings, and shows that excellent tracking performance
can be achieved using the parameter setting certified by our main result Theorem 4.1.
However, we have also seen that verification of the theoretical conditions can be quite tedious
already for simple potentials. Moreover, the range of certified parameter settings turned
out to be quite narrow for the double-well example, while satisfactory performance could
also be shown to be possible outside the certified regime. Future research will therefore
concentrate on deriving less restrictive conditions. Moreover, the use of output functions
different from the mean value, as well as leveraging the capabilities of funnel control for the
purpose of enhanced sampling, will be topics of future research.
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