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When recognizing spoken words, listeners are confronted by variability in the speech signal caused by talker
differences. Previous research has focused on segmental talker variability; less is known about how supra-
segmental variability is handled. Here we investigated the use of perceptual learning to deal with between-
talker differences in lexical stress. Two groups of participants heard Dutch minimal stress pairs (e.g.,
VOORnaam vs. voorNAAM, “first name” vs. “respectable”) spoken by two male talkers. Group 1 heard
Talker 1 use only F0 to signal stress (intensity and duration values were ambiguous), while Talker 2 used
only intensity (F0 and duration were ambiguous). Group 2 heard the reverse talker-cue mappings. After
training, participants were tested on words from both talkers containing conflicting stress cues (“mixed
items”; e.g., one spoken by Talker 1 with F0 signaling initial stress and intensity signaling final stress).
We found that listeners used previously learned information about which talker used which cue to interpret
the mixed items. For example, the mixed item described above tended to be interpreted as having initial
stress by Group 1 but as having final stress by Group 2. This demonstrates that listeners learn how individual
talkers signal stress and use that knowledge in spoken-word recognition.

Public Significance Statement
This study demonstrates that listeners can learn how individual talkers produce lexical stress, which
helps listeners to deal with those differences during speech recognition. When listening to speech orig-
inating from different talkers, listeners learn and create memory representations about how those talkers
produce lexical stress. These memory representations are then reactivated on future encounters with
those talkers, facilitating word recognition. These results extend previous theories of word recognition
and highlight the importance of examining how listeners deal with between-talker variability in prosody.
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Individual differences among talkers lead to highly variable
acoustic realizations of speech. For instance, consider the English
noun “IMport” (capitalization indicates lexical stress) being

produced by two male talkers. Even though the word itself is iden-
tical, individual speaking styles can affect the acoustic realization
of that word. Such variability can be found at the segmental level
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(vowels and consonants) and the suprasegmental level (e.g., intona-
tion and lexical stress), and both types of variability have conse-
quences for a correct perception of the intended word. For
example, perceiving different suprasegmental information may
lead to misinterpreting the word as the verb “imPORT”, impeding
successful communication. The present study assessed how listeners
can still correctly perceive spoken words despite such talker-driven
variability. More specifically, we investigated how the use of a cog-
nitive mechanism, perceptual learning, aids listeners in dealing with
talker variability in the production of lexical stress, supporting stable
spoken-word recognition.
The presence of acoustic variability in speech has been widely

established, focusing primarily on segmental variation driven by
talker-specific properties, such as gender, age, and dialect. For
instance, vowel formant frequencies vary depending on gender,
age, and regional dialects (Adank et al., 2004, 2007; Hillenbrand
et al., 1995). Also, variability in voice onset time (VOT) of stop con-
sonants has been found between talkers of different age and gender
(Allen et al., 2003; Theodore et al., 2009). On top of these differ-
ences within specific acoustic cues, talkers also appear to differ in
their cue-weighting strategies (for review, see Schertz & Clare,
2020). That is, speech contrasts are often defined by a multidimen-
sional cue space. For example, the /b-p/ contrast in English relies
on multiple cues such as VOT, fundamental frequency (F0), and
many more (Lisker, 1986). The relative importance of these cues
in production differs between talkers depending on their native lan-
guage (Lisker & Abramson, 1964), dialects (Kang, 2013), and indi-
vidual speaking styles (Schertz et al., 2015), adding to the acoustic
variability in speech.
In addition to these differences in segmental structures, talkers

also vary in how they produce suprasegmental (i.e., prosodic) struc-
tures, such as sentence intonation. In Dutch, for example, women
produce questions using a wider pitch range compared to men
(Haan & Van Heuven, 1999). Moreover, the speech rate in Dutch
is affected by regional dialects and gender (Quené, 2008). In
American English, Clopper and Smiljanic (2011) found differences
in pause distributions and pitch accents between different dialects
and genders.
Recently, Xie et al. (2021) found that prosodic variability is not

only present between demographic groups (e.g., dialectal or gender
groups) but also on an individual talker level. More specifically, they
recorded lexically identical declarative statements versus questions
(e.g., “It’s raining.” vs. “It’s raining?”), produced in American
English, and measured F0 and duration of the final syllable (i.e.,
“-ing”). Results indicated that individual talkers differed from each
other in the category (i.e., statement vs. question) means and distri-
butions for F0 and duration. In addition, while most talkers used F0
as the primary cue, some talkers used both cues in combination with
different probabilities, such that the use of F0 and duration could be
correlated to different degrees across speakers. In other words, indi-
vidual talkers seem to produce prosodic information with variability
within each cue, but also vary in how the cues are combined to pro-
duce the intended structure (i.e., cue weighting in production). In
sum, talker variability abounds in speech at both the segmental
and suprasegmental levels.
The literature on speech perception suggests that listeners are able

to exploit this talker-specific cue usage to correctly perceive spoken
words. This ability has been attributed to multiple cognitive mecha-
nisms. That is, listeners use normalization to compensate for spectral

differences between talkers (Sjerps et al., 2011) and differences in
speech rate (Bosker et al., 2020; Reinisch, 2016), scaling the percep-
tual input to the surrounding acoustic context. Second, speech per-
ception involves phonological abstraction in the lexicon, allowing
listeners to map acoustically varying auditory signals to abstract lex-
ical representations (McQueen et al., 2006) which are invariant to
talker-related idiosyncrasies. Third, listeners constantly predict
upcoming words during speech perception (Van Berkum et al.,
2005) as well as how those words will be produced by specific talk-
ers (Brunellière & Soto-Faraco, 2013). Those predicted word forms
will subsequently be easier to process upon perception. Finally, lis-
teners use perceptual learning to change how acoustic input is
mapped to prelexical perceptual categories of speech sounds
(Eisner & McQueen, 2005) allowing listeners to adapt to varying
acoustic input. Previous studies (Lehet & Holt, 2020; Sjerps &
Reinisch, 2015) further illustrated that these mechanisms are applied
in tandem, showing that normalization and perceptual learning oper-
ate at different levels of speech processing. Even though all mecha-
nisms together offer the listener the best solution to the variability
problem, the remainder of this study will specifically focus on per-
ceptual learning.

Perceptual learning studies have demonstrated that listeners can
change how they map acoustic input to prelexical perceptual catego-
ries of speech sounds. More specifically, listeners can use lexical
information to change which prelexical category (e.g., an /s/ or an
/f/) is activated by the same acoustic token (e.g., an ambiguous fric-
ative [?] in between /s/ and /f/) depending on the word it appears in:
hearing [?] in “platypu[?]” biases perception toward /s/, while “gira
[?]” biases toward /f/ (Norris et al., 2003). Further, listeners can
change how they weigh the relative strength of multiple acoustic
cues that signal a speech category based on distributional informa-
tion in the speech input (Idemaru & Holt, 2011, 2014). For instance,
Idemaru and Holt (2011) found that listeners can change how much
perceptual weight is given to different acoustic cues that signal a
speech sound (e.g., /b/ or /p/) based on the distribution of those
cues in the speech input. In their experiment, they exposed
English participants to words containing voiced/voiceless plosives
(e.g., “beer” vs. “pier”). They found that when the canonical relation
between fundamental frequency (F0) and VOT was reversed (a
voiced plosive is normally signaled with a high initial F0 and long
VOT, but voiced plosives were now signaled with a low initial
F0), listeners down-weighted their reliance on the unreliable cue
(i.e., F0), showing rapid adaptation to short-term deviations in cue
distributions. In other words, through perceptual learning listeners
changed how each acoustic cue in the auditory signal contributed
to perception of a plosive. Importantly, both cases described above
involve adapting the strength of the link between the acoustic
input and a prelexical category, altering the resulting amount of acti-
vation of that category.

In addition to these adaptations to single talkers, listeners can also
adapt to speech originating from multiple talkers (Eisner &
McQueen, 2005; Kraljic & Samuel, 2007), making it a useful mech-
anism to recognize words under high-variability contexts. This was
also illustrated by Zhang and Holt (2018), who adopted the same
paradigm as in Idemaru and Holt (2011, 2014), but crucially
included speech originating from two talkers differing in their F0
range. Results showed that the speech stimuli were perceived relative
to the F0 range of each particular talker. More specifically, the same
ambiguous F0 value was perceived as being higher in a low F0 range
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talker, inducing more “beer”-responses, and vice versa for the high
F0 range talker. In two subsequent experiments, Zhang and Holt
(2018) presented the same stimuli with an ambiguous F0 value,
but talker identity was cued by modulating voice characteristics
(stimuli spoken by amale or female voice) or by a visual presentation
of a male or female talker. These experiments similarly resulted in
more “beer”-responses for stimuli spoken by a female talker, or stim-
uli accompanied by a visual presentation of a female talker. In sum,
these experiments illustrate simultaneous tracking of speaking styles
from multiple talkers. This allows listeners to adjust the links
between the acoustic input and perceptual categories for each indi-
vidual talker, which facilitates perception of those talkers despite
the between-talker variability in the signal.
While perceptual learning does indeed appear to be useful for

dealing with talker variability, previous experiments have mostly
studied it in relation to segmental variability. It remains unclear
how perceptual learning is applied to suprasegmental variability
among talkers. One of the few studies looking into this was per-
formed by Xie et al. (2021), who examined the role of perceptual
learning in the perception of questions versus declarative statements.
Participants were exposed to segmentally identical phrases (e.g.,
“It’s cooking {./?}”) which, depending on the intonation contour,
can either be perceived as a statement or a question. In the training
phase, participants heard these phrases with ambiguous intonation
contours, midway between a statement and a question, and received
feedback on how to interpret them. Crucially, one group learned to
perceive these ambiguous stimuli as statements (i.e., statement-
biasing) while a second group learned to perceive the same phrases
as questions (i.e., question-biasing). In a subsequent test phase,
results showed that the statement-biasing group perceived the
phrases more as statements while the question-biasing group per-
ceived the phrases more as questions. This confirmed that perceptual
learning is used to deal with variability in one type of prosody: sen-
tence intonation. A similar finding for prosodically cued pragmatic
structures was demonstrated by Kurumada et al. (2014).
Prosody can also influence perception at the lexical level, distin-

guishing different words. For instance, lexical stress in free-stress
languages, such as English and Dutch, can distinguish between seg-
mentally identical words with contrastive stress patterns (e.g.,
“IMport” vs. “imPORT”). In Dutch, the target language of the pre-
sent study, a stressed syllable is usually produced with a higher mean
F0, longer duration, and greater intensity (Rietveld & van Heuven,
2009). Moreover, spectral balance (Sluijter & van Heuven, 1996,
but see Severijnen et al., 2022b) and acoustic vowel reduction
(van Bergem, 1993) have also been identified as cues to lexical stress
in Dutch. Vowel reduction appears to play a smaller role in Dutch
than in English, where vowels in most unstressed syllables are
fully reduced to schwa (Cutler, 1986, p. 202; Cutler & Pasveer,
2006). It is important to note that the acoustic cues to lexical stress
are not weighted equally in production. In Dutch, for instance,
when the word appears in an accented position in the sentence, the
strongest cue to lexical stress is F0. When the word does not appear
in an accented position, the strongest cue is duration, followed by
spectral tilt, overall intensity, and spectral expansion (Rietveld &
van Heuven, 2009).
Lexical stress information plays an important role in word recog-

nition. First, Cutler and Van Donselaar (2001) showed that, in
Dutch, lexical stress is used to constrain lexical activation. They pre-
sented Dutch minimal stress pairs (VOORnaam vs. voorNAAM,

“first name” vs. “respectable”) in a lexical decision task testing rep-
etition priming with stress-matching and stress-mismatching primes
(e.g., target: VOORnaam; prime: either VOORnaam or voorNAAM).
Results showed that only stress-matching primes facilitated target
lexical decision reaction times (RTs). Second, Reinisch et al.
(2010) showed that Dutch listeners use lexical stress immediately
to facilitate word recognition. In an eye-tracking experiment, they
exposed listeners to temporarily overlapping word pairs (e.g.,
OCtopus vs. okTOber). When participants were presented with
one of the word pairs (e.g., OCtopus), listeners fixated the target
word (OCtopus) more often than the competitor (okTOber) well
before the point of segmental disambiguation (i.e., the onset of the
third syllable). This illustrates that even when lexical stress is not
strictly necessary to disambiguate different lexical candidates, listen-
ers use it to facilitate perception. Similar effects have been found in
English (Cutler, 1986; Jesse et al., 2017) and Italian (Sulpizio &
McQueen, 2012).

As with sentence intonation, variability is also present in acoustic
realizations of lexical stress. This was illustrated by Eriksson and
Heldner (2015), whomeasured acoustic cues (F0, F0 variation, dura-
tion, and spectral tilt) to lexical stress in English. They found several
differences between talkers. First, the difference in mean F0 between
stressed and unstressed syllables was larger for males compared to
females. Second, females produced unstressed syllables with greater
F0 variation and stressed syllables with longer durations than males.
In addition to these gender differences, the speaking context (word
lists, phrases, or spontaneous speech) also modulated the abovemen-
tioned cues. For example, the effects of stress on mean F0 were
smaller in spontaneous speech compared to word lists and phrases.
Variability in lexical stress production between genders and between
speaking contexts, while in slightly different directions, has also
been found in other languages including Italian and Swedish
(Eriksson et al., 2013, 2016). Note again that the present study
does not examine how listeners deal with variability between gen-
ders, but we nevertheless include these gender-related acoustic dif-
ferences as an illustration of possible sources of between-talker
variability.

Talkers also appear to vary on an interindividual level in how they
produce lexical stress. Severijnen et al. (2022a), recorded Dutch par-
ticipants producing segmentally overlapping words but differing in
stress pattern (e.g., VOORnaam, “first name” vs. voorNAAM
(“respectable”). They then measured six acoustic cues that signal
lexical stress in Dutch, in stressed and unstressed syllables: mean
F0, duration, intensity, spectral tilt, F0 variation, and vowel quality.
The analyses involved Linear Discriminant Analyses, which trained
a model for each individual talker to predict whether each observa-
tion was a stressed or an unstressed syllable by finding the optimal
linear combination of the acoustic cues. This resulted in a set of coef-
ficients, for each talker, indicating how strongly each cue is weighted
in production (Schertz et al., 2015). Results from these analyses
illustrated that, on top of a general trend to use primarily F0, dura-
tion, and intensity, each talker used a unique set of cue weights to
signal lexical stress, illustrating large prosodic variability between
individual talkers. Moreover, classes of cue-weighting strategies
emerged from the data, differing in which cue was used as the pri-
mary cue. For words in an accented position, there was a group of
primarily F0-users and a group of intensity-users. For words in an
unaccented position, there was a group of intensity-users and a
group of duration users. These results illustrate the large challenge
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that listeners are faced with: listeners must be able to perceive the
correct stress pattern despite the immense amount of variability
that is present between individual talkers.
Nevertheless, an understudied question concerns how listeners

deal with talker variability in productions of lexical stress. To our
knowledge, only two studies have looked into this. First, Bosker
(2022) found evidence for perceptual learning in relation to supra-
segmental cues to lexical stress in Dutch. In these experiments, par-
ticipants heard ambiguous versions of minimal stress pairs (e.g.,
ambiguous between Dutch CAnon “canon” and kaNON “cannon”)
in an initial exposure phase. These words were differentially disam-
biguated for two participant groups by orthographic word forms on
the screen. Specifically, presenting the orthographic word form of
the Strong–Weak (SW) item (canon) induced an SW-bias while pre-
senting the orthographic word form of the Weak–Strong (WS) item
(kanon) induced a WS-bias. Results from a subsequent test where
participants categorized a CAnon-kaNON continuum showed that
participants in the SW-bias group indeed gave more SW responses
while the WS-bias group gave more WS responses. Interestingly,
this perceptual recalibration of lexical stress was also found across
segmentally differing words. That is, exposure to ambiguous ver-
sions of SERvisch “Serbian” versus serVIES “tableware,” which
were also disambiguated by orthography, led to similar recalibration
effects on CAnon versus kaNON test items. In sum, these experi-
ments illustrate that listeners are able to adapt to variability in supra-
segmental cues to lexical stress, and these adaptations are not tied to
the episodic experiences with those words but seem to generalize
across words, and thus imply that spoken-word recognition involves
abstract prosodic representations.
Second, Severijnen et al. (2021) investigated whether listeners can

also adapt to variability in lexical stress in a talker-specific manner.
In their electroencephalogram (EEG) experiment, consisting of mul-
tiple training phases and a final test phase (in which behavioral and
EEG data were recorded), native Dutch participants learned to asso-
ciate nonword minimal stress pairs to object referents (e.g., USklot
referring to a “lamp,” usKLOT referring to a “train”). The nonwords
were produced by two male talkers who, importantly, used only one
cue to signal lexical stress in the nonwords (e.g., Talker 1 used only
F0, while Talker 2 used only intensity). In a subsequent test phase,
participants heard semantically constraining carrier sentences (e.g.,
“The word for lamp is USklot”) containing either talker-congruent
versions of the nonwords (i.e., produced with the talker-consistent
cues; Talker 1 using F0) or talker-incongruent versions, produced
with mismatching prosodic cues (e.g., Talker 1 suddenly using
intensity). Behavioral results from a yes/no sentence verification
task showed that participants were slower to respond to the talker-
incongruent versions compared to the talker-congruent versions.
The authors concluded that the delayed processing was due to the
talker-incongruent prosodic cues, picked up through talker-specific
perceptual learning about which talker used which cues to signal lex-
ical stress in the training phase.
Even though Severijnen et al. (2021) provided evidence for talker-

specific learning of lexical stress, their results spark several novel
questions. First, does talker-specific learning of prosodic cues also
have consequences for the perception of the intended word, or
does it only slow processing down, as observed by Severijnen et
al. (2021)? That is, in Severijnen et al. (2021), the target word was
identical in both conditions, so the intended word would always
be perceived correctly regardless of the talker-cue mismatch.

Indeed, the accuracy data in Severijnen et al. (2021) showed no dif-
ference between the two conditions. While their critical result (lon-
ger response times to the talker-incongruent condition compared to
the talker-congruent condition) illustrated that listeners were slowed
down in perception when lexical stress was marked with a cue that
was not coherent with what was previously learned; it does not
inform us on how perceptual learning of talker-specific prosodic
cues affects perception of the intended word (i.e., which word is per-
ceived; instead of how it is perceived). While both consequences
(slowing down and incorrect perception) are problematic for com-
munication, the latter is more problematic.

Second, can we replicate the behavioral finding in Severijnen et al.
(2021), given that there was no modulation of the N200,
enterprise-related planning (ERP) related to acoustic–phonetic pro-
cessing (Connolly & Phillips, 1994)? Specifically, a modulation of
the N200 response would have provided electrophysiological evi-
dence for a mismatch between the predicted prosodic cue and the
perceived prosodic cue. The lack of an N200 modulation calls into
question the replicability of the obtained behavioral results.

Third, do listeners apply the same learning mechanisms when
acoustically richer test stimuli are used (i.e., stimuli involving mul-
tiple cues to lexical stress)? Specifically, the test stimuli in
Severijnen et al. (2021) always contained only one cue to lexical
stress. While this provided experimental control, it leaves open the
possibility that listeners could employ the talker-specific learning
mechanisms only because of the relative simplicity of the stimuli.
Examining whether acoustically more complex stimuli elicit similar
effects is crucial in examining speech perception closer to real-life
situations.

Fourth, and following the previous argumentation, are the same
learning mechanisms at work with existing words, compared to
the nonwords in Severijnen et al. (2021)? While using nonwords
as stimuli had the benefit of removing any episodic experiences
with the words prior to the experiment, this leads to the possibility
that since there was no previous experience with the nonwords,
the talker-specific effects could be easier to pick up on. In contrast,
previous experience with how existing words are normally produced
could interfere with the storage of how newly encountered talkers
produce those words. Using existing words as test stimuli could
thus shed light on whether listeners are still able to pick up on the
talker-specific cues despite previous potentially interfering episodic
experiences.

The present study tried to answer these questions, thus aiming to
provide further evidence for talker-specific perceptual learning of
lexical stress in Dutch. Here we first outline how each question
will be addressed. First, we measured categorization responses
instead of RTs, which is a more direct measure to assess how talker-
specific perceptual learning of lexical stress can affect which word is
perceived. Second, we aimed at providing converging evidence,
using a different measure, for the behavioral result in Severijnen et
al. (2021). Third, the test stimuli in the present study contained mul-
tiple cues to lexical stress instead of only one cue in Severijnen et al.
(2021). This allowed us to examine whether similar results as in
Severijnen et al. (2021) could be observed with multidimensional
stimuli that more closely resemble real-life speech. Fourth, the pre-
sent study used existing words instead of nonwords. This allowed us
to examine these talker-specific learning effects in stimuli for which
listeners already have preexisting knowledge about and experience
with how those words are normally produced.
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We ran an online experiment consisting of a training phase and a
test phase. In the training phase, participants heard Dutch minimal
stress pairs (e.g., VOORnaam vs. voorNAAM, “first name” vs.
“respectable”; SW and WS, respectively), produced by two male
talkers. Similar to Severijnen et al. (2021), the stimuli were acousti-
cally manipulated such that each talker cued lexical stress using only
one acoustic cue. For instance, Talker 1 used only F0 (with intensity
and duration set to ambiguous values) while Talker 2 used only
intensity (talker-cue mappings were counterbalanced across partici-
pants). In a two-alternative forced-choice (2AFC) task, participants
were instructed to identify the correct member of the minimal pair,
after which they received feedback on their responses. Based on
the feedback, we expected participants to learn which cue was
used by each talker (note that no explicit feedback was given regard-
ing the cues; we expected participants to learn them implicitly).
After the training phase, participants were tested on the same word
pairs in another 2AFC task. This test included, next to perceptually
“clear” (i.e., unambiguous) control items with the talker-matching
cue, also “mixed items’ in a different condition. These mixed
items contained two conflicting cues to lexical stress, with F0 signal-
ing one stress pattern, while intensity cued another. The crucial com-
parison then was how the perception of these mixed items was
influenced by the talker-cue mappings learned in the training phase.
We predicted that participants would interpret the conflicting

stress cues in the mixed items at the test based on the learned infor-
mation about which cue each talker tended to use. For example, if
participants had learned that Talker 1 used F0 in training and then
heard a mixed item produced by Talker 1 at the test (e.g., F0 signal-
ing SWand intensity signalingWS), they should prioritize in percep-
tion of the stress pattern being signaled by F0 (e.g., SW). In contrast,
if participants learned that Talker 1 used intensity, they should—
when presented with the exact same test word—prioritize the stress
pattern signaled by intensity (e.g., WS).

Method

Participants

We recruited 85 native speakers of Dutch from the Radboud
University participant pool. All participants gave informed consent
and were paid or received course credits for their participation. Five
participants were excluded because they responded before the target
word onset in 75% of the trials. We excluded these participants
because responses before the target word onset could not reflect
any perceptual processes related to the targets. The remaining 80
participants did not report having any hearing and/or reading prob-
lems (71 female, 9 male, age range:Mage= 21.81, SDage= 3.76). We
estimated the sample size through a power analysis Kumle et al.
(2021) by which we estimated a power of 0.858 (95% CI [0.836
0.879]) with 80 participants (see the “Power analysis” section in
the online supplemental material). The study was approved by the
Ethical Committee of the Faculty of Social Sciences of Radboud
University Nijmegen (Project Code ECSW2016-1403-391).

Stimuli

The stimulus set consisted of Dutch minimal stress pairs that were
segmentally identical but differed in the stress pattern. The set con-
sisted of four disyllabics (e.g., VOORnaam vs. voorNAAM, “first
name” vs. “respectable”; capitalization indicates lexical stress) and

four trisyllabic word pairs (e.g., VOORkomen vs. voorKOmen, “to
appear” vs. “to prevent”). In all eight pairs, lexical stress lay on either
the first syllable (i.e., SW words) or the second syllable (i.e., WS
words). The words were identified through the CELEX database
(Baayen et al., 1996) with matched word frequency between SW
and WS words, t(14)=−0.69, p= 0.49. See Table S2 in the online
supplemental material for the complete stimulus set.

Recordings

The stimuli were recorded by two male native talkers of Dutch,
naïve about the experiment’s purpose. By selecting two same-
gender talkers, we reduced acoustic variability in the stimuli.
Moreover, this promoted the formation of talker-specific instead of
gender-specific representations. The talkers were instructed to pro-
duce each member of each minimal pair twice, once with stress on
the first syllable, and once with stress on the second syllable.
Considering that the words would be presented in short carrier sen-
tences in the experiment, the talkers were further instructed to pro-
duce each word as if it occurred at the end of a sentence (i.e.,
covertly producing the carrier sentence Het woord is… “The word
is…” in one’s mind followed by overt production of the target
word). This was meant to induce sentence-final prosodic properties
in the recordings, such as F0-declination, intensity drop, and
sentence-final lengthening. The talkers were allowed to practice car-
rying out this instruction and were successful in so doing after a few
attempts. By recording the words separately from the carrier sen-
tences, we avoided coarticulation with the material in the carriers,
which facilitated speech editing.

In addition to, and separately from, thesewords, we recorded three
carrier sentences from both speakers. More specifically, we recorded
one semantically neutral sentence (Het woord is…, “Theword is…”)
and two feedback sentences (Goed, het woord is…, “Correct, the
word is…”; Fout, het woord is…, “Wrong, the word is…”).

Stimulus Manipulations

We required two types of stimuli. First, we needed clearly-stressed
“control items” in which only one cue signaled lexical stress (e.g.,
only F0 or intensity while the other cues were set to ambiguous val-
ues). These items were used in the training phase to allow partici-
pants to learn the talker-cue mapping (i.e., which talker used
which cue to signal lexical stress). Second, we needed ambiguous
“mixed items” that contained two conflicting cues to lexical stress.
In these stimuli, the cues appeared in opposing directions such
that one cue (e.g., F0) signaled an SW pattern while the second
cue (e.g., intensity) signaled a WS pattern. These items were used
in the test phase to test whether participants learned the talker-cue
mapping during the previous training phase, and used it to categorize
these ambiguously stressed words. In other words, if listeners
learned that for instance Talker 1 always used F0 in the training
phase and heard a word uttered from Talker 1 with F0 signaling
an SW pattern and Intensity signaling a WS pattern in the test
phase, they should be more likely to categorize such words as having
an SW pattern. Note that, in the test phase, the control items were
also presented together with mixed items to reinforce the previously
learned talker-cue mapping and to test that that mapping was still in
operation. The duration was always kept at an ambiguous value in all
stimuli. The original recordings were automatically forced aligned
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using theWEBMaus Basic Tool (Kisler et al., 2017) and all stimulus
manipulations were performed in Praat (Boersma & Weenink,
2019).
Control Items. In control items, only one cuewas set to its opti-

mal value to mark lexical stress (e.g., F0) while the remaining cues
(e.g., intensity and duration) were set to ambiguous values. For the
manipulation of control items, we followed the procedure in
Severijnen et al. (2021) while also performing an extensive piloting
stage (see the online supplemental material for all the details). The
results of the pilot studies informed us about which acoustic values
were required for control items to be identified as clear SW or WS
words. After a careful selection, the SW tokens were correctly iden-
tified as SWwith a mean proportion of SW responses of 0.83 (SD=
0.10), and the WS tokens were correctly identified as WS with a
mean proportion of SW responses of 0.25 (SD= 0.14) in the pilot
studies. From each word pair (N= 8), eight control items were gen-
erated, one for each combination of talkers (1, 2), cues (intensity,
F0), and Pattern (SW, WS). The final number of control items was
64. The acoustic properties of the control items are summarized in
Table 1. See Figure 1 for the spectrograms of the control items for
one of the words in the stimulus set and Figure 2a for a schematic
representation of the control stimuli.
Mixed Items. In mixed items, Intensity and F0 marked two

conflicting stress patterns while duration was put to ambiguous val-
ues. For instance, the word voornaam could have F0 pointing toward
an SWword (i.e., VOORnaam) while intensity pointed toward aWS
word (i.e., voorNAAM). In this example, the pattern is defined as
“F0-Intensity” because F0 is the strong cue on the first syllable
while Intensity is the strong one on the second. For the
“Intensity-F0” pattern the reverse applies. All the manipulation pro-
cedures are described in the online supplemental material. Final
stimuli were selected after extensive pilot testing to verify that
these mixed items were ambiguous with respect to stress.
However, pilot results demonstrated that the manipulations did not
result in perfectly ambiguous words (i.e., falling precisely around
a mean proportion of 0.5 SW responses). Instead, we found that
F0 was weighed slightly more heavily than intensity, with
“F0-Intensity” patterns receiving an average proportion of 0.66
SW responses, and “Intensity-F0” patterns receiving on average of
0.48 SW responses (for details on the acoustic manipulations and
the pilot studies, see Section 1.2 in the online supplemental mate-
rial). Nonetheless, the selected mixed items were perceptually con-
siderably more ambiguous compared to the control items (i.e.,
falling roughly in between the clear SW and WS control patterns),
indicating that the two cues to lexical stress were indeed conflicting
with each other. From each word pair (N= 8), two mixed items were
generated, one for each combination of Talker (1, 2) and Mixed
Pattern (F0-Intensity: in which F0 signaled an SW pattern and inten-
sity a WS pattern; Intensity-F0: vice versa) for a total of 32 mixed
items. The acoustic properties of the mixed items are summarized
in Table 2. See Figure 1 for the spectrograms of the mixed items
for one of the words in the stimulus set and Figure 2b for a schematic
representation of the mixed stimuli.

Procedure

The experiment was built and hosted on the Gorilla Experiment
Builder (www.gorilla.sc). Participants first performed a headphone
screening (Woods et al., 2017), in which participants heard three T
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dichotically presented pure tones, with one of the dichotic tones pre-
sented 180° out of phase across the two stereo channels, and were
instructed to identify the quietest one. This task is intended to be
easy over headphones but difficult over loudspeakers due to phase-
cancellation. In previous work, this task achieved 80% accuracy in

detecting headphone users versus speaker users (Milne et al.,
2021). Thus while this task is not perfect at detecting headphone
users, it still ensured that the majority of participants were likely
to have been wearing headphones. These participants could continue
with the experiment properly, which consisted of familiarization,

Figure 1
SpectrogramsWith F0 (Red Line) and Intensity Contours (Blue Line) of One Exemplary Stimulus (the Item Voornaam) in the Control (1st and
2nd row) and Mixed Versions (3rd row) Produced by Talker 1

Note. Vertical black dashed line indicates a syllable boundary. The first row shows a control item in which F0 clearly marks lexical stress in an SWword (left
column) or a WS word (right column) while intensity is put to fixed ambiguous values. The second row shows the opposite: here it is Intensity that clearly cues
lexical stress while F0 is set to fixed ambiguous values. The third row shows the spectrograms of one exemplary mixed item in which F0 and Intensity eachmark
two conflicting stress patterns at the same time: the left pane shows the F0-Intensity mixed pattern in which F0 signals an SWword while Intensity signals aWS
word, while the right pane shows the opposite mixed pattern Intensity-F0. SW=Strong–Weak; WS=Weak–Strong. See the online article for the color version
of this figure.
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training, and a test phase. The brief familiarization phase ensured
that participants were familiar with the pronunciations of the
words and their meanings. The aim of the training phase was for par-
ticipants to learn, implicitly, which talker used which cue to signal
lexical stress in the control items. After the training phase, partici-
pants were tested on the mixed items in a final test phase, which
would allow us to observe how perception of the mixed items was
affected by the training phase. Participants were randomly assigned
to one of the talker-cue mappings (e.g., half of the participants heard
Talker 1 use F0 and Talker 2 use intensity; and vice versa for the
other half) and response position (e.g., SW response items always
appeared on the left side, WS response items on the right side;
and vice versa), with all possible combinations counterbalanced
across participants.

Familiarization Phase

In the familiarization phase, participants were visually presented
with orthographic word forms representing each member of a minimal
pair, their definitions, example sentences with the words, and auditory
presentations of the control items of the corresponding words, spoken
by both talkers. The auditory presentations followed the talker-cue
mappings of the training and test phases. For example, if a participant
heard Talker 1 using F0 and Talker 2 using intensity in the training and
test phases, this was also the case during familiarization. This ensured
that participants were familiar with the stimuli before the training phase
started. The trial structure was as follows. First, we visually presented
the SW member of a minimal pair (e.g., VOORnaam) on the top left
corner of the screen and auditorily presented its corresponding control

Figure 2
(a) Schematic Representation of the Manipulation of Control Stimuli Divided by Mapping, Talker, and Pattern. (b) Schematic Representation
of the Manipulation of Mixed Stimuli Divided by Mixed Pattern and Talker

Note. (a) Continuous lines indicate a clear cue to lexical stress while dashed lines indicate an ambiguous cue to lexical stress. Green lines indicate the F0
contour while orange lines indicate the Intensity contour across the first and the second syllable. The upper panel shows the talker-cue mapping in which
Talker 1 always used F0 to signal lexical stress (green solid line) while Intensity was put to average values (orange dashed line) and Talker 2 always used
Intensity to signal lexical stress (orange solid line) while F0 was put to average values (green dashed lines). The lower panel shows the reverse talker-cue map-
ping. (b) Continuous lines indicate a clear cue to lexical stress. Green lines indicate the F0 contour while orange lines indicate the Intensity contour. In mixed
stimuli, both talkers used both cues within each word at the same time. The two cues always indicated conflicting lexical stress patterns (e.g., while F0 could
signal a Strong–Weak pattern, Intensity signaled a Weak–Strong pattern). Icons from “MultiPic: A standardized set of 750 drawings with norms for six
European languages.,” by J. A. Duñabeitia, D. Crepaldi, A. S. Meyer, B. New, C. Pliatsikas, E. Smolka, M. Brysbaert, 2018, Quarterly Journal of
Experimental Psychology, 71, 808–816 (https://doi.org/10.1080/17470218.2017.1310261). Copyright 2018 by the Experimental Psychology Society.
See the online article for the color version of this figure.
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stimulus (see Figure 3a for the trial structure). After 1,500 ms, we pre-
sented the WS member in the top right corner with its corresponding
control stimulus. Afterward, we visually presented their definitions
below the orthographic depictions of the words, and below that two
example sentences. Participants indicated using button presses whether
they did or did not know either of the two words.

Training Phase

In the training phase, two groups of participants were exposed to
the control items embedded in carrier sentences (e.g., Het woord is
VOORnaam, “The word is first name”), produced by both talkers
(see Figure 3b for the trial structure). Furthermore, a cartoon image
(see Figure 3) of the respective talker producing that sentence was
visually presented, appearing 700 ms before sentence onset. This
was done to strengthen the acquisition of talker-specific cue usage
while also reducing the risk of potentially considering that the two
talkers were the same person. Two response options (i.e., the two
members of the minimal pair; VOORnaam and voorNAAM) were
orthographically presented on the lower left and right corners of
the screen 200 ms before sentence onset. Talker images and response
options remained on the screen until a response was given.
Participants were instructed to respond with button presses ([Z] or
[M] responding to the left or right response options, respectively)
after target word onset. If no response was given after 5 s from the
target word onset, the trial was recorded as a missing data point.
After the response, we presented a feedback sentence (e.g., Goed,
het woord is VOORnaam, “Correct, the word is first name,” or
Fout, het woord is VOORnaam, “Wrong, the word is first name”).
Participants were then visually instructed to press the correct button
again based on the feedback. After their second response, they
heard the target word one final time in isolation. Participants thus
heard the same target word three times in each trial. The next trial
started 1 s after the final auditory presentation of the target word in
the previous trial. Each group of participants listened to different con-
trol items on the basis of the assigned talker-cue mapping. One group
heard Talker 1 using only F0 to signal stress (intensity and duration
were ambiguous), while Talker 2 used only intensity (F0 and duration
were ambiguous). The other group heard the reverse talker-cue map-
ping. In this way, we counterbalanced the assignment of cues to each
talker to prevent possible confounds related to cues or talkers alone.
Each group listened to 32 control items: 8 target words (e.g., voor-
naam), with 2 stress patterns (SW or WS) uttered by 2 talkers
(Talker 1 and Talker 2). Each item was repeated 6 times for a total
of 192 experimental trials. The experimental trials were preceded
by 8 practice trials in which the same stimuli from the experimental
trials were presented to familiarize participants with the task before
starting the actual experiment. Practice trials were then excluded
for statistical analyses. The trials were presented in
pseudo-randomized order in 4 different counterbalanced lists and
no word pairs were ever repeated in two consecutive trials.

Test Phase

The test phase was similar to the training phase but differed in two
aspects (see Figure 3c for the trial structure). First, participants did not
receive feedback on their responses. Instead, the next trial began 1 s
after participants gave their responses. Second, next to control items
(played on 50% of the test trials), the target words in the test phaseT
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also included mixed items (on the other 50% of the test trials). Note
that we still included control items in this test phase to provide solid
anchors of unambiguous items with congruent talker-cue mappings
to participants. That is, each group of participants heard the same con-
trol items they heard in the training phase, following the same talker-
cue mapping. Again, these were 32 control items which were repeated
3 times each for a total of 96 trials. In addition, both groups, regardless
of the talker-cue mapping, listened to the same 32 mixed items: 8 tar-
get words (e.g., voornaam) with 2 stress patterns (F0-Intensity,
Intensity-F0), uttered by 2 talkers (Talker 1, Talker 2) which were
repeated 3 times each for a total of 96 trials. The test phase thus con-
sisted of 192 experimental trials in total and was not preceded by prac-
tice trials. The trials were presented in a pseudo-randomized order,
without repeating word pairs in consecutive trials.

Data Analysis

Prior to data analysis, we calculated the percentage of timed-out tri-
als (0.7%) and we further excluded any trials with RTs below 100 ms
relative to target word onset (0.5% of the trials), reaching 1.2% of
removed trials overall. The latter was done for two reasons. First,
due to an error in theway the experiment was programmed, it was pos-
sible for participants to respond before the target word onset (i.e.,
before they heard the word). Since such responses do not represent
any perceptual processes related to the target words, we decided to
exclude them. Second, RTs below 100 ms also include trials on
which the majority of the first syllable had not yet been heard in its
entirety (the shortest first syllable duration was 171 ms). As a result
of these exclusions, the final number of analyzed trials was 30,329
(22,775 trials for control items and 7,554 trials for mixed items).
Furthermore, we analyzed the familiarization data in order to check
whether participants knew all the word stimuli they were presented
with during the experiment. This analysis showed that 93% of partic-
ipants knew at least 14 of the 16words (41.3% knew all words, 33.8%
knew 15 of the 16 words and 18.8% knew 14 of the 16 words) while
only 7% of participants knew fewer than 13 of the 16 words. Given
these results, we ran the analyses of the behavioral data on the com-
plete dataset and a dataset in which the unknownwords were excluded

(see Tables S9–S12 in the online supplemental material). Since the
results from the two analyses were comparable, we base our conclu-
sions on the complete dataset.

We ran two separate models, one for the mixed items and one for
the control items. The model for the mixed items tested our primary
research question, namely whether the talker-cue mapping (e.g.,
Talker 1 using F0, Talker 2 using intensity) affected responses
depending on the Mixed Item Pattern (e.g., F0-Intensity,
Intensity-F0) and who produced the mixed items (e.g., Talker 1 or
Talker 2). The model for the control items verified whether the
intended stress pattern (SW or WS) was correctly perceived across
both the training and test phase. In both models, we analyzed the
binomial categorization responses (SW coded as 1; WS as 0)
using a Generalized Linear Mixed model with a logistic linking
function with the lmerTest package (Kuznetsova et al., 2017) in R
(R Core Team, 2020). When needed, posthoc tests were performed
via the emmeans R package (Lenth et al., 2018).

For the mixed items, we obtained an initial model through forward
modeling (tested using likelihood-ratio tests, factors were entered in
the order in which they are described below) containing the following
fixed factors: Mapping (categorical predictor with two levels, deviance
coded with Talker 1 using F0 and Talker 2 using intensity coded as
−0.5; Talker 1 using intensity and Talker 2 using F0 coded as 0.5),
Mixed Pattern (categorical predictor with two levels, deviance coded
with F0-Intensity coded as −0.5 and Intensity-F0 coded as 0.5), and
Talker (categorical predictor with two levels, deviance coded with
Talker 1 coded as−0.5 and Talker 2 coded as 0.5). Themodel also con-
tained random intercepts for Participant and Item. This model showed a
significant three-way interaction between Mapping, Pattern, and Talker
(β=−1.74, SE= 0.20, z=−8.85, p, .001). While this very broadly
illustrates that the categorization responses are indeed dependent on
the exact combination of the Mapping, Mixed Pattern, and Talker,
the exact interpretation of this interaction is not as straightforward.
Moreover, testing for further interactions with other factors would
require four-way interactions, which are evenmore difficult to interpret.
Therefore, to simplify the analyses, we created a new categorical vari-
able with two levels (Predicted Response: Predicted SW or Predicted
WS) that coded for this three-way interaction. Specifically, the

Figure 3
Trial Structure of the (a) Familiarization Phase, (b) Training Phase, and (c) Test Phase

Note. Icons from “MultiPic: A standardized set of 750 drawings with norms for six European languages.,” by J. A. Duñabeitia, D. Crepaldi, A. S. Meyer,
B. New, C. Pliatsikas, E. Smolka, M. Brysbaert, 2018, Quarterly Journal of Experimental Psychology, 71, 808–816 (https://doi.org/10.1080/17470218
.2017.1310261). Copyright 2018 by the Experimental Psychology Society. See the online article for the color version of this figure.
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Predicted Response coded for what we expected the predicted response
to be (Predicted SW or Predicted WS), depending on the three factors
Mapping, Mixed Pattern, and Talker. For example, for the Mixed
Pattern F0-Intensity produced by Talker 1, our hypothesis was that par-
ticipants who had learned that Talker 1 used F0 during the training
phase should perceive this item as SW. In contrast, participants who
had learned that Talker 1 used intensity should perceive the exact
same item asWS.We continuedmodel selection through forwardmod-
eling using this new categorical variable.
The final model with the best fit to the data included the following

factors: Predicted Response (categorical predictor with two levels,
deviance coded with Predicted SW coded as −0.5 and Predicted
WS coded as 0.5), Talker (categorical predictor with two levels, devi-
ance coded with Talker 1 coded as −0.5 and Talker 2 coded as 0.5),
Mixed Pattern (categorical predictor with two levels, deviance coded
with F0-Intensity coded as −0.5 and Intensity-F0 coded as 0.5), and
Trial Number (continuous predictor). This last predictor was obtained
by normalizing the original trial number for mixed items ranging from
1 to 96, obtaining a measure of the overall proportion of trials ranging
from 0 to 1 within each individual participant. Furthermore, we
included interactions between Predicted Response and Talker and
Predicted Response and Trial Number. We also included random
intercepts for Participant and Item, by-Participant random slopes for
all the fixed factors, and by-Item random slopes for Predicted
Response and Talker. Following the procedure of Bates et al.
(2015), we optimized the random structure using Principal
Component Analysis on the models to obtain the structure that con-
tained the minimally required factors to explain the largest variance.
This avoided overfitting problems. The full model syntax was
Response� Predicted Response * Talker +Mixed Pattern +
Predicted Response * Trial Number + (1 + Predicted Response +
Talker|Participant) + (1 + Predicted Response + Talker|Item).
For the control items, the model with the best fit to the data

(obtained through forward modeling, tested using likelihood-ratio
tests, factors were entered in the order in which they are described
below) included the following fixed factors: Pattern (categorical pre-
dictor with two levels, deviance coded with SW coded as −0.5 and
WS coded as 0.5), Phase (categorical predictor with two levels, devi-
ance coded with training phase coded as−0.5 and test phase coded as
0.5), Talker (categorical predictor with two levels, deviance coded
with Talker 1 coded as −0.5 and Talker 2 coded as 0.5) and Trial
Number (continuous predictor). Trial Number was normalized with
the same method applied to mixed items but separately within each
phase (Training, Test) containing 192 trials and 96 trials, respectively.
Furthermore, we included interactions between Pattern and Phase,
Pattern and Trial Number, Phase and Trial Number, Pattern and
Talker, and a three-way interaction between Pattern, Phase, and
Trial Number. We also included random intercepts for Participant
and Item with by-Participant random slopes for the factors Pattern,
Talker, and Phase and by-Item random slopes for Pattern and
Talker. The random structure was optimized using the same approach
as used for the mixed items. The full model syntax was Response�
Pattern * Phase + Talker + Pattern * Phase * Trial Number + (1|
Participant) + (1 + Pattern + Talker + Phase|Item).

Transparency and Openness

We report how we determined our sample size (see the “Power
Analysis” section in the online supplemental material), all data

exclusions (see sections “Participants” and “Data Analysis”), all
manipulations (see sections “Stimulus Manipulations” and
“Procedure”), and all measures in the study (see section “Data
Analysis”) and we followed JARS (Kazak, 2018). Across the
“Method” section, all the employed software and packages are
reported. All data, analysis code, and research materials are available
at https://osf.io/dczx9/?view_only=44f227db3c134685ad1db9cf46e3
17f7. This study’s design and its analysis were not preregistered.

Results

Mixed Items

The analysis of mixed items crucially tested whether participants
applied their learning about how the two talkers signaled lexical
stress to perceive spoken words with conflicting stress cues.
Results for Mixed items are summarized in Figure 4(e, f, and g).
Qualitative plots showing the results for Mixed items divided by
Talker, Pattern/Predicted Response, and Mapping are depicted in
Figure 4b. The complete model output is given in Table S12 in
the online supplemental material. The main effect of the Predicted
Response (β=−0.74, SE= 0.14, z=−5.20, p, .001) revealed a
significant difference between Predicted SW and Predicted WS tri-
als. As depicted in Figure 4f, participants showed a higher propor-
tion of SW responses (light red bar) for the Predicted SW trials
(Mean proportion of SW, respectively= 0.59; SE= 0.01) and a
lower proportion of SW responses (light blue bar) for the
Predicted WS trials (Mean proportion of SW, respectively= .49;
SE= 0.01). This result illustrates that the perception of identical
Mixed items was affected by the learned information about which
talker used which cue to signal lexical stress.

Further, a significant main effect of the Pattern was found (β=
1.42, SE= 0.27, z= 5.34, p, .001), showing that the F0-Intensity
pattern (left bar in Figure 4e) was perceived as being more
SW-biased compared to the Intensity-F0 pattern (right bar in
Figure 4e). This demonstrates that participants weighed F0 as a
cue to lexical stress more heavily than intensity, corroborating out-
comes from pilot study 3 (see Table S8 in the online supplemental
material). Importantly, our main effect of interest (i.e., the effect
of Predicted Response) was still present regardless of the effect of
the Pattern. The model also revealed a main effect of Talker (β=
0.44, SE= 0.18, z= 2.47, p= .014), showing that Talker 2 was per-
ceived as being more SW-biased than Talker 1.

Lastly, a marginally significant interaction effect between
Predicted Response and Trial Number (β= 0.36, SE= 0.19, z=
1.92, p= .055) was found. As shown in Figure 4e, while the
Predicted SW responses were characterized by a negative tendency
towards fewer SW-biased responses in later trials (Mean
Slope=−0.14, SE= 0.14; descending light red line in Figure 4e),
the Predicted WS responses showed the opposite trend (Mean
Slope= 0.22, SE= 0.14; ascending light blue line in Figure 4e).
This indicates that the effect of the talker-cue mappings learned dur-
ing the training phase was shrinking as the test phase went on, as the
Predicted SW and the Predicted WS responses became less SW- and
WS-biased, respectively.

No further effect reached significance. The results of this analysis
were replicated also when the trials with words that participants
reported not to know prior to the experiment were excluded (see
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Figure 4
Qualitative Plots (First row) and Plots of the Significant Effects (Second row) of the
Proportion of SW Responses (y-Axis) Split by Different Factors (x-Axis)

Note. (a) Qualitative plots for control items averaged across participants, words, and phases, separately
for each Pattern (SW in red, WS in blue), Talker (1, 2), and Mapping (solid line indicates Talker 1: F0,
Talker 2: Intensity; dashed line indicates Talker 1: Intensity, Talker 2: F0). Points indicate individual
participants and error bars represent the Standard Error. (b) Qualitative plots for Mixed items averaged
across participants and words divided by Pattern (F0-Intensity, Intensity-F0), Talker (1, 2), Mapping
(solid line indicates Talker 1: F0, Talker 2: Intensity; dashed line indicates Talker 1: Intensity, Talker
2: F0) and Predicted Response (Predicted SW in light red, Predicted WS in light blue). Points represent
individual participants and error bars represent the Standard Error. (c) Interaction effect between Pattern,
Task, and Trial Number for Control items. The proportion of SW responses is split by Task (Training,
Test) and Pattern (SW in red,WS in blue). Individual points represent proportions of SW responses aver-
aged across trials separately within each word and each participant. Superimposed lines represent the
slope predicted by the model with hued 95% confidence intervals. (d) Interaction effect between

(Continued on next page)
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Table S12 in the online supplementary material for complete model
outputs).

Control Items

The analysis of control items tested whether participants could
categorize words with one clear cue to stress with acceptable accu-
racy in both the training and test phase. Results for control items
are summarized in Figure 4(a, c, and d). Qualitative plots showing
the results for Control items divided by Talker, Pattern, and
Mapping are depicted in Figure 4a. Complete model output and
results from posthoc tests are given in Tables S9–S11 in the online
supplemental material. The model revealed a significant effect of
Pattern (β=−3.14, SE= 0.21, z=−15.00, p, .001), showing
that participants could correctly perceive the stress cues for SW
(Mean proportion of SW, respectively= 0.80, SE= 0.009; red bar
in the right plot of Figure 4d) and WS (Mean proportion of SW,
respectively= 0.22, SE= 0.01; blue bar in the right plot of
Figure 4d) patterns.
A small interaction effect between Pattern and Phase (β=−0.44,

SE= 0.15, z=−2.95, p= 0.003) was also found, suggesting a
slightly reduced Pattern effect in the test phase compared to the train-
ing phase (see the left plot in Figure 4d). Posthoc tests confirmed the
presence of a strong difference between the SW and the WS pattern
both in the training (β= 3.18, SE= 0.20, z= 15.91, p, .001) and in
the test phase (β= 3.15, SE= 0.20, z= 15.37, p, .001). Moreover,
in the training phase, participants gave slightly more SW-biased
responses for both the SW pattern (β=−0.17, SE= 0.06, z= 2.64,
p= .011) and the WS pattern (β=−0.13, SE= 0.06, z= 2.11, p
= .035). Another interaction effect between Phase and Trial
Number (β=−0.64, SE= 0.13, z=−4.95, p, .001) was found as
well as a main effect of Phase (β= 0.47, SE= 0.08, z= 5.70,
p, .001).
The model of control items further showed a significant interac-

tion effect between Pattern, Phase, and Trial Number (β=−0.95,
SE= 0.26, z= 3.68, p, .001) represented in Figure 4c. Posthoc
comparisons were performed on the slope of Trial Number compar-
ing the levels of Pattern (SW, WS) at each level of Phase (Training,
Test) and comparing the levels of Phase within each level of Pattern.
These tests revealed a significant difference in the slope of Trial
Number between the SW and WS patterns in the Training (β=
0.52, SE= 0.15, z= 3.52, p, .001) but the same test was only mar-
ginally significant during the Test phase (β= =−0.38, SE= 0.21,
z=−2.00, p= .06). During Training, while the SW pattern was sta-
ble throughout the phase (Mean slope=−0.06, SE= 0.10; red line

in the left plot of Figure 4c), the WS pattern showed a negative
slope (Mean slope=−0.58, SE= 0.10; descending blue line in the
left plot of Figure 4c). This revealed that as the training phase
went on, participants gave more WS responses to the items with a
WS pattern. Conversely, in the test phase, the opposite tendency
was found: while the SW pattern was still stable (Mean slope=
0.10, SE= 0.15; red line in the right plot of Figure 4c), showing
no differences between training and test (β= 0.16, SE= 0.18,
z=−0.90, p= .368), the WS pattern showed a positive slope
(Mean= 0.53, SE= 0.15; ascending blue line in the right plot of
Figure 4c) revealing that participants gave fewer WS responses as
the test phase went on, differently from the training phase (β=−
1.11, SE= 0.18, z= - 6.07, p, .001). No further effect reached sig-
nificance. The results of this analysis were replicated when the trials
including words that participants reported not to know prior to the
experiment were excluded (see Tables S9–S11 in the online supple-
mental material for complete model outputs and posthoc tests).

Discussion

We investigated whether listeners could adapt to between-talker
variability in lexical stress by learning to associate specific stress
cues with specific talkers. Our study showed that this was the
case: through perceptual learning, participants mapped different
cues to lexical stress to two specific talkers and used this information
to differentially categorize words with conflicting stress cues (i.e.,
mixed items) depending on this talker-cue mapping. This was
shown in our statistical model by a main effect of Predicted
Response, indicating that participants gave responses biased toward
the stress pattern category consistent with the talker-contingent cue.

Our findings are in line with previous studies showing talker-
specific perceptual learning of segmental (Eisner & McQueen,
2005; Theodore &Miller, 2010; Zhang & Holt, 2018) and supraseg-
mental information (Severijnen et al., 2021; Xie et al., 2021). The
use of only one clear cue to lexical stress by different talkers in
the training phase, which is a pattern that differs from the usual ten-
dency in Dutch, where F0 and intensity co-occur as stress cues
(Rietveld & van Heuven, 2009), pushed participants to recalibrate
the perceptual weights of suprasegmental cues in a talker-contingent
way. It is worth mentioning that these speech production patterns, in
which a given talker prioritizes one main cue (either F0, intensity, or
duration) to produce lexical stress have been found in an experiment
examining individual differences in the acoustic correlates of lexical
stress in Dutch (Severijnen et al. 2022a). That is, in Severijnen et al.
(2022a), it was shown that some talkers indeed have a strong

Pattern and Task (left plot) showing the proportion of SW responses split by Phase (Training, Test) and
Pattern (SW in red andWS in blue). The main effect of Pattern (right plot) showing the proportion of SW
responses averaged across phases and split by Pattern. (e) Interaction effect between Predicted Response
and Trial Number for Mixed items. The proportion of SW responses is split by Predicted Response
(Predicted SW in light red, Predicted WS in light blue). Individual points represent proportions of
SW responses averaged across trials separately within each word and each participant. Superimposed
lines represent the slope predicted by the model with hued 95% Confidence Intervals. (f) The main
effect of Predicted Response. The proportion of SW responses is divided by Predicted Response
(Predicted SW in light red, Predicted WS in light blue). (g) The main effect of Pattern. The proportion
of SW responses is divided by Predicted Response (F0-Intensity, Intensity-F0). SW=Strong–Weak;
WS=Weak–Strong. See the online article for the color version of this figure.

Figure 4 (Continued)
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preference for primarily using one cue among others (e.g., F0), while
other talkers may prefer using another cue (e.g., intensity). The pre-
sent study showed that listeners are able to exploit these talker-
specific patterns. More specifically, after participants learned that
Talker 1 used only intensity as a cue to stress, they increased the
weight of this cue in subsequent perception, while down-weighting
F0. This interpretation is consistent with the dimension-based statis-
tical learning account (Idemaru & Holt, 2011, 2014; Lehet & Holt,
2017; Liu & Holt, 2015; Zhang & Holt, 2018) which states that lis-
teners exploit short-term acoustic regularities to adjust the efficiency
of specific physical dimensions in signaling speech categories.
Importantly, this interpretation extends the domain of the account
to suprasegmental cues. As seen in Zhang & Holt (2018) and Xie
et al. (2021), despite acoustic cues (i.e., intensity and F0) being
equally distributed at the global level of the experiment (i.e., the
number of trials in which intensity or F0 was the main cue to stress
was identical), participants managed to track the regularities of both
cues at the same time in a talker-contingent way, separating them
into distinct distributions. In our experiment, this talker-contingent
cue tracking may have been supported by other acoustic talker differ-
ences (e.g., segmental pronunciation idiosyncrasies) in the carrier
sentences and/or target words themselves, the visual talker cues (dif-
ferent cartoon images), or both (cf., Zhang & Holt, 2018).
In linewith the dimension-based learning approach, it appears that

listeners built talker-contingent weight sets based on the cue distri-
butions picked up in the training phase, in which unambiguous
words were presented. However, as illustrated by the results in the
test phase, these cue weights did not remain fixed after the training
phase, but were readjusted during the test phase. That is, even though
the interaction between Predicted Response and Trial was only mar-
ginally significant, the difference between Predicted SW and
Predicted WS responses seemed to be gradually attenuated, at least
numerically, as the test phase went on (see Figure 4e). It is possible
that the presence of mixed items weakly altered the talker-specific
cue distributions as they provided two conflicting cues to stress.
Previous studies have shown significant and more robust “unlearn-
ing” effects for talker-specific segmental information (Kraljic &
Samuel, 2005), prosodic information (Kurumada et al., 2014), and
most importantly for lexical stress (Severijnen et al., 2021). All
these studies showed that providing new talker-specific information
at test, which may have been fully or partially incompatible with that
presented during the training phase, encouraged further updating of
previously acquired talker-specific perceptual weights.
It is important to mention that, despite extensive piloting, the

mixed stimuli were still characterized by a perceptual imbalance.
Specifically, the effect of Pattern in the mixed stimuli analysis
showed that when F0 and Intensity appear as conflicting cues to lex-
ical stress in mixed items, F0 seems to have more weight in general
than Intensity in driving categorization responses. This result is also
in line with one of the pilot studies. On the one hand, this effect is
consistent with the cue hierarchy in Dutch (Rietveld & van
Heuven, 2009) for which, in words in an accented position, F0 is
thought to be a stronger cue to lexical stress than intensity. On the
other hand, the presence of this effect highlights the difficulty to
obtain completely balanced multidimensional stimuli. Either way,
the presence of this imbalance does not invalidate the effect of the
Predicted Response. That is, during the test phase, participants in
both groups responded to acoustically identical mixed items, so
any imbalance in the stimuli was present for both groups. The

only difference between the two groups was the talker-cue mapping
that they learned during training.

Another important consideration concerns the variability between
items in the stimulus pilots. That is, while we managed to select an
SW-token and a WS-token for all items, there was considerable var-
iability in the quality of the continua (i.e., some items showed a clear
perceptual switch while others were less so). Moreover, the pilots
were conducted on a different participant sample than the main
experiment, which might raise the question of whether a new partic-
ipant samplewould perceive the items in a similar manner. However,
responses on the control items in training and test confirmed that the
new participant sample correctly perceived the intended stress pat-
tern in those items. Nevertheless, the fact that we observed the talker-
specific learning effect regardless of the between-item variability
(which we took into account with by-Item random intercepts and
slopes in our models), speaks to the robustness of the learning effect.
More specifically, it illustrates that it is not just a learningmechanism
that listeners can use in an experimental setting with perfectly
balanced stimuli, but that listeners can abstract away from the vari-
ability and extract the information that is important in dealing with
the between-talker variability in the experiment.

The results of the present study are well explained by speech per-
ception models that include a belief-updating mechanism
(Kleinschmidt & Jaeger, 2015; Norris et al., 2016; Norris &
McQueen, 2008) that allows listeners to recalibrate perception in a
talker-specific way. These kinds of models address the variability
problem by describing speech perception as a probabilistic process.
In these models, listeners behave not only as optimal recognizers
(Norris &McQueen, 2008) that use all their prior and present knowl-
edge to understand speech, but also as ideal adapters (Kleinschmidt
& Jaeger, 2015), able to recalibrate their prior knowledge to opti-
mize recognition in future situations. Considering these two notions,
listeners appear to have prior beliefs about the statistical distributions
of phonetic cues in speech built through a lifetime’s experience. In
our specific case, we can think about prior experience as pertaining
to the canonical distribution of stress cues in Dutch. Listeners can
then learn the talker-specific cue distributions of novel talkers they
have not encountered before and update their prior beliefs about
the general distribution of cues by exploiting the structured variabil-
ity (e.g., the consistent use of one or more cues to stress) in the utter-
ances these novel talkers produce. The belief-updating feature of
these frameworks relies on the need of listeners to update their
prior knowledge. In other words, if the encountered lexical
stress pattern differs from listeners’ prior beliefs (e.g., containing
noncanonical cue distributions), they should be pushed to change
their knowledge about stress cues by recalibrating perceptual
weights toward more optimal word recognition. Interestingly,
belief-updating models were developed to explain results from stud-
ies exploring adaptation to segmental information. Our results indi-
cate that these models are also appropriate to explain how listeners
adapt to suprasegmental information and hence deal with supraseg-
mental variability in a talker-specific way.

Note that the talker-specific perceptual learning in the present
study occurred in the absence of any particular perceptual need
imposed by the experimental design of the training phase. That is,
the present study did not employ particularly ambiguous items in
training that, unlike in the classical perceptual learning paradigm
(Norris et al. 2003), guide recalibration. This might suggest that it
is not necessary to have ambiguous items in the training phase for
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listeners to adapt. Instead, the mismatch between the cue distribu-
tions of the talkers in the experiment and participants’ expectations
about those distributions (picked up through previous experience
with Dutch male talkers) is enough to guide recalibration. This is
in line with the Ideal Adapter Framework (Kleinschmidt & Jaeger,
2015), which predicts that listeners need to adapt when new situa-
tions deviate from previous experiences.
The present study extends the findings of a similar study

(Severijnen et al., 2021), and answers four open questions. First,
does talker-specific learning of prosodic cues also have conse-
quences for perception of the intended word, or does it only slow
down perception, as observed by Severijnen et al. (2021)? The pre-
sent study illustrated that talker-specific learning of prosodic cues
indeed affects which word is perceived. This has important implica-
tions for speech perception, as it shows that perceptual learning can
be used to reduce the risk of miscommunication by helping listeners
to navigate their way through different prosodic realizations across
talkers. Second, can the behavioral finding in Severijnen et al.
(2021) be replicated, given that even though the behavioral results
illustrated perceptual learning of prosodic cues, there was no modu-
lation of the N200, an ERP related to acoustic–phonetic processing
(Connolly & Phillips, 1994)? The present study provided converg-
ing behavioral evidence, using a different behavioral measure, for
talker-specific perceptual learning of lexical stress, strengthening
the robustness of the effect found in Severijnen et al. (2021).
Third, do listeners apply the same learning mechanisms when acous-
tically richer test stimuli are used? Results illustrated that talker-
specific learning was not impeded by the use of stimuli with two
acoustic cues in opposing directions, suggesting that listeners can
apply talker-specific learning to richer, more complex stimuli.
Fourth, are the same learning mechanisms at work with existing
words, compared to nonwords in Severijnen et al. (2021)? The pre-
sent study showed that talker-specific learning can also be applied to
existing words, illustrating that talker-specific learning is a mecha-
nism that can exploit short-term regularities and supersede long-term
information about previously known words.
It would be interesting to know whether talker-specific perceptual

learning of suprasegmental cues generalizes to previously unheard
words (i.e., test words that are not included in the training stimuli)
as seen in previous work on segmental information (McQueen et
al., 2006). This kind of generalization is considered an index of a
prelexical abstraction process through which adjustments of percep-
tual weights based on training to ambiguous words can then be used
to recognize other words (McQueen et al., 2006). It is incompatible
with strictly episodic accounts of word recognition which postulate
that listeners store only detailed acoustic instances of heard words
(Goldinger, 1998). Sulpizio and McQueen (2012) showed that lis-
teners form abstract representations of lexical stress and recently
Bosker (2022) provided evidence for generalization of perceptual
learning of lexical stress cues to new words. Our design, however,
did not test for generalization because the same lexical items were
used in the training and test phases. Nevertheless, our results do pro-
vide some indications of generalization of the learning process
across word episodes, as mixed stimuli were not encountered during
training. In this regard, it is important to recall that there were phys-
ical differences between the control and mixed items. Mixed items
were not synthesized by directly splicing syllables of control items
together (e.g., one intensity-driven strong syllable and one pitch-
driven weak syllable). In fact, physical levels of intensity and

pitch in control items were drawn from different steps of the pilot-
tested continua with respect to the mixed items. This was done to
raise the level of ambiguity of mixed items for which less-extreme
steps (i.e., less SW or WS) were used relative to those used to
make the control items. Second, while control items had one clear
cue to stress (e.g., intensity or F0) and two other cues set to ambig-
uous levels (e.g., F0 and duration or intensity and duration), mixed
items had two conflicting cues to stress and only one ambiguous
cue (i.e., duration). Thus, at the test, participants were presented
with words that were physically different from the ones they heard
in training in which additional conflicting cues were present. If par-
ticipants were to learn episodic instances of stressed words in the
training phase without extracting talker-specific cue weights, they
would not have shown differences between the Predicted SW and
the Predicted WS patterns. Further research is required to explicitly
test for generalization across words, but if the hints of its occurrence
in the present study were to hold up, it would suggest that the
observed learning effects reflect the uptake of abstract information
about how talkers speak.

In sum, we showed that listeners can learn how two specific talk-
ers signal lexical stress and apply that learning in recognizing subse-
quent tokens spoken by the same talkers. These results fit well with
Bayesian models that predict that listeners can adjust their prior
beliefs about phonetic cues on the basis of short-term regularities.
Importantly, while such models have been developed to explain
how listeners deal with segmental variability, the present study sug-
gests that they can also account for the way in which listeners deal
with suprasegmental variability.

References

Adank, P., van Hout, R., & Smits, R. (2004). An acoustic description of the
vowels of Northern and Southern Standard Dutch. The Journal of the
Acoustical Society of America, 116(3), 1729–1738. https://doi.org/10
.1121/1.1779271

Adank, P., van Hout, R., & van de Velde, H. (2007). An acoustic description
of the vowels of Northern and Southern Standard Dutch II: Regional vari-
eties. The Journal of the Acoustical Society of America, 121(2), 1130–
1141. https://doi.org/10.1121/1.2409492

Allen, J. S., Miller, J. L., & DeSteno, D. (2003). Individual talker differences
in voice-onset-time. The Journal of the Acoustical Society of America,
113(1), 544–552. https://doi.org/10.1121/1.1528172

Baayen, R. H., Piepenbrock, R., & Gulikers, L. (1996). The CELEX lexical
database (CD-ROM). https://hdl.handle.net/21.11116/0000-0001-91EF-E

Bates, D., Kliegl, R., Vasishth, S., & Baayen, H. (2015). Parsimonious mixed
models. ArXiv. http://arxiv.org/abs/1506.04967

Boersma, P., & Weenink, D. (2019). Praat: Doing phonetics by computer
(6.065) [Computer software]. https://www.praat.org

Bosker, H. R. (2022). Evidence for selective adaptation and recalibration in
the perception of lexical stress. Language and Speech, 65(2), 472–490.
https://doi.org/10.1177/00238309211030307

Bosker, H. R., Sjerps, M. J., & Reinisch, E. (2020). Temporal contrast effects
in human speech perception are immune to selective attention. Scientific
Reports, 10(1), Article 5607. https://doi.org/10.1038/s41598-020-62613-
8

Brunellière, A., & Soto-Faraco, S. (2013). The speakers’ accent shapes the
listeners’ phonological predictions during speech perception. Brain and
Language, 125(1), 82–93. https://doi.org/10.1016/j.bandl.2013.01.007

Clopper, C. G., & Smiljanic, R. (2011). Effects of gender and regional dialect
on prosodic patterns in American English. Journal of Phonetics, 39(2),
237–245. https://doi.org/10.1016/j.wocn.2011.02.006

TALKER-SPECIFIC LEARNING OF LEXICAL STRESS 563

T
hi
s
do
cu
m
en
ti
s
co
py
ri
gh
te
d
by

th
e
A
m
er
ic
an

P
sy
ch
ol
og
ic
al
A
ss
oc
ia
tio

n
or

on
e
of

its
al
lie
d
pu
bl
is
he
rs
.

T
hi
s
ar
tic
le
is
in
te
nd
ed

so
le
ly

fo
r
th
e
pe
rs
on
al
us
e
of

th
e
in
di
vi
du
al
us
er

an
d
is
no
t
to

be
di
ss
em

in
at
ed

br
oa
dl
y.

https://doi.org/10.1121/1.1779271
https://doi.org/10.1121/1.1779271
https://doi.org/10.1121/1.1779271
https://doi.org/10.1121/1.2409492
https://doi.org/10.1121/1.2409492
https://doi.org/10.1121/1.2409492
https://doi.org/10.1121/1.1528172
https://doi.org/10.1121/1.1528172
https://doi.org/10.1121/1.1528172
http://arxiv.org/abs/1506.04967
http://arxiv.org/abs/1506.04967
http://arxiv.org/abs/1506.04967
http://arxiv.org/abs/1506.04967
https://www.praat.org
https://www.praat.org
https://www.praat.org
https://doi.org/10.1177/00238309211030307
https://doi.org/10.1177/00238309211030307
https://doi.org/10.1038/s41598-020-62613-8
https://doi.org/10.1038/s41598-020-62613-8
https://doi.org/10.1038/s41598-020-62613-8
https://doi.org/10.1016/j.bandl.2013.01.007
https://doi.org/10.1016/j.bandl.2013.01.007
https://doi.org/10.1016/j.bandl.2013.01.007
https://doi.org/10.1016/j.bandl.2013.01.007
https://doi.org/10.1016/j.bandl.2013.01.007
https://doi.org/10.1016/j.bandl.2013.01.007
https://doi.org/10.1016/j.wocn.2011.02.006
https://doi.org/10.1016/j.wocn.2011.02.006
https://doi.org/10.1016/j.wocn.2011.02.006
https://doi.org/10.1016/j.wocn.2011.02.006
https://doi.org/10.1016/j.wocn.2011.02.006
https://doi.org/10.1016/j.wocn.2011.02.006


Connolly, J. F., & Phillips, N. A. (1994). Event-related potential components
reflect phonological and semantic processing of the terminal word of spo-
ken sentences. Journal of Cognitive Neuroscience, 6(3), 256–266. https://
doi.org/10.1162/jocn.1994.6.3.256

Cutler, A. (1986). Forbear is a homophone: Lexical prosody does not con-
strain lexical access. Language and Speech, 29(3), 201–220. https://
doi.org/10.1177/002383098602900302

Cutler, A., & Pasveer, D. (2006,May 2–5). Explaining cross-linguistic differ-
ences in effects of lexical stress on spoken-word recognition. In R
Hoffman., & H. Mixdorff (Eds.), Proceedings of the Third International
Conference on Speech Prosody. Dresden, Germany (Paper number 250).
https://hdl.handle.net/11858/00-001M-0000-0013-1DBB-6

Cutler, A., & Van Donselaar, W. (2001). Voornaam is not (really) a homo-
phone: Lexical prosody and lexical access in Dutch. Language and
Speech, 44(2), 171–195. https://doi.org/10.1177/00238309010440020301

Eisner, F., &McQueen, J. M. (2005). The specificity of perceptual learning in
speech processing. Perception & Psychophysics, 67(2), 224–238. https://
doi.org/10.3758/BF03206487

Eriksson, A., Barbosa, P., & Åkesson, J. (2013, August 25–29). The acous-
tics of word stress in Swedish: A function of stress level, speaking style and
word accent. In Bimbot, F. (Eds),Proceedings of the Annual Conference of
the International Speech Communication Association, Lyon, France (pp.
778–782). International Speech Communication Association (ISCA).

Eriksson, A., Bertinetto, P. M., Heldner, M., Nodari, R., & Lenoci, G. (2016,
September 8–12). The acoustics of lexical stress in Italian as a function of
stress level and speaking style. In Morgan N. (Eds.), Interspeech 2016,
San Francisco, CA, USA(pp. 1059–1063). International Speech
Communication Association (ISCA). https://doi.org/10.21437/Interspeech
.2016-348

Eriksson, A., & Heldner, M. (2015, September 6–10). The acoustics of word
stress in English as a function of stress level and speaking style. In Möller
S. (Eds.), Proceedings of Interspeech, Stockholm, Sweden (pp. 41–45).
International Speech Communication Association (ISCA). https://
doi.org/10.21437/Interspeech.2015-9

Goldinger, S. D. (1998). Echoes of echoes? An episodic theory of lexical
access. Psychological Review, 105(2), Article 251. https://doi.org/10
.1037/0033-295X.105.2.251

Haan, J., & Van Heuven, V. (1999, August 1–7). Male vs. female pitch range
in Dutch questions. In J.J. Ohala, Y. Hasegawa, M. Ohala, D. Granville, &
A.C. Bailey (Eds.), Proceedings of the 14th International Congress of
Phonetic Sciences, San Francisco, CA, USA (pp. 1581–1584).
University of California.

Hillenbrand, J., Getty, L. A., Clark, M. J., & Wheeler, K. (1995). Acoustic
characteristics of American English vowels. The Journal of the
Acoustical Society of America, 97(5), 3099–3111. https://doi.org/10
.1121/1.411872

Idemaru, K., & Holt, L. L. (2011). Word recognition reflects dimension-
based statistical learning. Journal of Experimental Psychology: Human
Perception and Performance, 37(6), 1939–1956. https://doi.org/10
.1037/a0025641

Idemaru, K., & Holt, L. L. (2014). Specificity of dimension-based statistical
learning in word recognition. Journal of Experimental Psychology:
Human Perception and Performance, 40(3), 1009–1021. https://doi.org/
10.1037/a0035269

Jesse, A., Poellmann, K., & Kong, Y.-Y. (2017). English listeners use supra-
segmental cues to lexical stress early during spoken-word recognition.
Journal of Speech, Language, and Hearing Research, 60(1), 190–198.
https://doi.org/10.1044/2016_JSLHR-H-15-0340

Kang, K.-H. (2013). F0 perturbation as a perceptual cue to stop distinction in
Busan and Seoul dialects of Korean. Phonetics and Speech Sciences, 5(4),
137–143. https://doi.org/10.13064/KSSS.2013.5.4.137

Kazak, A. E. (2018). Editorial: Journal article reporting standards. American
Psychologist, 73(1), 1–2. https://doi.org/10.1037/amp0000263

Kisler, T., Reichel, U., & Schiel, F. (2017).Multilingual processing of speech
via web services. Computer Speech & Language, 45, 326–347. https://
doi.org/10.1016/j.csl.2017.01.005

Kleinschmidt, D. F., & Jaeger, T. F. (2015). Robust speech perception:
Recognize the familiar, generalize to the similar, and adapt to the novel.
Psychological Review, 122(2), 148–203. https://doi.org/10.1037/
a0038695

Kraljic, T., & Samuel, A. G. (2005). Perceptual learning for speech: Is there a
return to normal? Cognitive Psychology, 51(2), 141–178. https://doi.org/
10.1016/j.cogpsych.2005.05.001

Kraljic, T., & Samuel, A. G. (2007). Perceptual adjustments to multiple
speakers. Journal of Memory and Language, 56(1), 1–15. https://
doi.org/10.1016/j.jml.2006.07.010

Kumle, L., Võ, M. L.-H., & Draschkow, D. (2021). Estimating power in
(generalized) linear mixed models: An open introduction and tutorial in
R. Behavior Research Methods, 53(6), 2528–2543. https://doi.org/10
.3758/s13428-021-01546-0

Kurumada, C., Brown, M., Bibyk, S., Pontillo, D., & Tanenhaus, M. (2014,
July 23–26). Rapid adaptation in online pragmatic interpretation of con-
trastive prosody. In P. Bello, M. McShane, & B. Scassellati (Eds.),
Proceedings of the 36th Annual Meeting of the Cognitive Science
Society, Quebec City, Canada (pp. 791–796). Cognitive Science Society.

Kuznetsova, A., Brockhoff, P. B., & Christensen, R. H. B. (2017). Lmertest
package: Tests in linear mixed effects models. Journal of Statistical
Software, 82(13). https://doi.org/10.18637/jss.v082.i13

Lehet, M., & Holt, L. L. (2017). Dimension-based statistical learning affects
both speech perception and production. Cognitive Science, 41(Suppl 4),
885–912. https://doi.org/10.1111/cogs.12413

Lehet, M., & Holt, L. L. (2020). Nevertheless, it persists: Dimension-based
statistical learning and normalization of speech impact different levels of
perceptual processing. Cognition, 202, Article 104328. https://doi.org/10
.1016/j.cognition.2020.104328

Lenth, R., Singmann, H., Love, J., Buerkner, P., & Herve, M. (2018).
Emmeans: Estimated marginal means, aka least-squares means. R
Package Version, 1(1), 3. https://CRAN.R-project.org/package=emmeans

Lisker, L. (1986). “Voicing” in English: A catalogue of acoustic features sig-
naling /b/ versus /p/ in Trochees. Language and Speech, 29(1), 3–11.
https://doi.org/10.1177/002383098602900102

Lisker, L., & Abramson, A. S. (1964). A cross-language study of voicing in
initial stops: Acoustical measurements. WORD, 20(3), 384–422. https://
doi.org/10.1080/00437956.1964.11659830

Liu, R., & Holt, L. L. (2015). Dimension-based statistical learning of vowels.
Journal of Experimental Psychology: Human Perception and
Performance, 41(6), 1783–1798. https://doi.org/10.1037/xhp0000092

McQueen, J. M., Cutler, A., & Norris, D. (2006). Phonological abstraction in
the mental lexicon. Cognitive Science, 30(6), 1113–1126. https://doi.org/
10.1207/s15516709cog0000_79

Milne, A. E., Bianco, R., Poole, K. C., Zhao, S., Oxenham, A. J., Billig, A. J.,
& Chait, M.. (2021). An online headphone screening test based on dichotic
pitch. Behavior Research Methods, 53(4), 1551–1562. https://doi.org/10
.3758/s13428-020-01514-0

Norris, D., & McQueen, J. M. (2008). Shortlist B: A Bayesian model of con-
tinuous speech recognition. Psychological Review, 115(2), 357–395.
https://doi.org/10.1037/0033-295X.115.2.357

Norris, D., McQueen, J. M., & Cutler, A. (2003). Perceptual learning in
speech. Cognitive Psychology, 47(2), 204–238. https://doi.org/10.1016/
S0010-0285(03)00006-9

Norris, D., McQueen, J. M., & Cutler, A. (2016). Prediction, Bayesian infer-
ence and feedback in speech recognition. Language, Cognition and
Neuroscience, 31(1), 4–18. https://doi.org/10.1080/23273798.2015
.1081703

Quené, H. (2008). Multilevel modeling of between-speaker and
within-speaker variation in spontaneous speech tempo. The Journal of

SEVERIJNEN, DI DONA, BOSKER, AND MCQUEEN564

T
hi
s
do
cu
m
en
ti
s
co
py
ri
gh
te
d
by

th
e
A
m
er
ic
an

P
sy
ch
ol
og
ic
al
A
ss
oc
ia
tio

n
or

on
e
of

its
al
lie
d
pu
bl
is
he
rs
.

T
hi
s
ar
tic
le
is
in
te
nd
ed

so
le
ly

fo
r
th
e
pe
rs
on
al
us
e
of

th
e
in
di
vi
du
al
us
er

an
d
is
no
t
to

be
di
ss
em

in
at
ed

br
oa
dl
y.

https://doi.org/10.1162/jocn.1994.6.3.256
https://doi.org/10.1162/jocn.1994.6.3.256
https://doi.org/10.1162/jocn.1994.6.3.256
https://doi.org/10.1162/jocn.1994.6.3.256
https://doi.org/10.1162/jocn.1994.6.3.256
https://doi.org/10.1162/jocn.1994.6.3.256
https://doi.org/10.1162/jocn.1994.6.3.256
https://doi.org/10.1177/002383098602900302
https://doi.org/10.1177/002383098602900302
https://doi.org/10.1177/002383098602900302
https://hdl.handle.net/11858/00-001M-0000-0013-1DBB-6
https://hdl.handle.net/11858/00-001M-0000-0013-1DBB-6
https://hdl.handle.net/11858/00-001M-0000-0013-1DBB-6
https://doi.org/10.1177/00238309010440020301
https://doi.org/10.1177/00238309010440020301
https://doi.org/10.3758/BF03206487
https://doi.org/10.3758/BF03206487
https://doi.org/10.3758/BF03206487
https://doi.org/10.21437/Interspeech.2016-348
https://doi.org/10.21437/Interspeech.2016-348
https://doi.org/10.21437/Interspeech.2016-348
https://doi.org/10.21437/Interspeech.2015-9
https://doi.org/10.21437/Interspeech.2015-9
https://doi.org/10.21437/Interspeech.2015-9
https://doi.org/10.21437/Interspeech.2015-9
https://doi.org/10.1037/0033-295X.105.2.251
https://doi.org/10.1037/0033-295X.105.2.251
https://doi.org/10.1037/0033-295X.105.2.251
https://doi.org/10.1037/0033-295X.105.2.251
https://doi.org/10.1037/0033-295X.105.2.251
https://doi.org/10.1121/1.411872
https://doi.org/10.1121/1.411872
https://doi.org/10.1121/1.411872
https://doi.org/10.1037/a0025641
https://doi.org/10.1037/a0025641
https://doi.org/10.1037/a0035269
https://doi.org/10.1037/a0035269
https://doi.org/10.1037/a0035269
https://doi.org/10.1044/2016_JSLHR-H-15-0340
https://doi.org/10.1044/2016_JSLHR-H-15-0340
https://doi.org/10.13064/KSSS.2013.5.4.137
https://doi.org/10.13064/KSSS.2013.5.4.137
https://doi.org/10.13064/KSSS.2013.5.4.137
https://doi.org/10.13064/KSSS.2013.5.4.137
https://doi.org/10.13064/KSSS.2013.5.4.137
https://doi.org/10.13064/KSSS.2013.5.4.137
https://doi.org/10.1037/amp0000263
https://doi.org/10.1037/amp0000263
https://doi.org/10.1016/j.csl.2017.01.005
https://doi.org/10.1016/j.csl.2017.01.005
https://doi.org/10.1016/j.csl.2017.01.005
https://doi.org/10.1016/j.csl.2017.01.005
https://doi.org/10.1016/j.csl.2017.01.005
https://doi.org/10.1016/j.csl.2017.01.005
https://doi.org/10.1016/j.csl.2017.01.005
https://doi.org/10.1037/a0038695
https://doi.org/10.1037/a0038695
https://doi.org/10.1037/a0038695
https://doi.org/10.1016/j.cogpsych.2005.05.001
https://doi.org/10.1016/j.cogpsych.2005.05.001
https://doi.org/10.1016/j.cogpsych.2005.05.001
https://doi.org/10.1016/j.cogpsych.2005.05.001
https://doi.org/10.1016/j.cogpsych.2005.05.001
https://doi.org/10.1016/j.cogpsych.2005.05.001
https://doi.org/10.1016/j.cogpsych.2005.05.001
https://doi.org/10.1016/j.jml.2006.07.010
https://doi.org/10.1016/j.jml.2006.07.010
https://doi.org/10.1016/j.jml.2006.07.010
https://doi.org/10.1016/j.jml.2006.07.010
https://doi.org/10.1016/j.jml.2006.07.010
https://doi.org/10.1016/j.jml.2006.07.010
https://doi.org/10.1016/j.jml.2006.07.010
https://doi.org/10.3758/s13428-021-01546-0
https://doi.org/10.3758/s13428-021-01546-0
https://doi.org/10.18637/jss.v082.i13
https://doi.org/10.18637/jss.v082.i13
https://doi.org/10.18637/jss.v082.i13
https://doi.org/10.18637/jss.v082.i13
https://doi.org/10.1111/cogs.12413
https://doi.org/10.1111/cogs.12413
https://doi.org/10.1111/cogs.12413
https://doi.org/10.1016/j.cognition.2020.104328
https://doi.org/10.1016/j.cognition.2020.104328
https://doi.org/10.1016/j.cognition.2020.104328
https://doi.org/10.1016/j.cognition.2020.104328
https://doi.org/10.1016/j.cognition.2020.104328
https://CRAN.R-project.org/package=emmeans
https://CRAN.R-project.org/package=emmeans
https://CRAN.R-project.org/package=emmeans
https://doi.org/10.1177/002383098602900102
https://doi.org/10.1177/002383098602900102
https://doi.org/10.1080/00437956.1964.11659830
https://doi.org/10.1080/00437956.1964.11659830
https://doi.org/10.1080/00437956.1964.11659830
https://doi.org/10.1080/00437956.1964.11659830
https://doi.org/10.1080/00437956.1964.11659830
https://doi.org/10.1037/xhp0000092
https://doi.org/10.1037/xhp0000092
https://doi.org/10.1207/s15516709cog0000_79
https://doi.org/10.1207/s15516709cog0000_79
https://doi.org/10.1207/s15516709cog0000_79
https://doi.org/10.3758/s13428-020-01514-0
https://doi.org/10.3758/s13428-020-01514-0
https://doi.org/10.1037/0033-295X.115.2.357
https://doi.org/10.1037/0033-295X.115.2.357
https://doi.org/10.1037/0033-295X.115.2.357
https://doi.org/10.1037/0033-295X.115.2.357
https://doi.org/10.1037/0033-295X.115.2.357
https://doi.org/10.1016/S0010-0285(03)00006-9
https://doi.org/10.1016/S0010-0285(03)00006-9
https://doi.org/10.1016/S0010-0285(03)00006-9
https://doi.org/10.1080/23273798.2015.1081703
https://doi.org/10.1080/23273798.2015.1081703
https://doi.org/10.1080/23273798.2015.1081703
https://doi.org/10.1080/23273798.2015.1081703


the Acoustical Society of America, 123(2), 1104–1113. https://doi.org/10
.1121/1.2821762

R Core Team. (2020). R: A language and environment for statistical com-
puting. R Foundation for Statistical Computing. https://www.R-project
.org/

Reinisch, E. (2016). Natural fast speech is perceived as faster than linearly
time-compressed speech. Attention, Perception, & Psychophysics, 78(4),
1203–1217. https://doi.org/10.3758/s13414-016-1067-x

Reinisch, E., Jesse, A., & McQueen, J. M. (2010). Early use of phonetic
information in spoken word recognition: Lexical stress drives eye move-
ments immediately. The Quarterly Journal of Experimental Psychology,
63(4), 772–783. https://doi.org/10.1080/17470210903104412

Rietveld, T., & van Heuven, V. J. (2009). Algemene Fonetiek (3e geheel her-
ziene druk). Coutinho.

Schertz, J., Cho, T., Lotto, A., &Warner, N. (2015). Individual differences in
phonetic cue use in production and perception of a non-native sound con-
trast. Journal of Phonetics, 52, 183–204. https://doi.org/10.1016/j.wocn
.2015.07.003

Schertz, J., & Clare, E. J. (2020). Phonetic cue weighting in perception and
production. WIRES Cognitive Science, 11(2), Article e1521. https://
doi.org/10.1002/wcs.1521

Severijnen, G., Bosker, H. R., & McQueen, J. M. (2022a, June 22–25). How
do “VOORnaam” and “voorNAAM” differ between talkers? A corpus
analysis of individual talker differences in lexical stress in Dutch [poster].
In The 18th Conference on Laboratory Phonology (LabPhon 18) [Online
Conference].

Severijnen, G. G. A., Bosker, H. R., &McQueen, J. M. (2022b, May 23–26).
Acoustic correlates of Dutch lexical stress re-examined: Spectral tilt is not
always more reliable than intensity. In S. Frota, & M. Vigário
(Eds.), Proceedings of the 11th International Conference on Speech
Prosody, Lisbon, Portugal (pp.278–282). Speech Prosody Special
Interest Group (SProSIG).

Severijnen, G.G.A., Di Dona, G., Bosker, H.R., McQueen, J.M. (2022).
Tracking talker—Specific cues to lexical stress: Evidence from perceptual
learning. https://osf.io/dczx9

Severijnen, G. G. A., Bosker, H. R., Piai, V., & McQueen, J. M. (2021).
Listeners track talker-specific prosody to deal with talker-variability.
Brain Research, 1769, Article 147605. https://doi.org/10.1016/j.brainres
.2021.147605

Sjerps, M. J., Mitterer, H., & McQueen, J. M. (2011). Listening to different
speakers: On the time-course of perceptual compensation for vocal-tract
characteristics. Neuropsychologia, 49(14), 3831–3846. https://doi.org/10
.1016/j.neuropsychologia.2011.09.044

Sjerps, M. J., & Reinisch, E. (2015). Divide and conquer: How perceptual
contrast sensitivity and perceptual learning cooperate in reducing input
variation in speech perception. Journal of Experimental Psychology:
Human Perception and Performance, 41(3), 710–722. https://doi.org/10
.1037/a0039028

Sluijter, A. M. C., & van Heuven, V. J. (1996). Spectral balance as an acous-
tic correlate of linguistic stress. The Journal of the Acoustical Society of
America, 100(4), 2471–2485. https://doi.org/10.1121/1.417955

Sulpizio, S., & McQueen, J. M. (2012). Italians use abstract knowledge
about lexical stress during spoken-word recognition. Journal of
Memory and Language, 66(1), 177–193. https://doi.org/10.1016/j.jml
.2011.08.001

Theodore, R. M., &Miller, J. L. (2010). Characteristics of listener sensitivity
to talker-specific phonetic detail. The Journal of the Acoustical Society of
America, 128(4), 2090–2099. https://doi.org/10.1121/1.3467771

Theodore, R. M., Miller, J. L., & DeSteno, D. (2009). Individual talker dif-
ferences in voice-onset-time: Contextual influences. The Journal of the
Acoustical Society of America, 125(6), 3974–3982. https://doi.org/10
.1121/1.3106131

van Bergem, D. R. (1993). Acoustic vowel reduction as a function of sen-
tence accent, word stress, and word class. Speech Communication,
12(1), 1–23. https://doi.org/10.1016/0167-6393(93)90015-D

Van Berkum, J. J. A., Brown, C. M., Zwitserlood, P., Kooijman, V., &
Hagoort, P. (2005). Anticipating upcoming words in discourse:
Evidence from ERPs and reading times. Journal of Experimental
Psychology: Learning, Memory, and Cognition, 31(3), 443–467. https://
doi.org/10.1037/0278-7393.31.3.443

Woods, K. J. P., Siegel, M. H., Traer, J., & McDermott, J. H. (2017).
Headphone screening to facilitate web-based auditory experiments.
Attention, Perception, & Psychophysics, 79(7), 2064–2072. https://
doi.org/10.3758/s13414-017-1361-2

Xie, X., Buxó-Lugo, A., & Kurumada, C. (2021). Encoding and decoding of
meaning through structured variability in intonational speech prosody.
Cognition, 211, Article 104619. https://doi.org/10.1016/j.cognition.2021
.104619

Zhang, X., & Holt, L. L. (2018). Simultaneous tracking of coevolving distri-
butional regularities in speech. Journal of Experimental Psychology:
Human Perception and Performance, 44(11), 1760–1779. https://
doi.org/10.1037/xhp0000569

Received March 7, 2022
Revision received October 14, 2022

Accepted December 9, 2022 ▪

TALKER-SPECIFIC LEARNING OF LEXICAL STRESS 565

T
hi
s
do
cu
m
en
ti
s
co
py
ri
gh
te
d
by

th
e
A
m
er
ic
an

P
sy
ch
ol
og
ic
al
A
ss
oc
ia
tio

n
or

on
e
of

its
al
lie
d
pu
bl
is
he
rs
.

T
hi
s
ar
tic
le
is
in
te
nd
ed

so
le
ly

fo
r
th
e
pe
rs
on
al
us
e
of

th
e
in
di
vi
du
al
us
er

an
d
is
no
t
to

be
di
ss
em

in
at
ed

br
oa
dl
y.

https://doi.org/10.1121/1.2821762
https://doi.org/10.1121/1.2821762
https://doi.org/10.1121/1.2821762
https://www.R-project.org/
https://www.R-project.org/
https://www.R-project.org/
https://www.R-project.org/
https://doi.org/10.3758/s13414-016-1067-x
https://doi.org/10.3758/s13414-016-1067-x
https://doi.org/10.1080/17470210903104412
https://doi.org/10.1080/17470210903104412
https://doi.org/10.1016/j.wocn.2015.07.003
https://doi.org/10.1016/j.wocn.2015.07.003
https://doi.org/10.1016/j.wocn.2015.07.003
https://doi.org/10.1016/j.wocn.2015.07.003
https://doi.org/10.1016/j.wocn.2015.07.003
https://doi.org/10.1016/j.wocn.2015.07.003
https://doi.org/10.1002/wcs.1521
https://doi.org/10.1002/wcs.1521
https://doi.org/10.1002/wcs.1521
https://doi.org/10.1002/wcs.1521
https://osf.io/dczx9
https://osf.io/dczx9
https://osf.io/dczx9
https://doi.org/10.1016/j.brainres.2021.147605
https://doi.org/10.1016/j.brainres.2021.147605
https://doi.org/10.1016/j.brainres.2021.147605
https://doi.org/10.1016/j.brainres.2021.147605
https://doi.org/10.1016/j.brainres.2021.147605
https://doi.org/10.1016/j.neuropsychologia.2011.09.044
https://doi.org/10.1016/j.neuropsychologia.2011.09.044
https://doi.org/10.1016/j.neuropsychologia.2011.09.044
https://doi.org/10.1016/j.neuropsychologia.2011.09.044
https://doi.org/10.1016/j.neuropsychologia.2011.09.044
https://doi.org/10.1016/j.neuropsychologia.2011.09.044
https://doi.org/10.1037/a0039028
https://doi.org/10.1037/a0039028
https://doi.org/10.1121/1.417955
https://doi.org/10.1121/1.417955
https://doi.org/10.1121/1.417955
https://doi.org/10.1016/j.jml.2011.08.001
https://doi.org/10.1016/j.jml.2011.08.001
https://doi.org/10.1016/j.jml.2011.08.001
https://doi.org/10.1016/j.jml.2011.08.001
https://doi.org/10.1016/j.jml.2011.08.001
https://doi.org/10.1016/j.jml.2011.08.001
https://doi.org/10.1121/1.3467771
https://doi.org/10.1121/1.3467771
https://doi.org/10.1121/1.3467771
https://doi.org/10.1121/1.3106131
https://doi.org/10.1121/1.3106131
https://doi.org/10.1121/1.3106131
https://doi.org/10.1016/0167-6393(93)90015-D
https://doi.org/10.1016/0167-6393(93)90015-D
https://doi.org/10.1037/0278-7393.31.3.443
https://doi.org/10.1037/0278-7393.31.3.443
https://doi.org/10.1037/0278-7393.31.3.443
https://doi.org/10.1037/0278-7393.31.3.443
https://doi.org/10.1037/0278-7393.31.3.443
https://doi.org/10.1037/0278-7393.31.3.443
https://doi.org/10.3758/s13414-017-1361-2
https://doi.org/10.3758/s13414-017-1361-2
https://doi.org/10.3758/s13414-017-1361-2
https://doi.org/10.1016/j.cognition.2021.104619
https://doi.org/10.1016/j.cognition.2021.104619
https://doi.org/10.1016/j.cognition.2021.104619
https://doi.org/10.1016/j.cognition.2021.104619
https://doi.org/10.1016/j.cognition.2021.104619
https://doi.org/10.1037/xhp0000569
https://doi.org/10.1037/xhp0000569
https://doi.org/10.1037/xhp0000569

	Tracking Talker-Specific Cues to Lexical Stress: Evidence from Perceptual Learning
	Method&?show [AQ ID=AQ4]?;
	Participants
	Stimuli
	Recordings
	Stimulus Manipulations
	Control Items
	Mixed Items


	Procedure
	Familiarization Phase
	Training Phase
	Test Phase

	Data Analysis
	Transparency and Openness

	Results
	Mixed Items
	Control Items

	Discussion
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile ()
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 5
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /None
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /None
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /None
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /PDFX1a:2003
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError false
  /PDFXTrimBoxToMediaBoxOffset [
    33.84000
    33.84000
    33.84000
    33.84000
  ]
  /PDFXSetBleedBoxToMediaBox false
  /PDFXBleedBoxToTrimBoxOffset [
    9.00000
    9.00000
    9.00000
    9.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A0648062706410642062900200644064406370628062706390629002006300627062A002006270644062C0648062F0629002006270644063906270644064A06290020064506460020062E06440627064400200627064406370627062806390627062A00200627064406450643062A0628064A062900200623064800200623062C06470632062900200625062C06310627062100200627064406280631064806410627062A061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0020064506390020005000440046002F0041060C0020062706440631062C062706210020064506310627062C063906290020062F0644064A0644002006450633062A062E062F06450020004100630072006F006200610074061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d044204380020043704300020043a0430044704350441044204320435043d0020043f04350447043004420020043d04300020043d043004410442043e043b043d04380020043f04400438043d04420435044004380020043800200443044104420440043e043904410442043204300020043704300020043f04350447043004420020043d04300020043f0440043e0431043d04380020044004300437043f0435044704300442043a0438002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b0020006e0061002000730074006f006c006e00ed006300680020007400690073006b00e10072006e00e100630068002000610020006e00e1007400690073006b006f007600fd006300680020007a0061015900ed007a0065006e00ed00630068002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006c006100750061002d0020006a00610020006b006f006e00740072006f006c006c007400f5006d006d006900730065007000720069006e0074006500720069007400650020006a0061006f006b00730020006b00760061006c006900740065006500740073006500740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003b303b903b1002003b503ba03c403cd03c003c903c303b7002003c003bf03b903cc03c403b703c403b103c2002003c303b5002003b503ba03c403c503c003c903c403ad03c2002003b303c103b103c603b503af03bf03c5002003ba03b103b9002003b403bf03ba03b903bc03b103c303c403ad03c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f006200650020005200650061006400650072002000200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005E205D105D505E8002005D405D305E405E105D4002005D005D905DB05D505EA05D905EA002005D105DE05D305E405E105D505EA002005E905D505DC05D705E005D905D505EA002005D505DB05DC05D9002005D405D205D405D4002E002005DE05E105DE05DB05D9002005D4002D005000440046002005E905E005D505E605E805D905DD002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV <FEFF005a00610020007300740076006100720061006e006a0065002000410064006f00620065002000500044004600200064006f006b0075006d0065006e0061007400610020007a00610020006b00760061006c00690074006500740061006e0020006900730070006900730020006e006100200070006900730061010d0069006d006100200069006c0069002000700072006f006f006600650072002000750072006501110061006a0069006d0061002e00200020005300740076006f00720065006e0069002000500044004600200064006f006b0075006d0065006e007400690020006d006f006700750020007300650020006f00740076006f00720069007400690020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006b00610073006e0069006a0069006d0020007600650072007a0069006a0061006d0061002e>
    /HUN <FEFF004d0069006e0151007300e9006700690020006e0079006f006d00610074006f006b0020006b00e90073007a00ed007400e9007300e900680065007a002000610073007a00740061006c00690020006e0079006f006d00740061007400f3006b006f006e002000e9007300200070007200f300620061006e0079006f006d00f3006b006f006e00200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c002c00200068006f007a007a006f006e0020006c00e9007400720065002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00610074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002c00200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002000e9007300200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c00200020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b007500720069006500200073006b00690072007400690020006b006f006b0079006200690161006b0061006900200073007000610075007300640069006e007400690020007300740061006c0069006e0069006100690073002000690072002000620061006e00640079006d006f00200073007000610075007300640069006e007400750076006100690073002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200069007a0076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e0074007500730020006b00760061006c0069007400610074012b0076006100690020006400720075006b010101610061006e00610069002000610072002000670061006c006400610020007000720069006e00740065007200690065006d00200075006e0020007000610072006100750067006e006f00760069006c006b0075006d0075002000690065007300700069006500640113006a00690065006d002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f3007700200050004400460020007a002000770079017c0073007a010500200072006f007a0064007a00690065006c0063007a006f015b0063006901050020006f006200720061007a006b00f30077002c0020007a0061007000650077006e00690061006a0105006301050020006c006500700073007a01050020006a0061006b006f015b0107002000770079006400720075006b00f30077002e00200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000700065006e007400720075002000740069007001030072006900720065002000640065002000630061006c006900740061007400650020006c006100200069006d007000720069006d0061006e007400650020006400650073006b0074006f00700020015f0069002000700065006e0074007200750020007600650072006900660069006300610074006f00720069002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043f044004350434043d04300437043d043004470435043d043d044b044500200434043b044f0020043a0430044704350441044204320435043d043d043e04390020043f043504470430044204380020043d04300020043d043004410442043e043b044c043d044b04450020043f04400438043d044204350440043004450020043800200443044104420440043e04390441044204320430044500200434043b044f0020043f043e043b044304470435043d0438044f0020043f0440043e0431043d044b04450020043e0442044204380441043a043e0432002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e00200020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f00620065002000500044004600200070007200650020006b00760061006c00690074006e00fa00200074006c0061010d0020006e0061002000730074006f006c006e00fd0063006800200074006c0061010d00690061007201480061006300680020006100200074006c0061010d006f007600fd006300680020007a006100720069006100640065006e0069006100630068002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e000d000a>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f0062006500200050004400460020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020006e00610020006e0061006d0069007a006e006900680020007400690073006b0061006c006e0069006b0069006800200069006e0020007000720065007600650072006a0061006c006e0069006b00690068002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF004d00610073006100fc0073007400fc002000790061007a013100630131006c006100720020007600650020006200610073006b01310020006d0061006b0069006e0065006c006500720069006e006400650020006b0061006c006900740065006c00690020006200610073006b013100200061006d0061006301310079006c0061002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043404400443043a04430020043d04300020043d0430044104420456043b044c043d043804450020043f04400438043d044204350440043004450020044204300020043f04400438044104420440043e044f044500200434043b044f0020043e044204400438043c0430043d043d044f0020043f0440043e0431043d0438044500200437043e04310440043004360435043d044c002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames false
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks true
      /AddColorBars false
      /AddCropMarks true
      /AddPageInfo true
      /AddRegMarks false
      /BleedOffset [
        9
        9
        9
        9
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks true
      /IncludeHyperlinks true
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


