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Summary

Volatile organic compounds (VOCs) are ubiquitous in our daily lives. As scents and infochemicals,

they shape our perception of our environment and mediate numerous inter- and intraspecies inter-

actions. Fish, birds, and other animals are known to orientate via their olfactory sense. Plants use

many di�erent volatiles, e.g. to attract pollinators, to defend against herbivores, and to combat abi-

otic stress. Also for microbes, VOCs are important for short- and long-range communication. They

use them for bio�lm assembly, mating, plant growth promotion, and defense against competitors

and predators.

At the bigger picture, VOCs have a huge in�uence on our atmosphere and climate. Depending on

their stability and properties, they can act as greenhouse gases on a regional to global scale. They

can also contribute to ozone formation in summer smog and decrease air quality. Oxidation products

of VOCs can aggregate to form secondary organic aerosols that in�uence global albedo. Sulfur and

nitrogen-containing gases can even form sulfate and nitrate crystals in the atmosphere that can act

as cloud condensation nuclei, changing cloud formation processes, the albedo and rain patterns.

Important substance classes for volatile organic compounds from soil, litter, and plants are small

organic alcohols, aldehydes, and acids from primary metabolism as well as secondary metabolites

like terpenes and terpenoids. Whereas the former are usually leaking from cells or emitted as waste

products, the latter are often used on purpose as infochemicals. For example in trees, isoprene and

2-methyl-3-buten-2-ol are used to combat heat stress. Additionally, VOCs can be an important part

of nutrient cycles: Volatile sulfur compounds emitted from soil, wetlands, and oceans link soil and

water quality with microbial activity and the atmosphere. Hereby, sulfate reduction and methylation

is the most important VSC source in wetlands, organic matter degradation in suboxic organic-rich

soils and sediments, and DMSP degradation is the most important pathway in the oceans.

To understand these atmospheric and biotic processes, it is important to measure the concentration,

net �uxes and composition of VOC mixtures. For this, a stable, sensitive instrument is needed. Gas

Chromatography-Mass Spectrometry (GC-MS) is the method of choice for complex VOC mixtures

of more unpolar volatiles with a higher boiling point, and Proton Transfer Reaction Mass Spectrom-

etry (PTR-MS) and Selective Ion Flow Tube Mass Spectrometry (SIFT-MS) for time-resolved mea-

surements of unpolar very volatile analytes. In this work I describe how I enhanced the sensitivity

of our commercially-bought Voice 200 ulta SIFT-MS (Syft Technologies, Christchurch, New Zealand)

to meet the requirements of our biogenic VOC research: By reducing the instrument background
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Summary

and optimizing parameters like an increased sample gas �ow, I could reduce the instrument’s limits

of detection (LOD) by a factor of 10 to low ppb values. I found that using FEP-coated FKM o-rings,

a needle valve as an inlet, 100 ccm sample gas �ow, 158 ccm helium carrier gas �ow, 40 V �ow tube

voltage, and 140
◦
C �ow tube temperature is optimal for our litter VOC and soil VSC emission re-

search. This should be adjusted for each experimental setting though. The optimizations came at

the cost of an enhanced humidity-dependence, so I developed and validated a calibration procedure

for this setup. For us, it worked best to �t an equation derived from the theoretical calculation of

concentration based on instrument parameters and the concentrations of water clusters of the prod-

uct ions, but adding a linear humidity term also works �ne. Upon comparison to a PTR-QMS 500

(Ionicon, Innsbruck, Austria), the PTR-MS still has lower LODs, but the SIFT-MS reached at least the

same magnitude. Both instruments are equally sensitive to small concentration changes, and the

SIFT-MS is still less humidity-dependent than the PTR-MS.

I then validated our SIFT-MS technique by investigating how to simultaneously measure isoprene

and 2-methyl-3-buten-2-ol (MBO) emissions from trees in a time-resolved manner. Di�erent tree

species emit either isoprene or MBO upon heat stress, e.g. poplar and spruce emitting isoprene and

ponderosa pine emitting MBO. Furthermore, spruce bark beetles emit MBO. To separate heat stress

of di�erent plant types at an ecosystem level or spruce heat stress from signals of bark beetle in-

festation, it can be important to measure both compounds in parallel, as can be done by SIFT-MS. I

found that measuring isoprene on m/z = 68 u when ionizing with NO
+

and MBO on m/z = 71 u when

ionizing with O
+
2 works best for a broad range of concentration ratios of the two compounds. There

is some interference from one analyte on the signal of the other analyte, but with those two ions,

it is below 2% and can be corrected for. With this method, I could capture the diurnal cycle of iso-

prene/MBO emissions of Populus nigra, Pinus ponderosa, Picea abies, and two Picea glauca accessions.

The release rates were in the same magnitude as previously published release rates, and I even found

that the Picea abies trees I investigated actually emitted both isoprene and MBO, which had not been

reported before.

Having a sensitive and reliable technique to measure VOCs in hand, I went on to study the pro-

cesses related to hydrogen sul�de (H2S), methanethiol (MeSH), and dimethyl sul�de (DMS) cycling

in an organic-rich �bric histosol fen known for its intense sulfur cycling. Volatile sulfur compounds

(VSCs) are produced either by sulfate reduction or the degradation of amino acids and their deriva-

tives, and can be converted to each other by methylation and demethylation. I found that DMS and

MeSH are emitted over a much broader range of soil humidity and at higher redox potentials as

H2S, indicating that there might be di�erent processes involved. By labelling with
34

SO
2−
4 , I found

that only H2S and MeSH are readily formed from sulfate. I then looked at organic compounds and

identi�ed organic sulfur compounds as potential VSC precursors from the peat’s organic matter.

When testing those compounds as well as literature-known VSC precursors, thiols were precursors

for H2S, methyl thio compounds were precursors for MeSH, and dimethyl sulfonio groups for DMS.

I also found three sulfur cycling microbes (Acidobacteria SD1, Desulfosporosinus, Pseudomonas) cor-
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relating with VSC emissions, which might be subject to further study on VSC emissions. When I

incubated soil with static headspace, DMS mixing ratios were always a factor of 10 higher than MeSH

and H2S mixing ratios, regardless of the spiked precursor. These interconversion processes appear

to be slower or less favorable than the immediate release of H2S and MeSH from sulfate reduction

and MeSH and DMS from organic matter degradation. By tracking VSC emissions, one could thus

gain insights into the redox conditions in the soil and whether soil pore space is stable enough to

equilibrate the VSCs to DMS, COS, and DMSO.

One main source of organic matter in soil is foliar litter. It contains labile organic carbon compounds

that can be degraded quickly. Hence, I proceeded to investigate the VOC emissions from litter of

13 di�erent temperate tree species over the course of 400 days. With up to 30 µg
gdw

(microgram per

gram litter dry weight), monoterpene emissions from conifer litter were the highest emissions that

I found, and they persisted the longest. Methanol emissions could reach 1 µg
gdw

, but decayed quickly,

and other emissions were much lower. I observed an exponential decay of the VOC emissions with

time and litter quality such that most emissions from litter of deciduous tree species were negligible

after the �rst burst of methanol emissions. An investigation of the identity of the terpenes showed

similar monoterpenes and some sesquiterpenes like in other litter terpene studies, e.g. α- and β-

pinene, 3-carene and β-caryophyllene, but especially terpenoid and sesquiterpene emissions were

quite di�erent. Correlating the emissions with microbial community composition showed no strong

correlations, but Firmicuites correlated with acetonitrile, isoprene, mono- and sesquiterpenes, β-

proteobacteria with methanol, acetonitrile, and hydrogen sul�de, and basidomycota with dimethyl

sul�de. When modelling acetaldehyde, acetone, methanol, and monoterpene emissions, the CO2

respiration was not a signi�cant factor, and the litter humidity only was important for acetaldehyde

production. Thus, even for the small VOCs originating from primary metabolism, the litter quality

and compound classes seem to matter more than the general microbial activity. These insights can

now be used when including litter VOC emissions in atmospheric models.

My studies illustrate the di�erent roles VOCs can have - sometimes being agents to �ght stress,

sometimes signalling molecules, sometimes just waste products of metabolism. In all these func-

tions, their emissions can be quite high and with this, they can have a great impact on the atmo-

sphere. However, the studies also illustrate that the formation mechanisms are complex and variable,

and to understand the bulk signal takes considerable e�ort. Based on the three major topics of the

thesis, there are three directions research could focus on: To advance measurement techniques, I

propose merging the SIFT-MS ion source with the PTR-ToF-MS drift tube and mass spectrometer

or even an ion trap, as this combines the enhanced structural identi�cation possibilities of SIFT-

MS with the sensitivity of the PTR-MS. To investigate the impact of soil volatile sulfut compounds

further, I propose research on further organic precursors from soils as well as the enzymes related

to them. Additionally, I proposed the framework for a soil VSC model. The most promising �eld

for VOC research is currently litter, as even basic studies on the full VOC emission spectra from

di�erent litter types are still needed. This might be a long-overlooked source of VOCs, and we are
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Summary

just beginning to understand its impact on soil and the atmosphere. With its studies on improving

SIFT-MS instrument sensitivities and �nding new analytical methods for measuring isoprene and

2-methyl-3-buten-2-ol simultaneously, on the origin and emission conditions of soil volatile sulfur

compounds and on volatile organic compound during the degradation of 13 di�erent litter species,

this thesis contributed to our understanding of biogenic volatile organic compounds and how they

shape the interactions between soil and the atmosphere.
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Zusammenfassung

Leicht�üchtige organische Verbindungen (LOV) sind in unserem Leben allgegenwärtig. Gerüche

als eine Form der chemischen Sprache bestimmen unsere Wahrnehmung der Umwelt und reguliert

zahlreiche Interaktionen innerhalb und zwischen verschiedenen Spezies. Fische, Vögel und andere

Tiere nutzen Gerüche zur Orientierung, während P�anzen eine Vielzahl an LOV verwenden, bspw.

um Bestäuber anzulocken oder Fraßfeinden und abiotischem Stress standzuhalten. Auch Mikro-

organismen verwenden LOV zur Kommunikation über kurze oder längere Substanzen, etwa zur Bil-

dung von Bio�lmen, zur Fortp�anzung, zur Förderung des P�anzenwachstums und als Verteidigung

gegen Konkurrenten und Fraßfeinde.

All diese LOV haben einen großen Ein�uss auf die Atmosphäre und das Klima. Je nach Stabilität

und chemischen Eigenschaften können sie zum Treibhause�ekt auf lokaler oder gobaler Ebene oder

zur Bildung von Ozon im Sommer-Smog und zur Verringerung der Luftqualität beitragen. Ihre Oxi-

dationsprodukte können zu sekundären organischen Aerosolen aggregieren, die die globale Albedo

beein�ussen. Dies gilt insbesondere für schwefel- und sticksto�haltige Gase, die Sulfat- und Ni-

tratkristalle in der Atmosphäre bilden können und als Kondensationskeime die Wolkenbildung, glo-

bale Albedo und die Verteilung von Regen beein�ussen.

Wichtige Substanzklassen von LOV aus Boden, Laub und P�anzen sind kleine organische Alkohole,

Aldehyde und Säuren aus dem Primärmetabolismus sowie Sekundärmetaboliten wie Terpene und

Terpenoide. Während erstere oft ungezielt aus Zellen herausdi�undieren oder als Metaboliten emit-

tiert werden, werden letztere meist als Infochemikalien verwendet. Beispielsweise emittieren Bäume

gezielt Isopren und 2-Methyl-3-buten-2-ol (MBO), um mit Hitzestress umzugehen. Zusätzlich kön-

nen LOV ein wichtiger Bestandteil von Sto�kreisläufen sein: Leicht�üchtige Schwefelverbindun-

gen (LSV), die aus Boden, Feuchtgebieten und Ozeanen emittiert werden, verbinden Boden- und

Wasserqualität mit mikrobieller Aktivität und der Atmosphäre. Dabei ist Sulfatreduktion und Sul-

�dmethylierung die wichtigste LSV-Quelle in Feuchtgebieten, der Abbau organischer Materie am

wichtigsten in suboxischen, organikreichen Böden und Sedimenten und Dimethylsulfoniopropi-

onatabbau der wichtigste Biosyntheseweg in algenreichen Gewässern und den Ozeanen.

Um diese atmosphärischen und biotischen Prozesse zu verstehen, ist es wichtig, die Konzentration,

Netto-Flüsse und Zusammensetzung von LOV zu messen. Dafür braucht es stabile und emp�ndliche

Messgeräte. Gaschromatographie-Massenspektrometrie (GC-MS) ist die Methode der Wahl für kom-

plexe LOV-Gemische, besonders wenn diese etwas unpolarer sind und einen höheren Siedepunkt
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Zusammenfassung

haben. Im Gegensatz dazu können SIFT-MS und PTR-MS zeitaufgelöst messen und erfassen beson-

ders gut kleine, polare LOV mit hohem Dampfdruck. In einer ersten Studie habe ich die Emp�nd-

lichkeit des Voice 200 ultra SIFT-MS (Syft Technologies, Christchurch, Neuseeland) optimiert, damit

es unsere Anforderungen für Forschung an biogenen LOV erfüllt: Indem ich den Hintergrund durch

den Austausch VOC-emittierender Bauteile senkte, den Gas�uss erhöhte und einige Gerätepara-

meter optimierte, konnte ich die Nachweisgrenzen des Geräts um Faktor 10 auf einstellige ppb-

Werte reduzieren. Für unsere Forschung an Boden- und Laubemissionen sind FEP-ummantelte

FKM-Dichtungsringe, ein Nadelventil als Probeneinlass, 100 ccm Probengas�uss, 158 ccm Helium

Trägergas�uss, 40 V Flow Tube-Spannung und 140
◦
C Flow-Tube-Temperatur ideal, jedoch sollte

dies für jedes experimentelle Design individuell optimiert werden. Die erhöhte Sensitivität wurde

durch eine Zunahme der Feuchtigkeitsabhängigkeit erkauft, sodass ich zusätzlich eine feuchtigkeits-

abhängige Kalibration implementierte und validierte. Die besten Ergebnisse erzielte ich mit einer

von der theoretischen Berechnung der Konzentrationen abgeleiteten Kalibrierfunktion basierend

auf den Wasserclustern aller Ionen, jedoch kann man auch einfach einen linearen Term für die

Feuchtigkeit einführen. Im Vergleich mit einem PTR-QMS 500 (Ionicon, Innsbruck, Österreich)

zeigt sich, dass das PTR-MS immer noch emp�ndlicher ist, allerdings das SIFT-MS Nachweisgren-

zen in der gleichen Größenordnung wie das PTR-MS hat. Beide Geräte sind gleich emp�ndlich

gegenüber kleinen Veränderungen der Konzentration, wobei die Messungen des SIFT-MS weniger

feuchtigkeitsabhängig sind.

Die Anwendbarkeit des so optimierten SIFT-MS wurde in einer Fallstudie zu zeitaufgelösten Isopren-

und MBO- Emissionen aus Bäumen getestet. Verschiedene Baumarten nutzen entweder Isopren oder

MBO zur Bekämpfung von Hitzestress, bspw. nutzten Pappel und Fichte Isopren, aber Gelbkiefern

MBO. Außerdem emittieren Borkenkäfer, die Fichten befallen, MBO. Um Hitzestress verschiedener

Baumarten in Ökosystemen oder bei Fichten Hitzestress und Borkenkäferbefall zu unterscheiden,

müssen beide Verbindungen simultan gemessen werden können, wie es mit SIFT-MS der Fall ist.

Misst man Isopren auf m/z(NO
+
) = 68 u und MBO auf m/z(O

+
2 ) = 71 u, ist dies für eine große Span-

nweite von Konzentrationsverhältnissen der beiden Verbindungen möglich. Es gibt eine geringe In-

terferenz der Analyten mit dem Signal des jeweils anderen, aber mit den zwei genannten Ionen ist die

Interferenz kleiner als 2% und kann herausgerechnet werden. Die Methode wurde von uns anhand

von Standardmessungen untersucht und durch die Beobachtung des Tagesverlaufs der lichtabhängi-

gen Emissionen beider Verbindungen in Pappel, Kiefer und verschiedenen Fichtenarten validiert.

Die Freisetzungsraten beider Verbindungen waren in der gleichen Größenordnung wie publizierte

Ergebnisse. Ich fand sogar Anzeichen darauf, dass Picea abies gleichzeitig Isopren und MBO emittiert

- was bisher nicht beschrieben wurde.

Mit dieser emp�ndlichen und verlässlichen VOC-Messmethode untersuchte ich nun die Prozesse

der Bildung von Schwefelwassersto� (H2S), Methanthiol (MeSH) und Dimethylsul�d (DMS) am

Beispiel eines organikreichen Histosol-Flachmoors, dessen aktiver Schwefelkreislauf mit häu�gen

Redoxpotentialwechseln gut untersucht ist. Laut Literatur werden die drei leicht�üchtigen Schwe-
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felverbindungen (LSV) entweder durch Sulfatreduktion oder den Abbau von schwefelhaltigen Amino-

säuren und ihren Derivaten im Boden gebildet. Sie können durch Methylierung und Demethylierung

ineinander umgewandelt werden. Unsere Untersuchungen ergaben, dass DMS und MeSH über eine

wesentlich größere Spanne an Bodenfeuchtigkeit und bei höherem Redoxpotential als H2S emit-

tiert wurden, was darauf hindeutet, dass verschiedene Bildungsprozesse beteiligt sind. Durch La-

belling mit
34

SO
2−
4 und Zugabe verschiedener, literaturbekannter oder im Boden identi�zierter or-

ganischer Schwefelsubstanzen konnte ich nachweisen, dass H2S und MeSH durch Sulfatreduktion

entsteht, und Moleküle mit Thio-, Methylthio- und Dimethylsulfoniogruppen zu H2S, MeSH und

DMS abgebaut werden können. Außerdem konnte ich drei für den Schwefelkreislauf relevante

Bakterien identi�zieren, die mit LSV-Emissionen korrelieren (Acidobacteria SD1, Desulfosporosinus,

Pseudomonas) und somit Ausgangspunkt weiterer wissenschaftlicher Studien sein könnten. Wurde

der mit Schwefelsubstanzen versetzte Boden in einer geschlossenen Kammer mit stabilem Gasraum

inkubiert, bildete sich unabhängig vom Vorläufermolekül ein Gleichgewicht mit etwa 10x höherer

DMS- als MeSH und H2S-Konzentration aus. Diese Interkonversionen scheinen langsamer als die

direkte Bildung von H2S und MeSH aus der Sulfatreduktion und MeSH und DMS aus organischer

Materie zu sein. Diese Erkenntnisse ermöglichen es nun, Rückschlüsse über die Redoxbedingungen

im Boden und die Stabilität der Luft in den Bodenporen zu ziehen.

Eine große Quelle organischer Materie im Boden und damit von LOV-Emissionen aus dem Boden

ist Laub. Es enthält labile organische Kohlensto�verbindungen, die schnell abgebaut werden kön-

nen. Deshalb habe ich in einer Studie die Emission von LOV während des Abbaus von Laub- und

Nadelstreu 13 verschiedener Laub- und Nadelbäume der gemäßigten Klimazone über 400 Tage un-

tersucht. Am größten waren die Terpenemissionen aus Nadelbaumstreu, die über mehr als 200

Tage bis zu 30 µg
gTG

(Mikrogramm pro Gramm Nadeltrockengewicht) in den 24 h Inkubation pro-

duzierten. Die zweitwichtigste LOV-Emission war Methanol, von dem von frischem Laubbaum-

laub (jünger als 100 Tage) bis zu 1 µg
gTG

in den 24 h Inkubation gemessen wurde. Andere LOV-

Emissionen waren wesentlich geringer. Im Allgemeinen wurde ein exponentieller Abfall der Emis-

sionen beobachtet, sodass die Emissionen von Laubbaumlaub lediglich kurz nach dem Fall der Blätter

relevant sind. Eine Untersuchung der Struktur der Terpene ergab ähnliche Ergebnisse wie andere

Terpen-Laub-Studien für Monoterpene und einige Sesquiterpene, z. B. α- und β-Pinen, 3-Caren oder

β-Caryophyllen, allerdings waren vor allem Terpenoide und Sesquiterpenzusammensetzungen an-

ders als in der Literatur. Eine Korrelation der LOV-Emissionen mit der Zusammensetzung der Mikro-

biellen Gemeinschaft ergab wenige starke Korrelationen: Firmicutes korrelieren mit Acetonitril, Iso-

pren, Mono- und Sesquiterpenen, β-Proteobacteria mit Methanol, Acetonitril und Schwefelwasser-

sto� und Basidomycota mit Dimethylsul�d. Eine Modellierung der Monoterpen-, Acetaldehyd-,

Aceton- und Methanolemissionen zeigte, dass die CO2-Emission als ein Maß für die mikrobielle

Aktivität im Boden keinen signi�kanten Faktor für die VOC-Emissionen darstellt und auch die

Feuchtigkeit des Laubs nur für Acetaldehyd wichtig ist. Daraus lässt sich schließen, dass selbst

für die kleinen LOV, die durch den Primärmetabolismus der Laubdestruenten entstehen, die Quali-

tät und chemische Zusammensetzung der Streu wichtiger als die allgemeine mikrobielle Aktivität
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zu sein scheint. Diese Ergebnisse können nun in die Modellierung von LOV in der Atmosphäre

herangezogen werden.

Die Arbeit veranschaulicht die verschiedenen Rollen von biogenen LOV: Sie können zur Bekämp-

fung abiotischen Stresses oder zur Signalübertragung dienen und manchmal sind sie einfach Neben-

und Endprodukte des Metabolismus. In allen diesen Funktionen können die Emissionen hoch sein

und einen signi�kanten Ein�uss auf die Atmosphäre haben. Jedoch zeigt die Arbeit auch, dass die

Bildungsprozesse kompliziert sind und die Interpretation schwierig sein kann. LOV-Messungen wer-

den auf der makroskopischen Ebene gemacht, beinhalten aber Signale zum individuellen Metabolis-

mus verschiedener Mikroben, P�anzen etc. Manchmal überlagern sich die Prozesse, etwa wenn eine

Verbindung direkt von der nächsten Mikrobe wieder aufgenommen und verändert wird, aber den-

noch ermöglichen LOV es, nicht-destruktiv einen Einblick über den Status des Bodens, der P�anze

oder eines anderen Studienobjekts zu bekommen. Basierend auf den drei großen Themenblöcken

der Arbeit können drei zukünftige Forschungsrichtungen abgeleitet werden: Um die Entwicklung

von Messtechniken weiter voranzutreiben, schlage ich vor, die Ionenquelle von SIFT-MS mit dem

Drift Tube und Massenspektrometer des PTR-MS oder sogar einer Ionenfallen zu vereinen, da dies

die erweiterten Möglichkeiten der Substanzidenti�kation mittels SIFT-MS mit der Sensitivität des

PTR-MS verbindet. Im Bereich der LSV-Emissionen aus Boden wäre es interessant, weitere or-

ganische Vorläufermoleküle und die damit verbundenen Enzyme und Biosynthesewege zu unter-

suchen. Zusätzlich habe ich einen Rahmen für ein Boden-VSC-Modell vorgeschlagen. Das vielver-

sprechendste Feld für LOV-Forschung ist gegenwärtig Laub, da selbst einfache Studien zu Gesamt-

LOV-Emissionsspektren aus verschiedenen Laubsorten noch fehlen. Laub könnte eine lange überse-

hene Quelle von LOV sein und wir fangen erst an, seinen Ein�uss auf den Boden und die Atmosphäre

zu verstehen. Mit den Studien zur Verbessung der Sensitivität von SIFT-MS, einer neuen analytischen

Methode zur simultanen Messung von Isopren und MBO, einer Studie zu Vorläufern und Emissions-

bedingungen leicht�üchtiger Schwefelverbindungen aus Boden und zu LOV-Emissionen während

des Abbaus von 13 verschiedenen Laubsorten hat diese Arbeit zum Verständnis biogener LOV und

ihrem Ein�uss auf die Interaktionen von Boden und Atmosphäre beigetragen.
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1. Introduction

Volatile Organic Compounds (VOCs) shape the medium we are living in: the air. As scents, info-

chemicals, leaking waste products, aerosol precursors, they are ubiquitous measures for the status

of our surrounding environment. VOCs are generally considered compounds with a boiling point

below 250
◦
C, so they comprise most chemical substance classes (Klose and Geldsetzer, 2013). An-

thropogenic production is mostly linked to side products of oil, gas, coal, and wood combustion,

by-products of manufacturing and land�lls, solvent leakage, and their intended use as scents. Often,

anthropogenic VOCs are rather unpolar, like benzene, toluene, ethylbenzene and xylene (BTEX).

However, also the biota produces substantial amounts of VOCs, either involuntarily by general

metabolism and cell leakage or on purpose as signalling compounds in intra- and inter-species com-

munication or to combat abiotic stress. Biotic VOCs are often very polar, like methanol, formalde-

hyde or acetic acid (Lewis et al., 2020).

Understanding biotic VOCs helps understanding the state and wellbeing of its emitter: For example,

if farmers or forest rangers can distinguish plant heat stress from stress caused by herbivores, they

can adapt their management strategies accordingly. The same is true for understanding soil VOCs, as

they might enable speci�c management strategies to improve soil quality. Additionally, we need to

know under which circumstances which VOCs are emitted to assess their impact on the atmosphere

and global climate.

In this thesis, a Selective Ion Flow Tube Mass Spectrometer was optimized for biogenic VOC emission

measurements. Its ability to separate closely-related analytes like isoprene and 2-methyl-3-buten-2-

ol (MBO) was shown for a number of isoprene and MBO-emitting tree species. With this instrument

in hand, the precursors and emission conditions of volatile sulfur compound (VSC) emissions from

peatlands were investigated. This contributes to our understanding of how the terrestrial sulfur cycle

works and how biogenic VSC emissions contribute to the atmospheric sulfur burden. Additionally,

VOC emissions from degrading leaf litter from 13 di�erent species was investigated to deduce their

formation and degradation processes in relation to the litter quality and microbial community. In

the introduction, I will thus �rst shortly introduce the role of VOCs in the atmosphere, to highlight

their impact. Then, I will give an overview over the main VOC classes and their roles in plants,

litter, and soil. I will especially focus on the terrestrial sulfur cycle, the formation and degradation

processes of VSCs and their emission rates in di�erent ecosystems. Lastly, I explain the state of the

art of di�erent instruments and measurement techniques, explaining PTR-MS and SIFT-MS as well

as dynamic chamber and static chamber systems in detail.
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1. Introduction

1.1. Role of VOCs in the Atmosphere

VOCs exhibit a broad gas phase chemistry in the atmosphere. Broadly speaking, they get oxidized

until they are soluble enough to be washed out of the troposphere or aggregate to particles that

precipitate via dry deposition. The atmospheric lifetime of VOCs depends on their water solubility

and their susceptibility to reactions with atmospheric radicals like OH
·
, NO

·
3, O3, halogens and their

oxides, as well as photolysis. These reactions are usually a sequence of hydrogen abstraction or

radical additions to double bonds followed by an O2 addition and then either O
·

abstractions by

NO
·
2 or other radical recombinations, chain elongations etc. (Atkinson, 1997; Atkinson and Arey,

2003).

Their lifetime also determines the region they may reach. Lifetimes in the order of hours and days

mean that the VOC is quickly deposited in the region of its emission, with lifetimes of weeks and

months, countries and continents are a�ected, and with lifetimes of a year and above, VOCs can be

transported into the stratosphere and distributed globally. Once in the stratosphere, deposition is

more di�cult, since the amount of air exchange between stratosphere and troposphere is limited.

Additionally, the atmospheric chemistry changes - in the stratosphere, the ozone layer is formed by

absorption of UV-B light (Baird and Cann, 2012).

VOCs can have di�erent e�ects in the atmosphere. They can act as greenhouse gases, form aerosols

and cloud condensation nuclei, reduce air quality, and contribute to the ozone formation.

Most volatile organic compounds can be excited by infrared radiation, as their total dipole moment

can change and even be induced by vibrations. The wavelength of the excitation equals the reso-

nance frequence of the transition between the vibrational ground state and the excited vibrational

state, and its absorption intensity equals the transition dipole moment (Wedler and Freund, 2012).

Since the excited molecules act as a Hertz dipole and emit light in every direction, parts of the IR ra-

diation emitted by the earth’s surface are scattered back into the atmosphere, and can be reabsorbed

by other molecules. This way, the atmosphere is heated up – the greenhouse e�ect. Adding addi-

tional VOCs drastically changes the radiation balance and further heats up the atmosphere. This is

expecially important for VOCs with rare functional groups that absorb wavelengths that have rarely

been absorbed before, e.g. �uorinated compounds (Baird and Cann, 2012). However, the lifetime of

most VOCs is so short that their e�ect of greenhouse gases is negligible.

VOCs can form aerosols by condensation, freezing or resublimation. This usually happens to already

partially degraded VOCs, forming secondary organic aerosols that mainly consist of aldehydes and

acids (Mahilang et al., 2021). Aerosols enhance the albedo of the earth by increasing light scattering

and are thus considered to have an overall cooling e�ect on the earth’s climate. Atmospheric water

tends to condense and freeze out on the surfaces of the aerosols, especially if they are hygroscopic.

This way, aerosols can act as cloud condensation nuclei, impacting the type and location of the

clouds that form. Heteroatom-containing VOCs are degraded to their corresponding oxides, which
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1.2. VOCs from Plants
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Figure 1.1.: Scheme of a typical VOC degradation and ozone formation process. R can be any
organic residue.

are usually acidic. When these oxides aggregate and act as cloud condensation nuclei, they are

usually dissolved to form the corresponding acids, signi�cantly reducing the pH of the water droplet

and causing acid rain (Baird and Cann, 2012).

VOCs can also play a role in smog and ozone formation. This has been mainly described for an-

thropogenic emissions of alkenes and aldehydes in cities, but also applies to biogenic alkene and

aldehyde sources, e.g. terpenes. Put simply, OH
·

radicals add themselves to the double bond easily,

forming an organic radical. This can also be induced by photochemical radical formation during hot

summer days, which is why plant isoprene emissions also reduce air quality on long summer days

(Ren et al., 2017). Oxygen in its normal triplet state can easily add to that, abstracting a hydrogen

radical to form HOO
·
. The OH

·
can be regenerated from this by reaction with NO

·
, leading to NO

·
2.

This in turn can then be cleaved by UV-B light to form O
·
, which can react with molecular oxygen

to form ozone (Figure 1.1, Baird and Cann (2012)).

VOCs in the atmosphere can be either caused by anthropogenic emissions, e.g. fuel or coal burning or

solvent use, or they can be of biogenic origin. Biogenic VOCs can leak from the primary metabolism

of organisms, like methanol or acetic acid, or they can be produced on purpose and serve speci�c

aims, e.g. in stress response or communication. I will �rst focus on plant VOCs as plants are the

main biogenic VOC source, and then continue with litter and soil VOCs.

1.2. VOCs from Plants

Plants exhibit complex VOC blends that vary between the di�erent plant parts, their age and consti-

tution, the environmental conditions the plant is facing, and other biotic factors like the composition

of the microbial community that colonizes the plants surfaces or herbivory.
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1. Introduction

As indicator for general plant metabolism, methanol is an important factor. It is a side product of

the pectin metabolism during cell wall synthesis. Methanol can leak to the atmosphere through the

stomata. Thus, it is an indicator for plant growth, and shows stronger emissions from younger,

developing leaves (Fall and Benson, 1996). Methanol emissions are so abundant that leaves are

usually colonized in high densities by facultative methylotrophs like Methylobacterium (Junker and

Tholl, 2013). Acetic, propanoic, and butyric acids and their respective aldehydes are also common

plant VOCs (Hellén et al., 2017), which are side products of lipid degradation and the citrate cycle

(Wongkittichote et al., 2017).

More importantly, VOCs from secondary metabolism might be used as signaling compounds and

defense compounds in short and longer distances. Within one species, it might be quicker to use

a volatile cue than to rely on the signaling pathways through the plant’s ion canals, e.g. to warn

neighboring leaves in case of a herbivore attack. Neighboring plants might also be warned this way,

and predators of the herbivore could be called to help the plant �ght the attack (Gols, 2014; Pierik

et al., 2014). These indirect e�ects however are di�cult to show and debated (Maag et al., 2015).

Information about abiotic stress by drought or heat or light, the intention to bloom, or to prepare for

winter can also be exchanged that way (Beck et al., 2014). It is important to note that usually, not a

single VOC is speci�c for a speci�c situation, but that a blend of often more than 50, and up to 30.000

di�erent VOCs is produced (Bitas et al., 2013). The exact composition and the relative concentrations

of the VOCs in the blend represent the information on e.g. the type of stress, its severity, predator

identity and number, sender age and position (Blande et al., 2014).

An overview over the most important compound classes and their biosynthetic pathways can be

found in Figure 1.2. Terpenes and terpenoids are usually produced from dimethylallyl phosphate

(DMAPP) and isopentenyl pyrophosphate (IPP) from methylerythritol phosphate (MEP) pathway,

and often stored in glandular trichomes (deciduous trees) or resin ducts (conifers) (Niinemets and

Reichstein, 2002). From there, they can be emitted whenever they are needed, but often, they are

also synthesized on demand. Sesquiterpenes can additionally be produced from acetyl CoA via the

mevalonate pathway (Hammerbacher et al., 2019). Indole, methyl salicylate, benzenoids, and phenyl-

propanoids originate from the shikimate pathway. Their emission is usually induced and occurs

on longer time-scales (Hammerbacher et al., 2019). Green leaf volatiles are cleavage products of

fatty acids, which are produced by lipoxygenase upon contact with O2 (Hammerbacher et al., 2019).

Methyl jasmonate is produced via the jasmonic acid pathway. Jasmonic acid and salicylic acid act

highly antagonistically, suppressing the formation of each other for the di�erent stress scenarios

(Hammerbacher et al., 2019).

1.2.1. Plant Stress Response

The response to abiotic stress is similar for di�erent types of stress (temperature, light, air pollu-

tion, heavy metals), since it mostly aims at reducing the amount of reactive oxygen species (ROS)
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1.2. VOCs from Plants

Figure 1.2.: Scheme of common stress-induced plant VOC groups and their biosynthetic pathways.
CoA: coenzyme A, JA: jasmonic acid; LOX: lipoxygenase, MEP: methyletytrhitol phos-
phate. Reprinted with permission from Hammerbacher et al. (2019).

5



1. Introduction

induced by the stress. This is achieved by emitting alkenes that can catch the ROS; most promi-

nently isoprene, MBO, and sometimes terpenes. The VOC emission response is hormometic – only

active at low to moderate stress – and usually ceases for very high stress levels (Agathokleous et al.,

2018). Increases in the emission of simple VOCs like ethanol, methanol, and acetaldehyde have been

observed when the plant su�ers oxygen-de�ciency, e.g. by �ooding (Jansen et al., 2011), whereas

green leaf volatiles, and methyl salicylate have been found to complement the terpenes upon expo-

sure to ozone (Blande et al., 2014). Air pollution not only increases plant stress and thus plant VOC

emissions, but also limits the distance plant signals are traceable signi�cantly (Ghirardo et al., 2016;

Manes et al., 2008), so it disrupts their communication channels as well.

Biotic stress can be induced by herbivore feeding on di�erent plant parts, but also by infestation

with microbial plant pathogens. In this case, the blend depends on the type of pathogen, and the

a�ected plant part. VOC blends from roots are very di�erent from VOC blends from leaves, shoots,

or �owers (Junker and Tholl, 2013). After herbivore attack, green leaf volatiles are emitted imme-

diately, followed by methyl salicylate, methyl jasmonate, ethylene and other inducible compounds

minutes, hours or even days later. Terpene emissions can either be immediate, if storage reservoirs

are damaged, or later, if they have to be synthesized (Dong et al., 2016). Predators of the herbivores

can use these VOC blends to �nd their prey (Jansen et al., 2011).

To defend against microbial pathogens, di�erent strategies are known: di�erent terpenes and ter-

penoids, e.g. α/β-pinene, linalool, β-caryophyllene are used against bacteria and fungi, inhibiting

their growth and sporulation, and damaging their cell walls. Aldehydes like acetaldehyde, benzalde-

hyde, and cinnamyl aldehyde inhibit the growth of epiphytic bacteria, and 2-hexenal, benzenoids,

and phenylpropanoids are strong inhibitors against phytopathogens (Junker and Tholl, 2013). Sali-

cylic acid is induced stronger by biotrophic pathogens, whereas jasmonic acid is induced stronger by

necrotrophic pathogens and herbivores (Jansen et al., 2011). This is used by certain fungal pathogens,

which increase the plant’s jasmonic acid response by emitting 1-octen-3-ol, making it more vulnera-

ble to the fungal attack (Bitas et al., 2013). Viruses are also known to alter the plant’s VOC emission,

thereby attracting potential vectors (Hammerbacher et al., 2019).

1.2.2. Plant–Microbe VOC Interactions

To combat plant’s VOC defense, microbes have developed techniques to become resistant against

them or even use them. Bacteria colonizing plant surfaces can use terpenes as a carbon source (Bitas

et al., 2013), or convert HCN to formamide and use it as a nitrogen source (Hammerbacher et al.,

2019).

They can in turn in�uence plant �tness and growth, e.g. 2,3-butanediol or a blend of di�erent ketones

and volatile sulfur compounds have been found to increase plant growth (Bitas et al., 2013; Cordovez
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et al., 2018), but e.g. NH3, DMS, HCN, and 3-phenylpropionic acid from Burkholderia, Chromobac-

terium, Pseudomonas, Serratia, and Stenotrophomonas strains and 1-octen-3-ol and trans-2-octenal

from tru�es inhibited plant growth (Splivallo et al., 2007).

1.3. VOCs from Soils and Li�er

Plant, litter and soil VOCs depend on each other: Since plant material is the input for litter, volatiles

stored in the leaves as well as their degradation products can be released upon degradation. In turn,

the input of fresh carbon sources as litter into the soil determines the microbial activity and thus

the VOC emissions from soils. Soil microbes use VOCs to communicate with each other and with

plants, such that they can alter the plant’s emission pro�le as discussed in section 1.2.2.

1.3.1. VOCs from Li�er Degradation

Litter can be a signi�cant VOC source, especially in spring and fall, when the leaves are fresh and

wet (Faiola et al., 2014). For boreal spruce and pine forests, mono- and sesquiterpene emissions in

the same magnitude as the vegetation �uxes have been observed during these times (Aaltonen et al.,

2011; Janson, 1993; Mäki et al., 2019b). Generally, litter VOCs are very diverse, re�ecting the residual

VOCs from the plant as well as products of microbial primary and secondary metabolism (Le� and

Fierer, 2008). Emissions correlate with litter temperature and humidity (Faiola et al., 2014; Faubert

et al., 2010), and the emissions are plant-speci�c (Gray et al., 2010).

Very important compounds for distinguishing between di�erent plant species are terpenes: conifers

and other aromatic plants like Eucalyptus or Rosmarinus show high emissions of their respective,

very individual blend of terpenes (Isidorov et al., 2016; Viros et al., 2020). Additionally, fatty acid

derivatives and other volatile compounds are important for distinguishing between broadleaf species,

e.g. Quercus or Populus. Whatever is inside the leaf can be emitted upon degradation (Gray et al.,

2010; Viros et al., 2020). Usually, these emissions decay exponentially with time (Gray et al., 2010),

but a peak after 77-165 days has also been observed (Isidorov et al., 2010). Either microbes �rst had

to degrade the surrounding plant tissue for the terpenes to escape, or the terpenes are produced by

microbes feeding on the tissue.

Besides the compounds that were stored in the plant, there are compounds emerging from the mi-

crobial degradation process. The most ubiquitous and highest concentrated VOC is methanol, from

the degradation of litter pectin and possibly lignin from woody parts (Asensio et al., 2012; Gray et al.,

2010). Acetone, acetaldehyde, butanoic and propanoic acid from abiotic degradation and microbial

primary metabolism are also reported (Bäck et al., 2010; Le� and Fierer, 2008).
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Lastly, abiotic reactions can also contribute to litter VOC emissions. Acetone, acetaldehyde and other

small VOCs can emerge from terpenes upon reaction with OH
·
, NO

·
3 or O3 (Calogirou et al., 1999;

Wisthaler et al., 2001).

1.3.2. Soil VOCs

Soil volatile emissions are usually one magnitude lower than litter emissions (Le� and Fierer, 2008),

with the exception of the Amazon rainforest, where sesquiterpenes from soil are even as strong

as emissions from the canopy (Bourtsoukidis et al., 2018). As litter is the primary input into soil

organic carbon, the litter quality also strongly in�uences the microbial community in soils and soil

VOC emissions (Asensio et al., 2012). Soils are even thought to take up up to 80% of the litter VOC

emissions (Ramirez et al., 2010b; Rinnan and Albers, 2020). Especially arbuscular mycorrhizal or

ectomycorrhizal fungi take up substantial amounts of VOCs - mainly from roots (Trowbridge et al.,

2020). Source and sink strengths of soils depend on their temperature, moisture, pH, clay and humic

acid content (Insam and Seewald, 2010; Stotzky et al., 1976; Wester-Larsen et al., 2020). An important

source of VOCs from soil is when soil gets rewetted. Similar to the birch e�ect of peaking CO2

emissions after rewetting, VOC emissions also peak after rewetting, but their dynamics are di�erent

from CO2. Besides the spike in microbial activity leading to increased VOC emissions, desorption

reactions of the pore walls can contribute to these emission dynamics (Rossabi et al., 2018).

Roots can have mixed e�ects – an increase, a decrease and no e�ect on soil VOC emissions has been

observed (Asensio et al., 2007a; Gray et al., 2014; Mäki et al., 2019a; Rinnan et al., 2013). They can

themselves contribute VOCs and enhance microbial activity with their exudates, which facilitates

VOC uptake and degradation (Tang et al., 2019). Root damaging, e.g. when setting up new soil

chambers, leads to increased fatty-acid derived VOCs like 1, 3-octadiene, 1-octen-3-ol, or hexanal,

octanal and nonanal (Wester-Larsen et al., 2020).

Generally, VOC emissions increase with increased labile carbon sources. Besides litter, amending

soils with sludge, manure and waste as well as alfalfa and straw increase VOCs emission rates. This

usually leads to a variable bouquet of small VOCs like acetone, butanone, methanol, and acetalde-

hyde, terpenes, benzenoids, alkanes, alkenes, pyrazines, and in the presence of certain amino acids,

volatile nitrogen and sulfur compounds (Abis et al., 2018; Stahl and Parkin, 1996; Zhao et al., 2016).

Depending on the substrate, di�erent bacteria and fungi are growing, which changes the VOC emis-

sions (Stahl and Parkin, 1996).

Soils can act as sinks for VOCs not only by microbial VOC uptake and degradation, but also by

adsorption to soil particles, dissolution in pore water (increasing bioavailability), and reactions with

atmospheric radicals like NO
·
3, OH·, O3 or microbe-derived H2O2 (Stotzky et al., 1976; Tang et al.,

2019).
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An important concept for soil VOCs is the compensation concentration: As there are usually multiple

di�erent ways to form and degrade a volatile, it depends on the compound’s mixing ratio in the

headspace whether the compound is emitted or taken up. If the compound’s mixing ratio is low,

the emission processes are stronger than the uptake processes, and the resulting �ux is an emission

�ux. If the headspace mixing ratio is high, uptake is more favorable and emission might even be

suppressed, so that we only observe soil uptake. The compensation concentration is the headspace

concentration at which soil emission equals soil uptake and we do not see a resulting �ux (Conrad,

1994). Not all VOCs show a signi�cant compensation concentration, but if they do, it is important

to account for this in the experimental design. If the emission potential is the important factor, pure

air should be used to �ush dynamic chambers. If the actual net �ux of an ecosystem is important,

one has to use ambient air from this site and moment to get accurate results. In some cases, it might

even make sense to determine the compensation concentration by measuring at di�erent headspace

concentrations of the compound (Conrad and Meuser, 2000; Lehmann and Conrad, 1996).

1.3.3. Microbial Soil VOCs

Microbial soil VOCs can be of very di�erent compound classes, similar to plant VOCs. Microbial

VOCs either originate from their primary metabolism or are used for chemical communication like

in plants. The VOC emissions of di�erent bacterial and fungal strains changes with the identity and

number of microbes they are in contact with. The diversity of the microbial community has a direct

impact on their VOC emission and their e�ects on plants: An intermediate community richness

of 5 species leads to an emission of VOCs involved in plant pathogen suppression, and only with

very few microbes, volatiles for plant growth promotion are emitted (Raza et al., 2020). Higher

community richness was associated with lower VOC production (Raza et al., 2020), a trend that was

also shown the other way round (Abis et al., 2020). Bacteria tend to produce more alkenes, ketones,

pyrazines, and terpenes, whereas fungi produce more benzenoids, aldehydes, arsenics, chlorides,

bromides, nitriles, thiofurans, and alkines. This could be used to identify species in situ (Penuelas

et al., 2014).

Again, a wide variety of compounds is known with a number of di�erent functions: Ectomycor-

rhizal fungi use sesquiterpenes like thujopsene to induce lateral root formation and root hair growth

(Ditengou et al., 2015), whereas arbuscular mycorrhizae use isobutyl alcohol, isopentyl alcohol, 3-

methylbutanal, and 6-pentyl-α-pyrone for the same function (Sun et al., 2015b). Plant protection

mechanisms are induced by di�erent mycorrhizal fungi e.g. by m-cresol and methyl benzoate,

and β-caryophyllene (Xin and He, 2013; Yamagiwa et al., 2011). Tru�e fungi emit 1-octen-3-ol,

2-phenylethanol, 3-octanol, 1-hexanol, 3-methyl-1-butanol, 3-octanone, and trans-2-octenal that

are mostly phytotoxic (Splivallo et al., 2007). These C8-compounds and other alcohols, ketones,

and terpenes have antibiotic and antifungal activity (Stoppacher et al., 2010; Werner et al., 2016),
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whereas the smaller alcohols like iso-propanol, ethanol, 2-/3-methyl-1-butanol and the terpene β-

caryophyllene a�ect the motility and viability of nematodes (Fialho et al., 2012). Esters like ethyl

acetate, ethyl pentanoate, and methyl cinnamate in turn are important olfactory cues used by spring-

tails and earthworms to locate their fungal prey (Werner et al., 2016). Protist predators also use CO2

gradients and olfactory cues to detect bacterial prey (Schulz-Bohm et al., 2017). Rhizosphere bac-

teria like Pseudomonas donghuensis inhibit fungal and oomycete pathogens with dimethyl sul�de,

S-methyl thioacetate, methyl thioacetate, dimethyl trisul�de, 1-undecene, and HCN (Ossowicki et al.,

2017). Trimethylamine, benzaldehyde, andN,N -dimethyloctylamine are other examples for bacterial

fungistatic compounds (Chuankun et al., 2004).

The microbial pathways to many VOC classes are similar to plant production pathways. An overview

can be found in Figure 1.3. The biggest group are primary metabolites, but secondary metabolites

have been more the focus of research due to their role in microbial communication. The most impor-

tant primary metabolites are short alcohols, aldehydes, and acids: The degradation of glucose and

other sugars leads to lactate, acetate, pyruvate, and glyceralaldehyde-3-phosphate, which can serve

as precursors for C2- and C3-alcohols, aldehydes, and ketones (E�mert et al., 2012). Saccharomyces,

Lactobacillus, Enterobacteria, and other organisms capable of homolactic and heterolactic fermenta-

tion produce ethanol under anaerobic conditions (Degelmann et al., 2009; Sniegowski et al., 2002;

Yanagida et al., 2006). The oxidative deamination of aminoacids leads to ammonia, and subsequent

decarboxylation of the acids and keto acids to short-chain aldehydes, ketones, and alcohols (Penue-

las et al., 2014). As reported above, methanol and formaldehyde are commonly linked to pectin and

lignin degradation (Fall and Benson, 1996), but can also be a methanotrophic degradation product of

methane from methanogenesis, e.g. by methanotrophs in the classes of Escherichia, Salmonella, and

Vibrio (Strong et al., 2015).

Like in plants, Terpenoids are synthesized from DMAPP and IPP via the mevalonate or deoxyxylu-

lose phosphate pathway by a wide range of bacterial classes (Dickschat, 2011; Helfrich et al., 2019).

Again, mostly mono- and sesquiterpenes are important in bacteria. Diterpenes have not been re-

ported yet, but their volatility is also very low (Tyc et al., 2017).

Fatty acid derivatives like aldehydes, methyl ketones, alkenes, lactones, and esters can be formed

from any intermediate of the fatty acid synthesis, starting from acetyl-CoA, adding malonyl-CoA

units. Additional starters like propionyl-, isobutyryl-, isovaleryl-, and butyryl-CoA as well as the

possible incorporation of methylmalonyl-CoA units further increase structural variability. Further

transformation reactions include decarboxylation to form alkenes, or ketones from β-ketoacids, re-

ductions of the carbonyl group to alkohols, and aldehydes, and α-oxidation to form aldehydes and

alcohols with one carbon less than their precursor are possible. Esters, especially ethyl and butyl

esters, and (γ)-lactones like γ-butyrolactone or γ-dodecalactone are also widespread (Penuelas et al.,

2014; Schulz and Dickschat, 2007).

Like in plants, aromatic compounds are usually produced via the Shikimate pathway or by pheny-
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Figure 1.3.: Overview over main precursors and biosynthesis pathways of microbial VOCs.
DMAPP: dimethylallyl pyrophosphate, IPP: isoprenyl pyrophosphate, MVA: meval-
onate pathway, MEP: methyl erythritol phosphate pathway, LOX: lipoxygenase path-
way.

lalanine or tyrosine degradation. Cinnamic acid, phenylethanol and benzyl alcohol are widespread,

especially in fungi (Penuelas et al., 2014; Schulz and Dickschat, 2007).

The degradation of amino acids leads to amines and imines, but also pyrazines are an important

group of secondary metabolites with a high structural variability. They often have 1-4 methyl or

ethyl groups that are most likely derived from alanine, valine, leucine, and isoleucine. The biosyn-

thesis is not entirely elucidated, maybe acyloins are aminated, or pyrazines are produced by con-

densing two amino acids via a piperazine intermediate (Penuelas et al., 2014; Schulz and Dickschat,

2007). Indole formed from tryptophan by tryptophanase is also used as a bacteria pathogen and

signaling molecule (Tyc et al., 2017).

Methylated halogens, phosphides, borides, selenides, tellurides, arsenides, antimonides, mercury

and bismuth have been reported as well, usually resulting from detoxi�cation procedures (Schulz

and Dickschat, 2007). Another big group are methylated sul�des and other volatile sulfur compounds

(VSCs), which will be described in detail in the following chapter.
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1.4. Terrestrial Sulfur Cycle, Formation and Degradation of Volatile
Sulfur Compounds

The terrestrial sulfur cycle comprises a complex system with many partners that in�uences climate

and acid rain: Sulfur-containing gases are oxidized to SO2/SO3, which form H2SO4 upon contact

with water and oxygen. This way, sulfate crystals can form and serve as cloud condensation nuclei,

contributing to cloud formation. Together with HNO3 from NOx, H2SO4 in the raindrops is the main

cause for acid rain. On the other hand, the sulfur-containing amino acids methionine and cysteine

are essential for life. In soil, the sulfur cycle is complex, because it comprises various di�erent organic

and inorganic compounds in all possible sulfur oxidation states. An overview over the discussed

cycling processes can be found in Figure 1.4. The focus here will be on the most abundant VSCs

dimethyl sul�de (DMS), methanethiol (MeSH), and hydrogen sul�de (H2S) as they not only form a

key part of the global sulfur cycle but also link to global climate and atmospheric chemistry. In the

next chapters, I will brie�y touch oxidized non-volatile sulfur compounds and the biosynthesis of

amino acids before discussing the production and degradation pathways of VSCs in depth. Since

the VSC production and degradation pathways vary between ecosystems and climate regimes, I will

then highlight VSC emissions in the di�erent systems.

1.4.1. Sulfate Reduction and Oxidized Organic Sulfur Compounds

Sulfate reduction is the most important process for sulfur assimilation - most microbes use it to sat-

isfy their sulfur needs. Besides that, it is also a prominent electron acceptor for anaerobic respiration

in nitrate-poor environments. Starting from sulfate in soil, adenosinetriphosphate (ATP) sulfurylase

forms adenosine-5-phosphosulfonate (APS). APS is then phosphorylated to 3’-phosphoadenosine-5-

phosphosulfate (PAPS) by APS kinase (Stefels, 2000). From PAPS, organic sulfates can be formed that

comprise 30-40% of total sulfur contents in freshwater sediments (Losher and Kelts, 1989). Bacteria

form a variety of di�erent organic sulfate esters and sulfonates in this manner (Kertesz, 2000). Both

bacteria and fungi cleave the esters by sulfatases to remobilize the sulfur (Gahan and Schmalen-

berger, 2014). Additionally, APS and PAPS can be reduced to sul�te (SO
2−
3 ) and thiosulfate (S2O

2−
3 )

by APS reductase.

Both sul�te and thiosulfate are then further reduced to hydrogen sul�de by sul�te reductase (Höfgen

et al., 2001; Oliveira et al., 2008). This process competes with denitri�cation and methanogenesis for

electron donors like hydrogen, acetate, and propionate. It can be coupled to the anaerobic oxidation

of methane (AOM), so CH4 is oxidized to CO2 while sulfate is reduced to H2S (Meulepas et al., 2010;

Le Mer and Roger, 2001). Both sulfate and sul�de can react abiotically with metal ions to form

insoluble inorganic sulfur species (Rickard and Morse, 2005).
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Besides the complete reduction of sul�te to H2S, intermediate thiosulfate, thionates, and even ele-

mental sulfur (Beard et al., 2011; Jones and Happold, 1961; Mangold et al., 2011) are formed under

energy-limited conditions.

Hydrogen sul�de links sulfate reduction to amino acid formation and VSC formation. A fraction of

it is oxidized back to sul�te, a process which is coupled to reduction of organic matter, e.g. quinones,

as well as denitri�cation (Gu et al., 2012). Another fraction is emitted to the atmosphere where it is

mainly oxidized by OH
·

to form SO2. This reacts with water and dissolved oxygen to form sulfates.

Ultimately, they are deposited to form terrestrial sulfate again (Castro and Dierberg, 1987).

1.4.2. Amino Acid Formation

H2S is incorporated into amino acids - homocysteine and cysteine - by the reactions of O-succinyl-

homoserine in bacteria and O-acetylserine in non-enteric bacteria, fungi and plants (Höfgen et al.,

2001; Kertesz, 2000; Umbarger, 1987). Homocysteine is either derivatized to methionine or via cys-

tathionine to cysteine (Kertesz, 2000). Methionine and cysteine are the building blocks from which

many other organic sulfur compounds are derived, e.g. biotin (Streit and Entcheva, 2003). Under

sulfur-limited conditions, direct scavenging of DMS and 2-(methylthio)-ethanol via nitrogenase-like

enzymes for methionine formation has been observed (North et al., 2020).

These processes are reversed when amino acids are degraded. Both methionine and cysteine can

also be methylated by thiol methyltransferases (Kadota and Ishida, 1972). S-methyl-methionine, S-

methyl-cysteine, and cysteine can cleaved by lyases to form dimethyl sul�de, methanethiol, and

hydrogen sul�de, respectively (Lomans et al., 2002). As part of the regeneration of S-(methylthio)-

adenosine, methanethiol can be generated from methylthioethanol or S-(methylthio)-glutathione

(Miller et al., 2018).

1.4.3. Cycling of Reduced VSCs

There are several ways to form and degrade the reduced VSCs H2S, MeSH, and DMS. Besides or-

ganic matter degradation, methylation and demethylation steps between the three compounds are

important drivers of H2S, MeSH, DMS, and CH4 levels.

Formation of VSCs from Organic Ma�er

In terrestrial systems, microbial methionine from protein degradation is the most important or-

ganic VSC precursor. It is cleaved to α-ketobutyrate, ammonia, and MeSH by a PLP-dependent

methionine-γ-lyase deaminase (Khan et al., 2013; Morcos et al., 2015; Tanaka et al., 1976). Addition-

ally, DMS can be a product (Zinder et al., 1977). For the latter, probably the formed MeSH is
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methylated, e.g. by the adenosyl methionine-dependent membrane methyltransferase encoded in

the mddA gene in Pseudomonas deceptionensis M1 (Carrion et al., 2015).

When H2S and methionine are present at the same time, microbes use methionine and not H2S to

form MeSH (Dalby et al., 2018). Amongst others, di�erent aerobic bacteria (Bacillus sp., Arthrobacter

sp., Delftia sp.), Pseudomonas �uorescens, a strict anaerobe (Clostridium sp.), facultatively anaerobic

bacteria (Proteus vulgaris, Enterobacter aerogenes, Escherichia coli), and fungi (Penicillium sp., Candida

sp., Aspergillus oryzae, Scopulariopsis sp.) are able to cleave methionine to MeSH (Liu et al., 2017;

Segal and Starkey, 1969; Taylor and Kiene, 1989). Pseudomonas aeruginosa even generates a suite of

di�erent VSCs (MeSH, DMS, DMDS, dithiapentane, 2-methylthiolan-3-one) from methionine, which

promotesAspergillus fumigatus growth and increases its pathogenicity (Scott et al., 2019). In contrast

to that, Geotrichum candidum yeast growing on cheese does not cleave methionine directly, but

uses 2-oxo-4-methylthiobutanoate as an intermediate to the production of MeSH, which then in

turn could be converted to DMS, DMDS, DMTS, and 2,4-dithiapentane. Oxidative stress in the cells

was found to increase casein hydrolysis to methionine, and thus VSC production (Pracharova et al.,

2019).

In analogy to the cleavage of methionine, S-methyl-methionine can be cleaved to DMS and homoser-

ine directly. It is present in a variety of di�erent plants and algae (Bills and Keenan, 1963; Greene

and Davis, 1960; Hattula and Granroth, 1974; White, 1981), and can be cleaved by soil bacteria like

Cornyebacterium sp. (Mazelis et al., 1965). Additionally, Saccharomyces cervisiae yeast produces DMS

from S-methyl-methionine in grape and melon juice (Deed et al., 2019; Pan et al., 2021).

Other organic precursors leading to VSC emissions were S-methyl-cysteine (to MeSH), 3-(methylthio)-

propionate (to DMS), 3-mercaptopyruvate (to DMS), 2-mercaptoacetate (to H2S and MeSH), trimethyl

sulfonium salts (to DMS), methionine sulfoxide and methionine sulfone (to MeSH, DMS, and DMDS),

homocysteine (DMS and CS2), cystine (CS2), lanthionine (CS2 and trace COS), and djenkolic acid

(CS2 and trace COS) (Kiene and Capone, 1988; Scholten et al., 2003; Challenger and Liu, 1950; Labarre

and Bory, 1969; Wagner et al., 1967; Banwart and Bremner, 1975). Cysteic acid and taurine were

found not to produce VSCs (Banwart and Bremner, 1975).

Dimethylsulfone (DMSO2) and DMSO can also be reduced to DMS by DMSO reductase under anoxic

conditions (Boden et al., 2011; Kiene and Capone, 1988; Taylor and Kiene, 1989).

Formation of MeSH and DMS from H2S

Sulfate reduction not only leads to H2S, but also to MeSH (Dalby et al., 2018; McCarthy et al., 1993).

Kiene (1988) observed interconversions of MeSH to DMS and vice versa. From H2S, subsequent

methylations via thiomethyl transferase encoded in the mddA gene take place (Carrion et al., 2015).

These are extremely widespread in all kingdoms, e.g. Bradorhizobium, mycobacteria, cyanobacte-

ria, Pseudomonas deceptionensis, Parasporobacter paucivorans, �avobacteria, Rhizobium trifolii, and
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the phototrophs Rhodocyclus tenuis and Rhodospirillum rubrum S1 (Carrion et al., 2015, 2019; Lo-

mans et al., 2001a; Drotar et al., 1987; McCarthy et al., 1993). The methylation cofactor is adenosyl-

methionine (Drotar et al., 1987).

As for the carbon/methyl source, there are di�erent theories. Besides a generic methyl group donor

like methanol, aromatic methoxy compounds and even CO and CO2 are discussed as the carbon

precursor for VSCs (Visscher et al., 2003; van Leerdam et al., 2006; Moran et al., 2008; Lin et al., 2010).

MeSH and DMS emissions can be stimulated by syringic acid and trimethoxybenzoic acid, but not

by gallic acid, supporting the aromatic methoxy group theory (Lomans et al., 2001a,b; Finster et al.,

1990; Stets et al., 2004). Two bacterial strains (likely homoacetogens) were isolated by enrichment

on methoxylated aromatic compounds. They emit acetate, butyrate, DMS, and some MeSH (Bak

et al., 1992), and cometabolism of methoxylated aromatic compounds by acetogenic bacteria and

methylated thiols by methanogenic bacteria was proposed (Finster et al., 1990).

CO and CO2 incorporation into VSCs were shown by the incorporation of the labelled compounds

(Moran et al., 2008; Lin et al., 2010). They are hypothesized to occur via the pathway for the anaerobic

oxidation of methane, but in reverse direction: They can bind to to methanofurane, be reduced to

a methyl group, transfer to coenzyme M, and from there transfer to H2S or MeSH to form MeSH

or DMS. This might be a mechanism to remove excess methylation of the coenzyme M inhibited by

CO, and regenerate it again for further use (Moran et al., 2008; Lin et al., 2010). Besides these biotic

methylation pathways, DMS can form abiotically when FeS, H2S, and CO2 interact at temperatures

above 50
◦
C (Heinen and Lauwers, 1996).

Demethylation of DMS and MeSH

DMS and methanethiol are degraded via three pathways. Most of it is oxidized to DMSO via DMS

dehydrogenase in photoautotrophs in soil and by OH
·

and NO
·
3 radicals in the atmosphere. Fur-

ther oxidation steps lead to dimethyl sulfone, MSA, formaldehyde, and ultimately to SO2 (Chasteen

and Bentley, 2004; Jensen et al., 1991). A smaller fraction is converted to COS in the atmosphere

(Chasteen and Bentley, 2004), which itself is degraded by various processes, but much slower than

DMS or MeSH. Besides these two oxidation pathways, DMS and MeSH can be demethylated to H2S.

Methanogens and sulfate-reducing bacteria compete for this oxidation. They use di�erent processes

for degrading the compounds in oxic and anoxic environments, which leads to di�erent side prod-

ucts:

Methanogens (Finster et al., 1992; Lomans et al., 1999a):

4 CH3SH + 2 H2O→ 3 CH4 + CO2 + 4 H2S

2 H3CSCH3 + 2 H2O→ 3 CH4 + CO2 + 2 H2S
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Sulfate-reducing bacteria, aerobic conditions (Chasteen and Bentley, 2004):

H3CSCH3 + O2 + NAD(P)H + H
+ → CH3SH + HCHO + NAD(P)

+ + H2O

CH3SH + O2 + H2O→ HCHO + H2S + H2O2

Sulfate-reducing bacteria, anaerobic conditions (Scholten et al., 2003):

2 H3CSCH3 + 3 SO
2−
4 → 4 HCO

−
3 + 5 HS

− + 3 H
+

4 CH3SH + SO
2−
4 → 4 HCO

−
3 + 5 HS

− + 7 H
+

Methanogenic archaea and bacteria use their noncompetitive methyltransferases to metabolize DMS

and MeSH (Lomans et al., 2001b; Moran et al., 2008). Often, cometabolism of methanol, trimethyl

amine etc. can occur (Lee et al., 2012). Methanogens are active in anaerobic, sulfate-poor environ-

ments with relatively high dimethyl sul�de contents (Blodau et al., 2007). Oxygen, nitrate, free iron

species, and magnesium hydroxide inhibit methanogenic activity (Sun et al., 2015a). Mechanistically,

methanogens use methylated coenzyme M (Me-CoM) for methane formation, and Me-CoM reduc-

tase emitting CH4 is the rate-limiting step (Tallant and Krzycki, 1997). Thus, when methanogens are

active, intermediate accumulations of methanethiol are observed (Lomans et al., 1999a,b,c).

Sulfate-reducting bacteria use DMS monooxygenase and methanethiol oxidase to degrade DMS and

MeSH (Taylor and Kiene, 1989). The key players investigated so far are the methylotroph hyphomi-

crobium and the photoautotroph thiobacillus (Kelly and Baker, 1990). Besides oxygen, they can also

use nitrate and nitrite as electron acceptors (van Leerdam et al., 2006). Both bacteria further utilize

the carbon from DMS, but hyphomicrobium incorporates it as formaldehyde via the serine pathway,

and thiobacillus utilizes it as CO2 and incorporates it into the Calvin cycle (Lomans et al., 2002).

DMS monooxygenase has been puri�ed from Hyphomicrobium sulfonivorans and Arthrobacter globi-

formis. It is a two-component �avin-dependent monooxygenase (Boden et al., 2011; Cao et al., 2018;

Hammers et al., 2020). The methanethiol oxidase encoded in the mtoX gene in Hyphomicrobium sp.

has recently been puri�ed and is a Cu-dependent metalloenzyme (Eyice et al., 2018).

An in-depth study of DMS and MeSH degradation in Hyphomicrobium denitri�cans X
T

has shown

that the DMS oxidation by DMS monooxygenase in the cytoplasm and MeSH oxidation to HS
−

by

methanethiol oxidase in the periplasm is coupled to a complex system of dissimilatory sul�de and

sul�te oxidation via a membrane-bound heterodisul�de reductase-like system (Koch and Dahl, 2018).

A similar system was found in Methylophaga thiooxidans: again, DMS is oxidized in the cytoplasm,

then methanethiol is transported into the periplasm, where it is oxidized to sul�de. Both oxidation

processes are coupled to membrane-bound and periplasmic sul�de and sul�te oxidases. In contrast

to the �rst study, polythionates are not enzyme-bound and directly oxidized in the periplasm, but

instead transported back into the cytoplasm for the oxidation to sul�te (Kröber and Schäfer, 2019).
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In oxic environments, sulfate-reducing bacteria also utilize thiolmethyl transferases for DMS and

MeSH metabolism (Visscher and Taylor, 1993). In general, sulfate-reducing bacteria operate in a high

sulfate, low hydrogen environment. In hydogen atmospheres, they accumulate methanethiol up to

a toxic level (Lomans et al., 1999c). Sulfate-reducting bacteria do have a higher a�nity for DMS than

methanogens, enabling them to operate e�ciently at low DMS levels (Kiene et al., 1986). Tungstate

(Lomans et al., 1999b) and molybdate (Kiene and Capone, 1988) are inhibitors. During inhibition

experiments, there were indications that methanogens degrade DMS to methanethiol which is then

degraded by sulfate-reducing bacteria in sulfate-rich environments (Lomans et al., 1999b).

Abiotic Degradation of Reduced VSCs

There is some evidence for abiotic degradation of VSCs, mainly in the oceans. UV-B light degrades

DMS in the presence of photosensitizers, which is more important in aqueous systems than in soils

(Hatton, 2002; Ossola et al., 2019). In the oceans, this limits DMS emissions and leads to an increased

sulfur recovery in the upper water columns.

Granular ferric hydroxide (Sun et al., 2014) and alkaline solutions (Smet and van Langenhove, 1998;

van den Bosch et al., 2009) are used to reduce VSC emissions from anthropogenic sources to the

environment. Both are of course extreme cases of what is happening in the soils as well: Iron and

heavy metal ions form insoluble sul�des, and an increased pH leads to the formation of HS
−

, which

is not volatile as well. Therefore, emissions of H2S are usually limited.

Atmospheric Fate of Reduced VSCs

H2S, MeSH, and DMS are quickly degraded by OH
·
, NO

·
3, and BrO

·
radicals (Breider et al., 2010;

Jensen et al., 1991; Khan et al., 2016). The detailed reaction steps involve stepwise H
·
abstractions, O2

and NO2 additions, and oxidative divisions. Methanesulfonic acid and SO2 are frequently observed

intermediates until the wet and dry deposition of sulfates (Wallington et al., 1993). Global VSC

models usually only focus on DMS, and try evaluating the CLAW hypothesis or general atmospheric

behavior of DMS (Khan et al., 2016; Kloster et al., 2006; Lana et al., 2011). They have shown a short

lifetime of < 1 d and the changing in�uence of the di�erent radicals involved in degradation: OH
·

dominates daytime degradation, NO
·
3 nighttime degradation, and BrO

·
can be important over the

southern ocean.

1.4.4. Formation and Cycling of Carbonyl Sulfide

Carbonyl sul�de (COS) cycling is controlled by very di�erent processes than the reduced sulfur

gases. Its mixing ratio in the atmosphere is about 500 ppt (Warneck and Williams, 2012). Most studies

focus on COS net �uxes from soil into the atmosphere rather than separating it into production and
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consumption. Hence, not much is known about possible precursors of COS production from soil.

So far, only the formation of COS from thiocyanate via thiocyanate hydrolase is known, however,

this only accounts for a small fraction of COS production (Banwart and Bremner, 1975; Conrad,

1996). Most of the thiocyanate is further degraded to ammonia and sulfate (Kwon et al., 2002).

COS can also be generated upon decomposition of organic material (Turco et al., 1980). Stimulation

of COS emissions occurs when adding a wide variety of sulfur compounds, so one theory is that

mainly abiotic processes are involved (Conrad, 1995). However, COS emissions spike after rainfall

events (Whelan and Rhew, 2016), which might either be due to physical desorption processes or

microbial activity. For plants and for soils, compensation concentrations can be obtained where COS

production equals COS uptake, but they vary strongly. Plants usually exhibit compensation mixing

ratio smaller than 200 ppt (Kesselmeier et al., 1993), whereas soils mostly have compensation mixing

ratios higher than the atmospheric mixing ratio, acting as a net source (Conrad and Meuser, 2000).

There are many processes involved in COS degradation in soil: (1) a steady COS production, (2)

a linear, �rst-order kinetics COS uptake at low COS concentrations becoming saturated relatively

quickly, and (3) a second �rst-order kinetics uptake when the mixing ratio of COS is rising over a cer-

tain threshold (Conrad, 1995; Conrad and Meuser, 2000). This suggests that two di�erent microbial

groups are involved in (2) and (3).

COS correlates with gross-primary production (Sandoval-Soto et al., 2005), but this is probably not a

causal relationship since carbonic anhydrase (CA) is light-independent, and metabolization of COS

was also observed during the night (Geng and Mu, 2004; Gimeno et al., 2017). It was then proposed

to be an inverse tracer for biogenic VOC emissions since it seems to correlate with open stomata

(de Gouw et al., 2009).

The most-studied pathway is the degradation by CA happening in plants as well as in soil. Normally,

CA hydrolyzes CO2 to hydrogen carbonate, but it can also cometabolize COS. Since there is a com-

pensation mixing ratio, COS might be preferred at low CO2 concentrations. β-CA does bind to COS

more strongly than the other isoforms (Sauze et al., 2017). Since this form is more abundant in fungi

than in bacteria, and fungi are most active in soil, it is concluded that fungi might be the main sink

for COS in soil (Bunk et al., 2017; Sauze et al., 2017). However, Mycobacterium sp., Williamsia sp., and

Thiobacillus thioparus also use β-CA for COS cleavage (Ogawa et al., 2017). In plants, the activity

is dependent on the stomatal conductance (Goldan et al., 1988), but also in T. thioparus, transport

hindrances are regulating COS consumption (Ogawa et al., 2017). In bryophytes which do not have

stomata, there was also a compensation mixing ratio observed, and light appeared to act inhibitory

on COS uptake (Gimeno et al., 2017).

Besides carbonic anhydrase, the other CO2 �xing enzymes ribulose-1,5-biphosphate carboxylase

oxygenase (RuBisCO, Whelan et al. (2018)) and phosphoenolpyruvate carboxylase (PEPCO) are also

discussed as possible COS degraders. In plants, they do not seem to be involved (Protoschill-Krebs

et al., 1996), but there are indications that those enzymes might be involved in COS degradation in
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soil (Kesselmeier and Staudt, 1999). Other processes degrading COS are done by nitrogenases (Bunk

et al., 2017), CYP-450 containing monooxygenases in mice (Chengelis and Neal, 1980), COSase, and

CS2 hydrolase (Kamezaki et al., 2016). Due to its lifetime of ca. 1 yr, COS is transported up into the

stratosphere, where it gets degraded by UV light (Turco et al., 1980).

1.4.5. Ecosystem Hotspots of Sulfur Cycling

The most recent reduced sulfur gas budgets were estimated by Watts (2000) (Table 1.1). This study

shows DMS to be the main contributor due to its marine emissions, followed by H2S, COS, and CS2.

Main sources for H2S are assumed to be by volcanic and geothermal origin as well as anthropogenic

emissions, mostly from fuel burning. CS2 is also considered to be mostly anthropogenic, and COS

thus indirectly as well, as its main source is stated to be CS2 oxidation. However, Watts mentioned

that the budgets are fairly uncertain, as the number of studies on volatile sulfur gases is limited,

especially since he excluded studies that used dynamic chambers with pure air. He argues that those

are unreliable, because they tend to overestimate emission �uxes. This is of course important to

consider, as compensation concentrations are known for many substances including COS (Conrad,

1994). Yet there is also a study showing that DMS emission �uxes are not overestimated when using

DMS-free air (de Mello and Hines, 1994). It might have been reasonable to include studies using

VOC-free air in Watts’ budget, as this would have improved the data coverage substantially.

Conrad (1994) also budgeted atmospheric trace gas emissions from soils and estimates 0.58 Tg/a COS

and <0.38 Tg/a DMS emissions from soils. Both values are higher than Watts’ estimates. Warneck

and Williams (2012), Table 1.2, did a much coarser global budgeting for the sulfur gases, and their

estimates are also much higher than the ones by Watts.

Since even the latest budget is already eight years old, and there is considerable disagreement be-

tween the budgets, I will provide a summary of the available literature in the next subchapters.

Tables with all VSC measurements known to the author can be found in the supplements, in section

A.1.

Marine and Coastal Areas

Oceans are considered to be the by far major DMS emitter, due to cleavage of 3-(dimethylsulfo-

nio)-propionate (DMSP) to DMS by microalgae and bacteria (Moran and Durham, 2019). Grazing by

microzooplancton increases DMS emissions up to a factor of 20, which accounts to 32-96% of dark

DMS production in the oceans (Simó et al., 2018). DMS emissions occur all over the oceans including

the Arctic (Hines, 1992), but spike in coastal areas with high microalgae abundance. As DMS is

mostly degraded by aerobic marine bacteria, low oxygen levels can increase DMS emissions. This can

be further enhanced by the other bacterial VSC formation processes under anoxic conditions, sulfate

reduction and organic sulfur compound degradation. For example, during South-West monsoon
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Table 1.1.: Global sources and sinks of VSCs to the atmosphere in Tg/a as specified by Wa�s (2000).
X: Since marine DMS emissions have been estimated using atmospheric lifetimes and
boundary layer mixing ratios, it does not make sense to calculate the sinks the same
way as the sources. Major removal processes include the reaction with OH· and NO·

3 in
the atmosphere. Reprinted with permission from Wa�s (2000).

Source /sink H2S DMS COS CS2

Open ocean 1.50 ± 0.60

20.70 ± 5.20

0.10 ± 0.15 0.11 ± 0.04

Coastal ocean 0.30 ± 0.10

0.20 ± 0.10 0.07 ± 0.04

Salt marsh, estuary 0.50 ± 0.35 0.07 ± 0.06

Vegetation 0.37 ± 0.07 1.58 ± 0.86

Tropical forests 0.42 ± 0.12 1.60 ± 0.50

Soils 0.002 ± 0.002 0.29 ± 0.17

Anoxic soils 0.02 ± 0.01 0.07 ± 0.06

Wetlands 0.20 ± 0.21 0.12 ± 0.07 0.03 ± 0.03 0.02 ± 0.02

Volcanism (H2S:+ Geothermal) 1.05 ± 0.94 0.05 ± 0.04 0.05 ± 0.04

Anthropogenic 3.30 ± 0.33 0.13 ± 0.04 0.12 ± 0.06 0.34 ± 0.17

Biomass burning 0.07 ± 0.05

Precipitation 0.13 ± 0.08

DMS oxidation 0.17 ± 0.04

CS2 oxidation 0.42 ± 0.12

COS + OH
·

0.08 ± 0.07

Total source 7.72 ± 1.25 24.49 ± 5.30 1.31 ± 0.25 0.66 ± 0.19
Reaction with OH

·
-8.50 ± 2.80 X -0.13 ± 0.10 -0.57 ± 0.25

Reaction with O
·

-0.02 ± 0.01

Reaction with NO
·
3 X

Photolysis -0.03 ± 0.01

Oxic soils -0.92 ± 0.78 -0.44 ± 0.38

Vegetation -0.56 ± 0.10

Total sink -8.50 ± 2.80 -1.66 ± 0.79 -1.01 ± 0.45
Total imbalance 0.78 ± 3.1 0.35 ± 0.83 0.35 ± 0.49

Table 1.2.: Main global sources and sinks of VSCs to the atmosphere in Tg/a as specified by War-
neck and Williams (2012). X: sinks only mentioned, but strength not specified. Adapted
from Warneck and Williams (2012), p. 71, with permission.

H2S DMS COS CS2

Oceans 50 0.3 0.4

Soils (COS: + marshes) 0.5 1 0.3

Vegetation 1.0

Volcanic 1.0

Anthropogenic 3.3 0.6

Oxidation of CS2 and DMS 0.6

Uptake by vegetation -0.5

Reaction with OH
·

X X -0.1 X

Reaction with NO
·
3 X

Loss to stratosphere -0.1
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season at the west coast of India, oxygen levels quickly drop with depth, leading to spikes in DMS

emissions (Naik et al., 2020).

Another marine environment with substantial DMS emissions are coral reefs, probably due to the

endosymbiotic zooxanthellae in the corals (Broadbent and Jones, 2004; van Alstyne et al., 2008).

Low tides with low wind speeds (Swan et al., 2017b,a) and low-level cloud cover (Jones et al., 2018)

cause spikes in DMS emissions. This was found both when corals gets exposed and when they get

resubmerged, indicating this might be a stress response (Hopkins et al., 2016).

Microbial Mats

Microbial mats in both marine and freshwater environments also emit DMS. Estuarine cyanobacte-

rial and diatom mats emit under both aerobic and anaerobic conditions. In this study, Thiobacillus

sp., Thiocystis sp., and Thiocapsa sp. feed on the DMS emissions, and the authors discussed that

microbial mats might actually serve as a DMS sink under anoxic conditions (Visscher et al., 1995).

Like in other environments, there seems to be a sharp separation of marine microbial mats mostly

emitting DMS, and freshwater microbial mats, also emitting other VSCs. Microbial (mainly algal)

mats from Yellowstone (USA) degrade by the formation of H2S, some MeSH and very little DMS un-

der anoxic conditions, which was attributed to algal protein constituents. One has to note that light

decreased VSC production, which the authors attributed to O2 production from the algae (Zinder

et al., 1977).

This diurnal cycle was also shown by directly measuring O2 and S
2−

and VSC emissions in hyper-

saline mats in Mexico: DMS and MeSH emissions decreased with increasing oxygen abundance and

salinity, and increased with temperature. The authors attributed this to an increased VSC consump-

tion in the presence of oxygen (Visscher et al., 2003)

Vegetation

In general, plants emit H2S and DMS, and are a sink for COS (Goldan et al., 1987). Root emissions of

VSCs by brassica plants are discussed as chemical communication and warfare agents against fungal

infestations (Eyice and Schäfer, 2016; Gamliel and Stapleton, 1993; Yang et al., 2006). Cabbage not

only emits a broad blend of VSCs from roots, but also from the plant itself, though in lower release

rates (Bailey et al., 1961). H2S can be leaked involuntarily as an amino acid degradation product

(Taylor and Kiene, 1989), but it is also a product of the cleavage of COS by carbonic anhydrase:

COS + H2O → H2S + CO2 (Campbell et al., 2017). The main pathways to DMS are the cleav-

age of methionine to MeSH and then methylation by S-adenosyl-methionine-dependent thiolmethyl

transferases (Drotar et al., 1987) or the other way round, �rst methylation to S-methylmethionine
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involving S-adenosyl-methionine and then cleavage in a second step (Boden and Hutt, 2019; Taylor

and Kiene, 1989).

For tropical plants, substantial DMS emissions with a diurnal cycle was shown (Jardine et al., 2015),

and especially mahogany was highlighted as a DMS emitter (Vettikkat et al., 2020). In temperate

plants, volatile sulfur emissions were reported for mainly for agricultural plants: Corn, carrot, cel-

ery, soybeans, onions, grass, and oats were found to emit VSCs, but the individual sulfur gases were

not resolved (MacTaggart et al., 1987). More detailed work showed higher DMS and low H2S emis-

sions from corn and soybeans. Di�erent deciduous and conifer trees emit H2S, DMS, and COS, as

well, although the authors note that they used VOC-free air and thus no sink activity could be tracked

(Lamb et al., 1987). Soil covered with grass showed a diurnal pattern of VSC emissions, with DMS

and H2S being the dominant species. Soybeans and oats were moderate DMS and H2S emitters, but

corn emitted 10x as much. Grasses and clover only emitted DMS and H2S at low rates. All of these

plants took up COS (Goldan et al., 1987). Even seeds of Norway spruce can convert sulfate to hy-

drogen sul�de (Spálený, 1977), although the emissions also might originate from COS or amino acid

cleavage, as they report a strong light-dependence and did not �nd an e�ect of sulfate-fertilization

on the emissions.

Soil Emissions

Soil VSC �uxes re�ect the net of all abiotic and biotic formation, degradation, dislocation processes.

They integrate the net activity of roots and microbiota living in soil as well as abiotic processes.

Even if the processes were the same in di�erent ecosystems, their relative importance would change

depending on the environmental conditions as well as the organisms living in the ecosystems, so

for an overall estimate of global emission patterns, we need to know local emissions. Thus, in the

next paragraphs I will discuss VSC quanti�cation studies separately for di�erent ecosystems and

climate regions. The main microbial production pathways are either from sulfate reduction and

subsequent methylation or organic matter degradation. The relative importance of those pathways

depends on the soil properties and climate (Aneja and Cooper, 1989). In general, a correlation of

VSC emissions with respiration rate (Kesselmeier and Hubert, 2002), an optimum of DMS emissions

with soil moisture (Jardine et al., 2015), and decreasing DMS emissions with soil depth (Swan et al.,

2019) suggest that VSC emissions from soil are mainly of biotic origin, and that abiotic processes

only play a minor role.

Temperate Regions Temperate non-wetland soils have been shown to exhibit relatively low, but

detectable VSC emissions, in the range of 0.1-20 mg S/(m
2

a) in Northern-American and German soils

(Adams et al., 1979; Staubes et al., 1989). Maize �elds have been reported to emit up to 100 mg S/(m
2

a) DMS, and wheat �elds up to 50 mg S/(m
2

a) (Kanda et al., 1995). Leaf litter and the fermentation
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layer are also sources of DMS, up to 14.5 pmol/(gdw h) and 0.81 pmol/(gdw h), comparable to fresh

leaf emissions (Kesselmeier and Hubert, 2002).

Subtropical Forests Average DMS emissions from a subtropic Southern Chinese monsoon ever-

green broadleaf forest, a pine and broad-leaf mixed forest and a pine forest appear to be slightly

lower than emissions measured from temperate soils, with average emissions between 0.46 and

1.27 mg S/(m
2

a) (Yi et al., 2010).

Tropical Regions DMS emissions from the Amazon region have been studied on �ights, tall tow-

ers, and at ground-level (Andreae and Andreae, 1988; Andreae, 1990; Jardine et al., 2015). A full

model of the tropic sulfur budget was published by Delmas and Servant (1983), but they only in-

cluded terrestrial H2S from sulfate reduction, not other processes. Whereas DMS concentrations

decrease with distance from the ocean and altitude, MeSH and H2S show no such geographic trend

(Simpson et al., 2001). DMS shows low diel variation, whereas MeSH drops by a factor of 10 between

sunrise and noon. H2S and DMS appear to be largely emitted by the canopy itself, even though those

emissions are smaller than from crops. Soil emissions appear to be very low in general (Andreae,

1990), vegetated soils are even reported to be sinks for VSCs in unpolluted areas (Jaeschke et al.,

1994). Wet season �uxes are generally up to 10-fold lower than dry-season �uxes (Andreae et al.,

1990). These trends and similar emission magnitudes are also found in African rainforests (Bingemer

et al., 1992; Kesselmeier et al., 1993).

Arctic Regions DMS emissions from the Arctic and Antarctic Oceans are similar to other ocean

areas (Berresheim et al., 1989; Mungall et al., 2016). From Alaskan Tundra soils, DMS is the dominant

sulfur gas in wet meadows, whereas COS is mainly emitted from upland lichens. The magnitude of

the �uxes is similar to, but on the low end of temperate soil emissions (0.2-1.7 mg S/(m
2

a) DMS and

0.8-3.4 mg S/(m
2

a) COS) (Hines, 1992). This is much lower than oceanic emissions, but given the

size of boreal and tundra areas might still be a relevant terrestrial source.

Wetlands

Salt marshes, mangrove gorests, freshwater wetlands, lakes, and rice paddies show high VSC emis-

sions originating from di�erent pathways:

Salt Marshes Salt marshes, esp. when vegetated with Spartina alterni�ora, are a big source of VSC

emissions. The main DMS production comes from DMSP cleavage by S. alterni�ora and to some ex-

tent microalgae (Dacey et al., 1987), whereas there are active communities of sulate reducing bacteria

and methanogens in the sediments that degrade DMS to H2S (Kiene and Capone, 1988; Kiene, 1988).

25



1. Introduction

The aerenchyma of S. alterni�ora facilitate the transport of DMS from the water and soils to the

atmosphere (Lamers et al., 2013). S. alterni�ora emissions are so strong that they increase DMS and

CH4 emissions upon invasion into marshes (Tong et al., 2018; Wang and Wang, 2017). Marshes with

S. alterni�ora cover can reach emission rates of 328 µgS/(m
2

h) leading to an average of 5.8 g S/(m
2

a)

(Steudler and Peterson, 1985). DMS peaks at day, CS2 at night, whereas for the others, no signi�cant

trend was observed (Steudler and Peterson, 1985). The production of VSCs, mainly H2S increases

with decreasing redox potential, indicating a shift from DMSP degradation to sulfate reduction as

the main VSC producing process (Devai and de Laune, 1995). Since the sulfate concentration in salt

water is usually much higher than in freshwater (27 mmol/L vs. 0.005-20 mmol/L, Paul and Clark

(1996); Rejmankova and Post (1996)), this again leads to much higher VSC emission potentials in

marine and salt water ecosystems than in freshwater ecosystems.

Mangrove Forests Like in salt marshes, substantial H2S and CH4 emissions from DMS and MeSH

degradation are found. Sulfate-reducing bacteria dominate the DMS degradation - apparently, me-

thanogens are outcompeted by sulfate-reducing bacteria because of their higher substrate range

(Lyimo et al., 2002a, 2009). Aerial roots correlate antiproportionally with H2S and CH4 (Lyimo et al.,

2002b), maybe by increasing the redox potential in those areas.

Freshwater Wetlands and Lakes Wetland sediments are the perfect example of how the avail-

ability of energy-rich electron donors shapes microbial communities in soils: They tend to exhibit a

strong layering of aerobic microorganisms, then nitrate reducers, iron reducers, sulfate reducers and

�nally methanogens (Conrad, 1996). VSC depth pro�les show DMS and MeSH peaking in the redox

transition zone between anoxic and oxic water layers in lakes (Fritz and Bachofen, 2000; Hu et al.,

2007) or right above the sediment (Lomans et al., 1997), decreasing towards the water surface. MeSH

and DMS are often completely degraded to H2S, CH4 and CO2 before they reach the surface (Lo-

mans et al., 2001b; Zinder and Brock, 1978), but not always (Cooper et al., 1987). Anoxic sphagnum

peat and minerotrophic peatland sediments consume DMS, MeSH and COS (Lomans et al., 1999c;

de Mello and Hines, 1994), indicating strong sulfur cycling under these conditions. The transient

VSC concentrations in deeper, anoxic lake layers have been attributed to H2S methylation in deep

layers and then a demethylation under CH4 and CO2 formation in higher layers (Hu et al., 2007). In

general, the more strati�ed, anoxic or eutrophic a lake gets, the more VSC emissions can be detected

(Richards et al., 1991).

Besides these bacterial processes, algal DMS formation upon cleavage of DMSP (Ginzburg et al.,

1998) and methionine (Caron and Kramer, 1994) can also be a signi�cant contributor. DMS has

been reported to spike around noon and to correlate with chlorophyll a contents in Canadian lakes

(Steinke et al., 2018). The diurnal cycle was also observed in a di�erent study on a freshwater lake

(Leng et al., 2021), though no further investigation as to the cause was done there. Again, also DMS

emissions from degrading algae have been found, and e.g. add up to ∼230 t DMS/a from the Great

26



1.4. Terrestrial Sulfur Cycle, Formation and Degradation of Volatile Sulfur Compounds

Lakes (Nriagu and Holdway, 1989), even though this volatilization is not a major pathway in sulfur

cycling in those areas (Richards et al., 1991).

Rice Paddies VSC emissions from rice paddy �elds reach 0.006-0.024 Tg S/a (Yang et al., 1998).

The study on di�erent Chinese rice paddies found mainly DMS, MeSH/DMDS and CS2 emissions

as well as very low COS and no H2S emissions, diurnal cycles of VSC emissions as well as a spike

shortly before harvest, in August (Yang et al., 1998). They also found a substantial increase of VSC

emissions upon application of chemical fertilizer, yet did not state the composition of the fertilizer.

Another study on COS and CS2 only found the same diurnal cycle, but their results on nitrogen

fertilizer application di�ered: Upon application of ammonium sulfate, CS2 levels did not change, but

the uptake of COS into the soil was increased by a factor of 2 (Jing et al., 2017).

Human and Animal Waste

Sulfur emissions from waste, land�lls, wastewater treatment plants, sewers and manure are of con-

cern due to odour complaints and health risks for the workers (He et al., 2018; Borras et al., 2016;

Cheng et al., 2005; Wang et al., 2015; Feilberg et al., 2010; Abis et al., 2018). Sewage in�ux into

salt marshes also produces VSC emission hotspots (Adams et al., 1979), so environmental concerns

are also present. Most of the emissions are due to organic sulfur compound degradation, probably

mainly amino acids (He et al., 2018), but also letting the redox potential drop too low can lead to

increased sulfate reduction and methylation (Smet and van Langenhove, 1998). Methanogens can

also play a big role here (Sun et al., 2015a). A critical phase is when the activated sludge is aerated

again; here, spikes of reduced sulfur species are observed (Kim et al., 2014). Handled well, activated

sludge can also temendously reduce VSC emissions and is thus a crucial step (van Leerdam et al.,

2006).

1.4.6. The Marine Sulfur Cycle and the CLAW Hypothesis

Marine dimethyl sul�de emissions by microalgae are the main biogenic source of dimethyl sul�de.

This is a major contributor to the atmospheric sulfur burden and cloud condensation nuclei over the

ocean, as otherwise, the particle load over the oceans is low - one can even trace ship plumes days

later (Capaldo et al., 1999). The important link of algal dimethyl sul�de emissions to cloud formation

over the oceans led to the formation of the CLAW hypothesis. I will �rst discuss the DMS and MeSH

formation pathways in the ocean, and then the CLAW hypothesis and its reception.

Marine micro- and macroalgae as well as some higher plants like S. alterni�ora use 3-(dimethylsul-

fonio)-propionate (DMSP) as an osmolyte, chemoattractant and anti-freezing agent. Due to its wide

abundance, predators of those species also use it as a chemical cue, and DMSP and DMS might play
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A) B)

Figure 1.5.: Scheme of marine sulfur cycle. A) Formation of DMSP from methionine by algae
(le�), higher plants (middle), and dinoflagellates (right pathway). Red: genes involved
in the pathways. MTOB: 4-(methylthio)-2-oxobutanoate, MTHB: 4-(methylthio)-
2-hydroxybutanoate, DMSHB: 4-(dimethylsulfonio)-2-hydroxybutanoate, AdoHcy:
adenosylhomocysteine, AdoMet: adenosylmethionine, SMM: S-methylmethionine,
MTPA: 3-(methylthio)-propylamine, MMPA: 3-(methylthio)-propanoate. B) DMSP
degradation pathways as done by bacteria (le�) and algae (right). THF: tetrahy-
drofolate, ATP: adenosine triphosphate, AMP: adenosine monophosphate, PPi: py-
rophosphate, CoA: coenzyme A, FAD: flavine adenine dinucleotide, MTA-CoA:
methylthioacryloyl-CoA. Adapted from Moran and Durham (2019) with permission.

a crucial role in structuring the microbiota of algal reefs (Raina et al., 2010). It is formed from me-

thionine by three di�erent pathways (Figure 1.5A): In higher plants like Spartina and Wollastonia,

methionine is �rst methylated to S-methylmethionine, then decarboxylated to 3-(dimethylsulfonio)-

propionylamine, and then oxidized to 3-(dimethylsulfonio)-propionaldehyde and the DMSP. Macroal-

gae, diatoms, prymnesiophytes, and prasinophytes �rst oxidize methionine to 4-(methylthio)-2-

oxobutanoate, which is reduced to 4-(methylthio)-2-hydroxybutanoate. This is methylated to 4-

(dimethylsulfonio)-2-hydroxybutanoate and then decarboxylated to DMSP. In dino�agellates, the

biosynthesis is not entirely understood yet, but the �rst step is a decarboxylation to 3-(methylthio)-

propylamine, which is the oxidized to 3-(methylthio)-propanoate and methylated to DMSP (Curson

et al., 2017; Moran and Durham, 2019). Marine bacteria in sediments are also important DMSP

producers, and their biosynthesis is likely the same as for S. alterni�ora, as the methionine methyl-

transferase required for the �rst step was identi�ed (Williams et al., 2019).
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Algae can cleave DMSP to DMS and acrylate under certain conditions like temperature stress (Figure

1.5B). Depending on the DMSP lyase present, a substitution of the dimethylsulfonio group to form 3-

hydroxypropanoate instead of the elimination to acrylate can also occur. Both compounds ultimately

get degraded to acetyl CoA, whereas the DMS is released by the cells, e.g. as a temperature stress or

wounding signal. Marine bacteria use a di�erent way to catabolize DMSP (Figure 1.5B): They �rst

demethylate it to 3-(methylthio)-propionic acid, which is then immediately coupled to coenzyme A

and ultimately degraded to acetaldehyde, and methanethiol (Curson et al., 2011; Reisch et al., 2011).

Some bacteria can use both pathways simultaneously (Sun et al., 2016). Often, the methanethiol is

then further methylated to DMS as well (Kiene and Visscher, 1987; Kiene, 1996), or can be utilized

for methanogenesis in intertidal sediments (van der Maarel and Hansen, 1997). A third degradation

process of DMSP is the oxidation to 3-(dimethylsulfoxonio)-propionate (DMSOP), which can also be

cleaved to dimethyl sulfoxide (DMSO) and acrylate in analogy to the DMSP-cleavage (Thume et al.,

2018).

DMS abundance is strongly correlated with available irradiation (Vallina and Simo, 2007), temper-

ature, salinity and nitrogen limitation (Stefels, 2000). In the water column, it can be degraded to

sulfate, either via DMSO or via MeSH (González et al., 2010; Lidbury et al., 2016), but a signi�cant

fraction is leaked to the atmosphere, where it gets oxidized to DMSO, COS and methanesulfonic

acid (MSA), and �nally SO2 within hours (Hatton, 2002). As SO2 usually gets dissolved and oxi-

dized to atmospheric sulfate and forms cloud condensation nuclei, Charlson, Lovelock, Andreae and

Warren formulated the CLAW-hypothesis as a potential negative climate feedback loop (Charlson

et al., 1987): Increased oceanic temperatures would lead to an increased algal growth and increased

DMS emissions. These emissions would increase atmospheric sulfur compounds, enhancing cloud

formation and increasing the albedo. This would lower the incoming radiation, which would cool

the atmosphere and thus stabilize the current climate. Based on this hypothesis, many models were

built trying to predict the magnitude of the atmospheric sulfur burden from oceanic DMS emissions,

e.g. Fiddes et al. (2018); Kloster et al. (2006); Lana et al. (2011). However, the hypothesis has a few

�aws, and the e�ect is likely much smaller than postulated. Firstly, oceanic aerosols are not only

formed by DMS emissions, but also by sea salt and organic matter that are released from the ocean

by turbulent mixing with winds. Those processes are not climate dependent, limiting the e�ect of

DMS emissions (Quinn and Bates, 2011). Secondly, the increased temperature is due to increased

CO2 concentrations in the atmosphere, which also decrease the ocean’s pH. This ocean acidi�ca-

tion counteracts the productivity increase by warming, such that DMS emissions do not increase

strongly with temperature (Six et al., 2013).

1.5. Methods to Measure VOCs

There are a number of di�erent methods to measure VOCs. The most common way is the use of

gas chromatography coupled to a range of di�erent detectors like �ame ionization detectors (FIDs)
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for general organic compounds, electron capture detectors (ECDs) for halogenated analytes, bar-

rier ionization detectors (BIDs) for non-helium compounds, or mass spectrometers (MS) (Hinshaw,

2018). Due to its additional structural information and low limits of detection, MS has been the de-

tector of choice for years. GC-MS is an extremely selective and speci�c method, since the analytes

can be �rst separated on the column based on their boiling point and polarity, and then identi�ed

by its fragments in the mass spectrometer. Using MS/MS-approaches in triple quadrupole-MS or

using high-resolution mass spectrometers like time of �ight- or ion trap-MS enhances the analyte

speci�city even further. Mass spectrometers are also very sensitive, so that low concentrations can

be measured. However, GC-MS sensitivity is usually not high enough to allow for direct quanti�-

cation of trace and ultratrace level compounds in headspace samples, due to the small sample size

injected onto the column. Hence, GC-MS for trace level compound determination usually relies on

preconcentration, e.g. on thermal desorption tubes, using SPME or liquid extraction techniques.

Besides GC-MS, there are direct ionization methods coupled to mass spectrometry, like atmospheric

pressure chemical ionization (APCI-MS), proton transfer reaction (PTR-MS) or selective ion �ow

tube (SIFT-MS) mass spectrometry. In contrast to GC-MS, those techniques rely on a low fragmen-

tation during the ionization, so that all analytes can be identi�ed in a single mass spectrum and

no chromatographic separation is needed. The missing column also allows for continuous, real-time

measurements. An intermediate between the time-consuming separation on a chromatographic col-

umn and the full spectra obtained by non-separating methods is ion mobility-MS, which relies on a

very short separation of the ionized analytes in a counter �ow (McEwan, 2015).

Besides these destructive methods, spectroscopic methods like infrared (IR), ultraviolet and visible

light (UV-Vis) and Raman-spectroscopy can be used. Since they are based on changes in molecular

vibration states or electronic states, groups of molecules, e.g. aldehydes or thiols, can usually only

be measured as a sum parameter rather than identifying individual compounds. Yet, since they are

easy to use, reliable and cost-e�cient instruments and analytes can be quanti�ed reliably, they are

the methods of choice for routine analyses in a situation with well-de�ned analytes and matrices

(Otto, 2019).

Substance-class speci�c arrays of metal oxide sensors, surface or bulk acoustic wave sensors, metal

oxide �eld e�ect transistor sensors or conducting polymer sensors are commonly used as e-noses and

have been commercialized by di�erent companies as well. It has been attempted to simplify them for

untrained users, e.g. for drug or chemical weapon detection in airports, but their application remains

constrained to very speci�c situations with well-known analytes and interferents, and often more

on a presence-absence level than an actual quanti�cation (Röck et al., 2008).
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Figure 1.6.: General scheme of PTR-MS and SIFT-MS. Adapted from Lehnert et al. (2020a).

1.5.1. PTR-MS and SIFT-MS

SIFT-MS and PTR-MS were developed in the 1990s (Lagg et al., 1994; Smith and Spanel, 1996). Both

are similar in their design: their working principle is based on a chemical ionization of gaseous

analytes by reagent ions in a �ow or a drift tube, and the detection of the analyte ions via mass spec-

trometry. The reaction time is important, as from knowing the kinetics of the ionization reaction,

one can derive the original concentration (McEwan, 2015).

The three key di�erences in design become clear when looking more closely (Figure 1.6):

1. PTR-MS only uses H3O
+

ions that are generated by a hollow cathode, whereas SIFT-MS uses

a microwave plasma to ionize humid air. This generates many di�erent ions and enables the

use of the positive reagent ions H3O
+

, NO
+

, O
+
2 , but also the negative reagent ions O

−
, O

−
2 ,

OH
−

, NO
−
2 , and NO

−
3 in SIFT-MS (Hera et al., 2017). The desired reagent ion is then selected

by a quadrupole. PTR-MS can also be expanded to Switchable Reagent Ion Mass Spectrometry

(SRI-MS) by changing the source. This expands the number of possible reagent ions in PTR-

MS/SRI-MS to H3O
+

, NO
+

, O
+
2 , NH

+
4 , Kr

+
, and Xe

+
(Jordan et al., 2009a). In general, the

hollow cathodes are able to produce higher numbers of ions, since they are optimized to just

produce this one ion. Thus, the PTR-MS/SRI-MS tends to be more sensitive than the SIFT-

MS. Hollow cathodes with electrostatic switching has been demonstrated for SIFT-MS as well

(Španěl et al., 2019), but has not been commercialized yet. The range of reagent ions expands

the �eld of possible analytes from proton acceptors (H3O
+

, e.g. alcohols and aldehydes) to

electron donors with an ionization potential up to 12 eV (NO
+

, O
+
2 , e.g. COS) and even higher

(Kr
+

, Xe
+

, also inducing fragmentation), whereas the negative reagent ions in SIFT-MS also

enable the ionization of proton donors and electron acceptors, e.g. HCN, CO2 or SO2 (Smith

and Spanel, 2011b).

2. The reaction of the analyte with the reagent ion takes place in a drift tube in PTR-MS and a

�ow tube in SIFT-MS. The critical task in this region is to constrain the reaction time as good

as possible, to obtain reliable results. In PTR-MS, this is solved by accelerating the ions in a

high electric �eld with an accelerator voltage in the magnitude of kV (Hartungen et al., 2013).
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In newer versions, the linear design was replaced by a �eld that facilitates a spiral path of

the ions through the chamber, which increases the reaction time, thus the amount of ionized

analyte and the instrument sensitivity substantially (Krechmer et al., 2018). SIFT-MS relies on

a laminar �ow of a carrier gas and only employs a small �ow tube voltage for focusing the

ions. This is a much milder technique, so less fragmentation of the analytes occurs, leading to

cleaner spectra. The ions are also not excited strongly by the �eld, so the Maxwell-Boltzmann-

distribution and gas phase chemistry kinetic constants are valid assumption and the direct

mixing ratio calculations can be reliable (Španěl et al., 2006; Spesyvyi et al., 2015; Smith et al.,

2014). PTR-MS usually cannot be used without calibration, while SIFT-MS is often used like

this (Lourenço et al., 2017).

3. PTR-MS now uses only time of �ight-mass spectrometers, whereas SIFT-MS still relies on

quadrupole-mass spectrometers. Since SRI-MS is still rarely used, PTR-MS has overcome the

issue of limited structural information by increasing mass accuracy. This enables the separa-

tion of isobaric compounds with di�erent sum formulas and a much clearer identi�cation of

the analyte’s sum formula. Additionally, full mass spectra can be obtained at a much higher

frequency ( 200x higher if a mass range of m/z = 15-250 u is used). However, this comes at

the cost of a more di�cult handling, and the evaluation of the more complex dataset might be

more challenging (Jordan et al., 2009b).

4. Newer developments in SIFT-MS include new sample introduction techniques. Besides the

usual "nozzle" that draws in gas samples from a container or a �ow, an autosampler with a

needle for headspace samples from Tedlar bags, headspace incubation vials, and a TD tube

sampler. This makes sampling more variable and extends the range of possible applications,

as the instrument does not have to be placed directly at the point of the sample (Slingers et al.,

2021).

Direct comparisons of the two instruments are rare. Reviews point out the higher sensitivity of PTR-

MS at the cost of a higher humidity-sensitivity and less structural information (Biasioli et al., 2011;

Shende et al., 2017; Smith and Spanel, 2011a). Measurement accuracies are reported to be higher for

SIFT-MS (Lourenço et al., 2017). Smith et al. (2014) showed more hydrated product ions for SIFT-MS,

and more fragment ions for PTR-MS. 10x higher sensitivity in cps/ppb due to the increased amount

of reagent ions has been reported for PTR-MS (Smith et al., 2014), and is probably even higher for

the newer instruments like PTR3 and Vocus.

In comparison to other atmospheric pressure ionization (APCI) techniques, PTR-MS has been proven

to be more reliable in detecting smaller, more volatile compounds and primary VOCs, whereas other

APCI techniques were better at detecting semivolatiles and atmospheric degradation products of

VOCs (Riva et al., 2019). A comparison with TD-GC-MS also showed a much better performance

for SIFT-MS and PTR-MS for small, very volatile, oxygenated compounds, and a worse performance
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than TD-GC-MS for larger, semivolatile compounds. SIFT-MS and PTR-MS had a much bigger linear

dynamic range than TD-GC-MS (Lourenço et al., 2017).

1.5.2. Sampling Methods

VOCs can be sampled very di�erently, depending on the analyte, analysis method, and experimental

constraints.

For higher concentration analytes, direct analysis of gaseous samples is often used. Samples can be

taken e.g. in metal cylinders, glass �asks, or Tedlar bags. Rigid containers are usually evacuated

before the sampling and then just opened at the location, whereas the �exible Tedlar bags have to

be �lled using a pump. Caution has to be taken here, as all types of containers are contaminated

easily, either if the vacuum is not good enough or by the pump utilized for the Tedlar bag �lling (Marr

et al., 1988). Additionally, one has to take care that the walls of the containers can adsorb compounds

from the sample, desorb previously-adsorbed compounds, and in the case of Tedlar bags, can let gas

exchange with the atmosphere happen. This can lead to reduced concentrations in the sample, and

cross-contamination (Chandra et al., 2017).

Thus, direct gas analysis is usually only used when storage times are short. For example, one could

measure directly in the �eld, incubate samples and measure the headspace after a certain time, or

analyze breath samples directly.

When storage times are longer or a preconcentration of the analyte is required, adsorbents can be

used. The most frequently used ones are polydimethylsiloxanes (PDMS) (Harshman et al., 2016),

divinylbenzenes (Grossmannova et al., 2007), and activated carbon (Kaikiti et al., 2020), but also zeo-

lites or silica (Li et al., 2019b), and even cotton pads (Prada et al., 2011). After exposure, the analytes

can either be extracted with solvents (Ramirez et al., 2010b), or they can be thermally desorbed from

thermal desorption tubes (TD tubes) or solid phase microextraction (SPME) �bres. TD tubes are

commercially available, reliable sampling devices that can be used to sample in remote areas. The

tubes can be placed upstream of a pump so that contamination by the pump is unlikely. Since their

ends can be closed, long-time storage is possible, however, reactions can happen on the adsorbent

material, altering the chemical composition of the sample (Merlen et al., 2017; Rosier et al., 2014).

One drawback is that TD requires a special sample introduction systems for the GC-MS. SPME on

the other hand can only be used for passive sampling, and storage should be kept as short as possi-

ble, as the �bres cannot be shielded well from the environment and are prone to contamination. But

an SPME �bre can be injected into a normal GC injector, which makes handling easy and accessible

(Bravo-Linares and Mudge, 2007; Kim and Park, 2008). Both techniques have in common that an

accurate quanti�cation can be di�cult and is often imprecise, as one has to take into account the

adsorption and desorption processes (Garcia-Alcega et al., 2017; Lourenço et al., 2020).
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1.5.3. Field Setups

There are three main techniques for measuring VOC emission �uxes from soils or vegetation: static

chambers, dynamic chambers, and eddy covariance measurements.

Chamber measurements are point measurements on a very small area: some air headspace is en-

closed over some part of the soil or plant. This headspace can either be static, i.e. completely cut o�

the surrounding air, or dynamic, i.e. �ushed continuously. Static chambers are very easy to use, as

one just needs to close o� the headspace and wait. Usually, after closing, the headspace is sampled at

a number of pre-de�ned time points e.g. 5, 20, and 35 min, and from the increase in headspace con-

centration, the emission �ux or release rate is calculated. The signal that is obtained is a combined

signal of all release and uptake processes happening in the study object. This method is still widely

used e.g. for soil respiration or soil methane emission measurements, and is very good to determine

the general direction of a �ow (Moore and Roulet, 1991). However, sometimes, the emission and

uptake processes are concentration-dependent, and e.g. a higher headspace concentration reduces

further production or desorption from the soil. This often leads to an underestimation of the source

strengths (Rochette et al., 1992).

Dynamic chambers can help focusing on the emission potential of a soil. Since the air is constantly

exchanged, accumulation of compounds is reduced greatly, and artefacts due to too high mixing

ratios are removed. If one is interested only in emissions, one can use pure air to �ush the chambers.

With the concentration measured at the outlet of the chamber and the �ow through the chamber,

one can calculate the release rates of the soils directly. However, this can lead to artefacts if there

are uptake processes of the compound in the soil or plant: These cannot be observed when no

initial compound concentration is present (Castro and Galloway, 1991). Often, soils show distinct

compensation concentrations, i.e. mixing ratios where the uptake rates are as big as the release

rates. Below this concentration, the compound is emitted, above this concentration, it is taken up by

the soil (Conrad, 1994). As an alternative, ambient air can be used for �ushing the chambers. With

this, one can measure the actual �ux of a compound at its natural concentration into and from the

study object. However, one has to measure the mixing ratio of the compound at the inlet and the

outlet of the chamber, which doubles the measurement uncertainty of the �ux result (Behrendt et al.,

2014). Additionally, even when doing so, the concentrations of the compounds in the soils might be

altered by �ushing the system, so even this method might induce artefacts. For example for DMS,

no compensation concentrations have been observed in previous studies (de Mello and Hines, 1994),

so at least for this compound, pure air can be used without any problem.

Eddy covariance is a micrometerological technique that does not rely on chamber enclosures, but

makes use of the fact that wind is a turbulent �ow. It extracts the covariance of atmospheric mixing

ratio distributions and vertical wind components to estimate the overall ecosystem �ux. Therefore,

fast and accurate mixing ratio, wind speed and wind direction measurements have to be conducted

(Baldocchi, 2003). One can extract accurate net ecosystem �ux without the artefacts of enclosure
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1.5. Methods to Measure VOCs

techniques, but cannot obtain contributions of individual components like individual plants or soil

(Spirig et al., 2005). Compared to chamber systems, eddy covariance is a rather new technique.

Whereas it has been used for greenhouse gas (CO2, CH4, N2O, H2O) measurements since the 1990s

(e.g. Pederson et al. (1995)), studies with VOCs are more recent. Disjunct eddy covariance was

already tried in 2014, but only with the new PTR-ToF-MS instruments, there is a tool to measure

VOCs with eddy covariance, and the �rst studies have just been published within the last year (Acton

et al., 2020; Peng and Sun, 2020; Seco et al., 2020; Loubet et al., 2021; Phillips et al., 2021). The ToF-MS

was not only fast enough to be used for eddy covariance measurements, but also enabled untargeted

VOC measurements, as the whole spectrum can be screened within milliseconds. Hence, there are

not only targeted studies (Seco et al., 2020; Phillips et al., 2021), but also studies determining net

�uxes of over 250 compounds simultaneously (Loubet et al., 2021). Thus, this technique will likely

become more important in the future and enable a much clearer picture of VOC �uxes from a variety

of di�erent habitats.
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2. Scope of the Thesis

Biogenic volatile organic compounds (VOCs) are important for three reasons:

1. They in�uence the atmosphere to the point where they can a�ect the global temperature both

positively and negatively and substantially increase air pollution. It is important to understand

under which environmental conditions they are emitted, to be able to predict the emissions

under a changing climate.

2. As food sources and infochemicals, VOCs help shape microbial communities colonizing soil,

leaves litter, and plant surfaces.

3. VOCs could help understand the activity of these microbes and plants and their individual

status in the �eld undestructively in vivo.

In my study, I focused on understanding the environmental factors and formation mechanisms of

microbial VOCs of soil and litter in vitro. This represents an intermediate step between the study

of microbial isolates showing possible VOC emissions, but are conducted in a very unnatural, con-

trolled environment, and �eld measurements, where the environment is natural, but uncontrolled

and complex and thus interpretation can be challenging. Soil and litter incubations allowed me to

control for some factors like temperature and humidity while still preserving the microbial commu-

nity and natural growth surfaces, which makes data interpretation easier and more reliable.

SIFT-MS Optimization and Method Development To measure VOCs accurately, I needed a

stable, time-resolved instrument with low limits of detection and the possibility to identify struc-

tures. GC-MS is excellent for structural identi�cation, but takes a lot of time. Spectroscopic methods

are usually not sensitive enough and mostly only yield information about structural motifs, but not

individual analytes. PTR-MS has a low enough limit of detection (LOD) and a big linear dynamic

range making quanti�cation easy, but the structural information is very limited, as isomers cannot

be separated. SIFT-MS provides more structural information than PTR-MS and can separate isomers

due to the use of three di�erent reagent ions, but our instrument, as purchased, lacked the sensi-

tivity needed to conduct the desired measurements. I optimized instrument parameters to the point

where I lowered the LOD by a factor of 10, and developed ways to quantify VOCs despite the in-

troduced humidity-dependency (Publication 1). I then demonstrated its ability to separate isomers

that would overlap in PTR-MS by developing a method to measure isoprene and 2-methyl-3-buten-

2-ol in plants simultaneously (Publication 2).
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2. Scope of the Thesis

VSC Emissions from Temperate Peatlands With this method in hand, I then focused on un-

derstanding volatile sulfur gas (VSC) emissions from temperate peat soils. Despite the importance

of VSC emissions for global climate, freshwater wetlands and other terrestrial emissions are usually

left out, as they are thought to be negligible besides anthropogenic and oceanic emissions. I inves-

tigated whether this assumption is valid, and which environmental parameters and which microbes

are involved in the processes leading to the emission of VSCs. Our hypotheses were:

1. VSC emissions are mainly of microbial origin. Thus, the soil humidity and the redox potential

are important drivers of VOC emissions.

2. There are two main processes for the emission of H2S, MeSH, and DMS:

a) Sulfate reduction and subsequent methylation. This can only occur at low redox poten-

tials, when sulfate reduction is active.

b) Degradation of organic matter. This is independent of the redox potential.

I thus expect sulfate reduction to be the dominating process under very anoxic conditions

whereas organic matter degradation should be constant over the whole redox potential range.

3. Methylation and demethylation interconversions of H2S, MeSH, and DMS can occur when

their mixing ratios are high.

4. Sulfate reduction, organic matter degradation, VSC methylation and VSC demethyation are

done by di�erent microbial groups.

The soil humidity and redox potential were the drivers I focused on �rst, as they have been shown

to govern VOC emissions in general and VSC emissions in particular. Since there are two main

formation mechanisms involved – direct production of precursors during sulfate reduction followed

by methylation, or by the degradation of organic matter –, the redox potential could help separate

the two, as only the �rst one is redox-potential-dependent. I also fed di�erent sulfur substances to

the microbes, to see which pathways are indeed available and lead to VSC emissions. Lastly, I also

investigated the change in microbial community and soil organic compounds correlating with soil

VSC emissions, to get a clearer view on which microbes and metabolites are involved (Publication
3).

VOC Emissions during Li�er Degradation Litter is the most important source of fresh, la-

bile carbon into soils and its degradation could thus be a major VOC source. Numerous papers

have worked on �nding emission di�erences between plants, and have studied the temperature and

humidity-dependence of litter VOC emissions, but it remains unclear to date how litter emissions

change during degradation until the leaves are completely degraded. This I investigated by burying

litterbags of 13 di�erent temperate tree species below their original trees, and measuring VOC emis-

sions from them. The microbial community and chemical litter analysis allows for the interpretation

of di�erent litter emissions. The hypotheses are:

1. Degrading litter is accompanied by a succession of di�erent microbes growing on the litter,
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depending on the compounds available. This is also re�ected in changing VOC emission quan-

tity and composition over time.

2. Indicators of microbial primary metabolism like ethanol or acetaldehyde correlate with CO2

emissions from the sample.

3. Emissions of VOCs that were stored in the leaves decline exponentially with time.

4. The species of the original plant is re�ected both in the VOC emissions of stored compounds

and the microbial community colonizing the litter and their VOC emissions.

However, since the experiment is still ongoing and not all data has been collected yet, this is prelim-

inary (Chapter 4, Unpublished Work).
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Abstract. As direct real-time analysis techniques, selective
ion flow tube mass spectrometry (SIFT-MS) and proton-
transfer reaction mass spectrometry (PTR-MS) provide on-
line measurement of volatile organic compounds (VOCs).
Both techniques are widely used across several disciplines,
e.g., atmospheric chemistry, food science, and medicine.
However, the humidity of the sampled air greatly influences
the quantified mixing ratio and must be accounted for. Here
we present several improvements to a Voice200ultra SIFT-
MS instrument to reduce background levels and enhance sen-
sitivity. Increasing the sample gas flow to 125 sccm enables
limits of detection (LODs) at the sub-parts-per-billion (sub-
ppb) level, and the resulting humidity dependence is over-
come by calibrating for humidity as well. A comparison with
a PTR-QMS 500 showed detection limits of the PTR-MS still
being an order of magnitude lower, whereas sensitivity was
higher for SIFT-MS, and its calibration was still more robust
against humidity. Thus, SIFT-MS is a suitable, lower-cost,
and easy-to-use alternative for atmospheric trace gas mea-
surements of more complex mixtures, even with isomers, at
a varying humidity range.

1 Introduction

Volatile organic compounds (VOCs) shape the medium in
which we are living: the air. As odors, pheromones, reduc-
tants, greenhouse gases, and precursors for aerosols, they
regulate key processes in the environment. Due to their re-
activity, their atmospheric lifetimes are usually limited, and
their mixing ratios are rather low and span several orders
of magnitude, typically from tens of parts per trillion (ppt)

to low parts per million (ppm). Despite great improvements
during the past years, methods of measuring VOC that rely
on concentrating samples using adsorption tubes or trapping
air in storage containers often have artifacts due to dissipa-
tion of the analytes to, or reactions with, the walls, sorptive
materials, or tubing used in experimental setups (Herrington,
2015; Piennar et al., 2015; Deming et al., 2019).

Thus, an easy, fast, and direct analysis method is desir-
able. proton-transfer reaction mass spectrometry (PTR-MS)
and selective ion flow tube mass spectrometry (SIFT-MS)
both provide these characteristics as they do not rely on time-
consuming sample separation like gas chromatography/mass
spectrometry. Both are used in a wide variety of fields com-
prising both natural and anthropogenic atmospheric chem-
istry (Milligan et al., 2002; Yuan et al., 2017), plant studies
(Amelynck et al., 2013), food science (Davis et al., 2005),
and medical applications like breath analysis (Schwarz et al.,
2009; Shende et al., 2017; Smith et al., 2014).

The two techniques have been compared in various
reviews, e.g., Bylinski et al. (2017), Casas-Ferreira et
al. (2019), and Smith and Spanel (2011), and therefore, SIFT-
MS and its main differences to PTR-MS are only discussed
briefly here. The principle behind both instruments is the
chemical ionization of the analyte during a defined reaction
time. Thus, the amount of compound can be calculated from
the number of detected product ions using the kinetic rate
constants k of the ionization reaction of the analyte A with
the reagent ion R+:

A+R+→ A++R (R1)

d[R]
dt
= k · [A] ·

[
R+
]
. (1)

Published by Copernicus Publications on behalf of the European Geosciences Union.
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Assuming a pseudo-first-order reaction with
[
R+
]
� [A],

the differential equation can be solved by an exponential de-
cay function (McEwan, 2015), and using theoretical knowl-
edge of diffusion behavior and gas and ion velocities in an
electric field as well as experimental factors correcting for
mass discrimination, one can estimate the analyte concentra-
tions (Smith and Spanel, 2005). Since SIFT-MS uses a flow
tube that transports the ions through the gas flow and only
uses a small voltage to minimize diffusion to the walls, near-
thermal conditions apply unlike in PTR-MS, and mixing ra-
tios can be determined with an accuracy of±35 % (Langford
et al., 2014).

Both instruments are comprised of the same three compo-
nents: an ion generation zone, a reaction zone, and a detec-
tion zone; see Fig. 1 for a scheme of SIFT-MS. Reagent ions
H3O+ (both instruments), NO+, and O+2 (SIFT-MS only,
with positive ion source) are generated and injected into the
reaction zone, where they chemically ionize the analytes to
form product ions, e.g., Reaction (R2) for methanol:

H3O++CH3OH→ H2O+CH3OH+2 . (R2)

All ions are then analyzed by a mass spectrometer (MS), usu-
ally a quadrupole MS for SIFT-MS and a time of flight-MS
for PTR-MS, separating the ions by their m/z ratio and then
counting the number of ions hitting the multiplier.

There are two main differences between the two instru-
ments. They differ first in the way the reagent ions are gen-
erated and second in whether the ions are reacting with the
analyte in a drift tube vs. in a flow tube. Whereas PTR-MS
uses hollow-cathode discharges to ionize water vapor gen-
erating H3O+ (Romano et al., 2015), SIFT-MS generates a
wet air plasma via microwave discharge and then selects the
reagent ions H3O+, NO+, and O+2 with a quadrupole (Smith
and Spanel, 2005). Since the three reagent ions react differ-
ently with the analyte and may form different association and
fragmentation products, more structural information can be
obtained. However, the efficiency of creating the reagent ions
is lower than for PTR-MS, leading generally to higher limits
of detection (LOD) for SIFT-MS.

The SIFT-MS uses a flow tube with an inert carrier gas
(He or N2) that is mixed with the sample gas containing the
analyte and a low voltage to focus the ions, whereas PTR-
MS uses a drift tube through which the ions are guided and
accelerated by a much higher electric field. Due to collisions
with the carrier gas, in SIFT-MS the analytes and reagent ions
are approximately in thermal equilibrium. Because of their
acceleration, the effective temperatures of the ions in the tube
are much higher for PTR-MS than for SIFT-MS, and these
differences in energy lead to different fragmentation patters
for the two methods (Biasioli et al., 2011). The carrier gas
needed in SIFT-MS serves the additional role of reducing the
amount of ion clustering, like water clustering (e.g., H3O+ ·
H2O or CH3OH+2 ·H2O) that can occur at high humidity.

As mentioned above, the high LODs for SIFT-MS can be
an issue when measuring atmospheric trace gases, so we op-

timized the Voice200ultra SIFT-MS (Syft Technologies, New
Zealand) to reach sub-ppb LODs and systematically charac-
terized the performance of the SIFT-MS under different hu-
midity conditions. Lastly, the instrument’s performance was
compared to the performance of a PTR-QMS 500 (Ionicon,
Austria).

2 Experimental section

2.1 Materials

VOC-free air was generated by a pure air generator (PAG
003, Ecophysics, Dürnten, Switzerland) and was further pu-
rified by a scrubber built into a gas calibration unit (GCU,
Ionicon, Austria). Gas mixtures of known VOC mixing ra-
tios were produced by diluting a VOC standard gas mix-
ture (Ionicon, Austria) (1 ppm each of 2-butanone, acetalde-
hyde, acetonitrile, acrolein, benzene, chlorobenzene, croton-
aldehyde, dichlorobenzene, ethanol, isoprene, methanol, α-
pinene, toluene, and o-xylene in nitrogen). The GCU was
used to dilute the standard to the mixing ratios used in the cal-
ibration. To minimize background, the tubing used was 1/8′′

black PFA tubing with 1/8′′ Swagelok stainless-steel connec-
tors. Sample gas fluxes through the multiport-inlet system
were measured via a Sensidyne Gilian Gilibrator-2 NIOSH
primary standard air flow calibrator (Sensidyne, FL, USA).

2.2 SIFT-MS optimization

Hardware and parameters were changed to optimize the Syft
Voice200ultra with a positive ion source and a multiport in-
let. The shut-down valve in the carrier gas line was removed
upon the advice of Marvin Shaw (University of York, GB).
We also removed the vent valve for the backing pumps and
just vent the system through the flow tube with purified air.
All the Viton/FKM and nitrile O-rings delivered with the in-
strument were replaced by Hennlich FEP-coated FKM O-
rings. Further, the VICI valve that was delivered with the
multiport-inlet system was switched to a flow-through VICI
valve (EUT-6CSF16MWE).

VICI silica-coated stainless-steel capillaries with capillary
sizes of 0.007′′, 0.010′′, and 0.015′′ inner diameter (i.d.),
PEEK capillaries (BOLA S1817-08, 0.25 mm i.d., Bohlen-
der, Germany; ChromaTec, 0.3 mm i.d., Labomatic Instru-
ments AG, Germany; PEEK Capillary Tubing 37010-20,
0.010′′ i.d., Thermo Scientific, USA; and Latek Blue PEEK
capillaries 8560–6009, 0.25 mm i.d., Latek, Germany), and a
Swagelok SS-SS2 needle valve were tested as inlet capillar-
ies. For both dry and humid VOC-free air (90 % humidity at
25 ◦C), a background was measured between m/z= 15 and
250 u (100 ms count time per ion, 10 scans). The background
was normalized to both 106 counts of the respective reagent
ion and the flow rate through the inlet capillary; see Fig. S1
in the Supplement.
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Figure 1. Scheme of SIFT-MS instrument components. SIFT-MS generates a plasma from wet air and then selects the reagent ion R (H3O+,
NO+ or O+2 ) via a quadrupole (Q). In the flow tube, reagent ions R+ and analytes M meet and react. Their reaction time is defined by the
flow of the carrier gas through the tube and a small electric field to focus the ions. The ions are detected via a quadrupole MS.

Microwave cavity and power, the upstream and down-
stream lenses, the source pressure and the air stream into
the source were tuned before the measurements. Flow tube
voltage and temperature and carrier gas flow were optimized
for VOCs with mixing ratios lower than 10 ppb. These ex-
periments were performed using both helium and nitrogen
as carrier gases; see Figs. S3–S14. Each time, 5 ppb of the
VOC standard was mixed into dry and humid (90 % rela-
tive humidity at 25 ◦C) VOC-free air. The flow tube volt-
age was scanned in 5 V steps between 0 and 65 V; the flow
tube temperature was stepwise increased in 5 ◦C intervals
from 100 to 160 ◦C; and the carrier gas flow was scanned
at 0, 7.89, 15.79, 31.57, 47.36, 63.14, 78.93, 118.39, 157.85,
236.78, 315.71, 394.63, and 473.56 ccm (0–6 TorrL s−1). For
the scan, 15 scans were conducted with 500 ms dwell time –
the time the detector integrates the signal – per ion after 20 s
settle time.

To select for nitrogen versus helium as a carrier gas, cal-
ibrations were done in the range from 0.1 to 10 ppb for the
VOC standard in dry air as well as at 30 %, 60 %, and 90 %
relative humidity (25 ◦C). For the measurement, after 20 s
settle time, 15 scans were conducted with 500 ms dwell time
per ion, except for α-pinene masses m/z= 81 and 137 u
(H3O+ reagent ion), which were measured for 1 s, to account
for its low mixing ratio due to its semivolatility in our soil
samples.

2.3 Evaluation of different calibration procedures

The instrument calibration done with helium carrier gas (see
Sect. 2.2) was used for evaluating different calibration proce-
dures. Different regression equations and calibration proce-
dures were tested. In the following equations, IP is the prod-
uct ion intensity; IR is the reagent ion intensity; χ is the mix-
ing ratio of the analyte; φ is the relative humidity; ICF is
the experimentally determined instrument calibration factor

the SIFT-MS provides for correcting discrimination effects
in flow tube and downstream quadrupole; k is the kinetic rate
constant; IH3O+ is the intensity of the H3O+ ion; IH3O+·H2O
the intensity of the H3O+ ·H2O ion; andm, a, b, c, and d are
regression parameters that are fitted. In the equations where
more than one reagent and product ion was included (e.g.,
water clusters of product ions), the different ions were in-
dexed by i and j .

1. Calibration for each humidity:

a. Absolute product ion intensities:

IP =m ·χP + c. (2)

b. Relative product ion intensities:

IP

IR
=m ·χP + c. (3)

2. Calibration with linear humidity dependence:

a. Absolute product ion intensities:

χ =m1 · IP+m2 ·φ+ c. (4)

b. Relative product ion intensities:

χ =m1 ·
IP

IR
+m2 ·

IH3O+

IH3O+·H2O
+ c. (5)

3. Based on the instrument’s concentration result,

χsubstance = χmeasured

·
k1 · IH3O+ + k2 · IH3O+·H2O

c1 · k1 · IH3O+ + c2 · k2 · IH3O+·H2O
. (6)

4. Calibration derived from physical parameters:
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a. Completely de novo:

χsubstance = a ·
IP+1
+
∑N
i=2

(
bi · IP+i

)
IR+1
+
∑M
j=2

(
cj · IR+j

) + d. (7)

b. Using the instrument calibration function:

χsubstance = a ·

∑
i

(
IP+i
· ICFPi

)
IR+1
· ICFR1 +

∑
j

(
bj · IR+j

· ICFRj

) + c. (8)

c. De novo with relative values derived from Eq. (7):

χsubstance = a ·

IP+1
IR+1

+
∑N
i=2

(
bi ·

IP+
i

IR+1

)
1 +

∑M
j=2

(
cj ·

IR+
j

IR+1

) + d. (9)

From the raw data taken at each calibration point, the five
datapoints before the last datapoint were used for the regres-
sion to minimize the effect of instable flows. Based on the
blank measurement, the critical intensity was calculated by
Eq. (10).

Icrit = IBlank+ 3 ·SD(IBlank) (10)

Only calibration points with means above the critical value
were included in the regression. The evaluated ions are
shown in Table S4. For the sake of simplicity, we will re-
fer to the individual ions by m/z (reagent ion)/m/z (product
ion)/analyte, e.g., 19 u/33 u/methanol, throughout the paper.

To assess the quality of the regression models, the
Bayesian information criterion (BIC) was calculated for each
regression of the different compounds; see Eq. (11). Based
on the variance in the residuals, it gives a measure of how
well the model fits – a lower value shows a better fit of
the model. In comparison to Akaike’s information criterion,
it more strongly punishes a higher number of parameters
(Veres, 1990).

BIC= n log
(
σ̂R

2
)
+ k log(n) (11)

n is the number of samples; σ̂R
2 is the variance of the resid-

uals; k is the number of model parameters.
The BICs were calculated individually for each com-

pound, but to get an overall idea on how the regression func-
tions perform, mean, median, maximum, and minimum of
the BIC values of the compound obtained for each method
were compared; see Table S5.

For the comparison of the SIFT-MS with the PTR-MS,
each humidity was compared separately from the others fol-
lowing a basic calibration function; see Eq. (12).

Iproduct ion

Ireagent ion
· 106
=m ·χsubstance+ c (12)

The limit of detection (LOD) was estimated to be 3 times the
standard deviation of the blank. The sensitivity was defined
as the change in signal response by mixing ratio change,
i.e., the slope of the respective calibration function. The
confidence interval (CI) of the sensitivity was calculated as
Eq. (13).

CIm, 95 % = t(p= 95 %, df=26) ·
sy,x
√

SSxx
(13)

t(p= 95 %, df=26) is the 95 % value of Student’s t distribution
for 26 degrees of freedom; sy,x is the residual standard devi-
ation, and SSxx =

∑
i(xi − x)

2 is the sum of squares of the
mixing ratios.

The signal-to-noise ratio was calculated by dividing the
normalized product ion intensity at 1 ppb standard gas by the
normalized product ion intensity of the blank (no VOC stan-
dard), Eq. (14).

SNR=
I1 ppb

IBlank
(14)

For the signal-to-noise ratio, upper and lower CIs were cal-
culated separately, the upper CI by Eq. (15), the lower CI as
Eq. (16), where SD() is the standard deviation of the respec-
tive intensity.

CIuSNR, 95 % = tp=95 %, df=7 ·

(
I1 ppb+SD

(
I1 ppb

)
IBlank−SD(IBlank)

−SNR

)
(15)

CIlSNR, 95 % = tp=95 %, df=7 ·

(
SNR−

I1 ppb−SD
(
I1 ppb

)
IBlank+SD(IBlank)

)
(16)

2.4 Comparison of SIFT-MS and PTR-MS

The SIFT-MS was compared to a PTR-QMS 500 (Ionicon,
Austria) by calibrating both instruments in the same man-
ner as Sect. 2.3. For the calibrations, 10 measurements were
performed at each mixing ratio for each level of humidity.
For both instruments, the ion dwell time was set to 500 ms
to ensure comparability. The α-pinene masses m/z= 81 and
137 u (H3O+ reagent ion) were measured for 1 s. The masses
measured for the different compounds can be found in Ta-
ble S1. The counts were normalized to 106 counts of the
reagent ion. The PTR-MS was operated at E/N = 136 Td
(inlet temperature 85 ◦C; drift tube temperature 60 ◦C; drift
tube voltage 600 V; drift tube pressure 2.25 mbar), and the
counts of m/z= 19 u were inferred from its isotopic peak,
m/z= 21 u.

2.5 SIFT-MS robustness over time

To test the SIFT-MS robustness over time, we did three cal-
ibrations as described in Sect. 2.3 for 60 % humidity at 1 d
(day 1) and repeated this 1 week later (day 8). All calibra-
tion curves were fitted with a linear regression. The signif-
icant difference of the slopes and intercepts of the 2 d was
tested using an F test (p = 95 %, Bonferroni-corrected to
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99.86 %, n= 37), and depending on the result of the F test,
the homogeneous-variance or heterogeneous variance t test
(p = 95%, Bonferroni-corrected to 99.86 %, for the correc-
tion n= 37) was applied. In addition to that, the 2 ppb cal-
ibration points from day 1 and day 8 were compared us-
ing a Bartlett test and an ANOVA (p = 95 %, Bonferroni-
corrected to 99.935 %, for the correction n= 77). Their rela-
tive standard deviation was calculated.

To evaluate a longer timescale, the measurement of a stan-
dard gas mixture of benzene, o-xylene, octafluorotoluene,
hexafluorobenzene, ethylene, isobutane, tetrafluorobenzene,
and toluene (2 ppm each in nitrogen; Syft, New Zealand) on
each working day was evaluated. A Neumann trend test was
used to test for trends (p = 95 %; n= 10).

To see the effect of venting the instrument on the calibra-
tions, e.g., for maintenance or reparations, calibrations done
in May 2018, December 2018, and January 2019, before and
after the O-ring change and a detector shutdown, were con-
ducted and compared as described above.

3 Results and discussion

Complete results of the different combinations of humidity
conditions, carrier gas, flow tube temperature and voltage are
given in the Supplement; here we show selected comparisons
under a subset of experiments and conditions that best illus-
trate the performance of the SIFT-MS and how it compares
to the PTR-MS.

3.1 SIFT-MS-optimization to improve sensitivity

Several changes were applied to the SIFT-MS to improve its
limit of detection, inspired by the parameter optimizations
done by Marvin Shaw (University of York, unpublished re-
sults) but considering different sample humidities. Amongst
others, the inlet capillary was replaced by a needle valve (see
Fig. S1), and all the O-rings in the instrument were replaced
with FEP-coated FKM O-rings (see Fig. S2). All measures
led to a significant reduction of the instrument background,
by up to factor 5 for some masses (see Fig. S2).

Besides the hardware changes, we also optimized a num-
ber of running parameters, including the flow tube voltage,
flow tube temperature, carrier gas flow, and sample gas flow.
The observed effects of water clustering, adduct formation,
fragmentation, and humidity sensitivity match the theoreti-
cal considerations of Smith and Spanel (2005):

As was expected, the product ions increase with increasing
sample gas flow in most cases (see Fig. 2 or Figs. S3 and S4
for complete results), and also water clustering increases.
However, we were surprised to see that the effect of water
clustering was not critical for the chosen settings: the amount
of unreactive H3O+ ·2H2O (m/z= 55 u) was negligible, and
no H3O+ signals were visible in the other two reagent ion
channels. For methanol, one can already observe the effect of

an increased amount of H3O+ ·2H2O with increasing sample
gas flow, leading to less background on m/z= 33 u as also
shown by de Guow and Warneke (2007) However, this ex-
periment was performed at a medium humidity with a sam-
ple gas flow of 125 sccm. To further decrease the amount of
H3O+ ·H2O formed, flow tube voltage and temperature as
well as the carrier gas flow were also optimized.

With higher flow tube voltage, i.e., a higher kinetic en-
ergy of the ions, we expected (i) a higher reaction efficiency
in general, leading to more ions; (ii) more secondary reagent
ions, e.g., more H3O+ when O+2 was the reagent ion; (iii) less
water clustering; (iv) less adduct formation; and (v) more
fragmentation. In Fig. 2b (Fig. S6 for all ions), one can see
that (iii) and (iv) are definitely true, (v) does occur a bit, but
hardly at all, and (i) and (ii) did not occur the way we ex-
pected it. For (i), we assume that this is due to the fact that
a third particle is needed in order to take up excess kinetic
energy. If the kinetic energy is too high, the collisional cross
section is too small, and the partner cannot take up the ex-
cess, and the reaction partners move away from each other
again, as described by Smith and Spanel (2005). Interest-
ingly, overall reagent ion counts of NO+ and O+2 decrease
at higher flow tube voltage, but the other ion counts do not
increase at the same rate. We are unsure what causes this
since we expected to see increased signals resulting from in-
creased focusing of the ions. Perhaps they are hitting one of
the accelerating electrodes instead of being focused by the
lenses, or their increased kinetic energy leads to a stronger
deviation from the ideal ion path. In newer PTR-MS instru-
ments, for example the PTR3 (Breitenlechner et al., 2017)
and the Vocus PTR-ToF (Krechmer et al., 2018), such effects
have been overcome by applying an additional focusing field.
A similar modification could also be considered to further
improve SIFT-MS sensitivity. We chose to use a flow tube
voltage of 40 V as a compromise between increased water
clustering and losing NO+ and O+2 reagent ions.

Increasing the flow tube temperature also increases the ki-
netic energy but randomly and for all molecules inside the
flow tube, not just the ions. We expect effects of increased
temperature to be similar to those for increased flow tube
voltage but instead found that the effects are rather small.
One can see a slight decrease in product ion counts – see
Fig. 4 (Fig. S5 for all ions) – with increased flow tube tem-
perature. However, reagent ion counts indicated a major shift
due to decreases in interfering ions. Thus, a flow tube temper-
ature as high as possible appears to be advantageous. How-
ever, we were concerned that for environmental samples, too
high a temperature would reduce detection of more labile
compounds with low thermal stability. Therefore, we decided
on a flow tube temperature of 140 ◦C.

Increasing the carrier gas flow while keeping the sample
gas flow stable meant increasing the pressure in the flow tube.
This both decreases the main free path of the ions and pro-
vides more collision partners. While reactions are expected
to be more efficient since surplus energy can be dissipated
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Figure 2. (a) Effect of the sample gas flow on the intensity of the different measured product ions when selecting for H3O+ (left), NO+

(middle), and O+2 (right) in the first quadrupole and (b) the product ion intensity for a zero air blank and a 1 ppb VOC standard sample for
methanol, acetone, α-pinene, and isoprene at 60 % humidity (25 ◦C). In (b), the captions are labeled with m/z of the reagent ion, m/z of the
product ion, and the corresponding substance. The helium carrier gas flow was kept at 158 sccm (2 TorrL s−1).

Figure 3. Effect of the flow tube voltage on reagent and product ion counts. Intensity of the different measured product ions when selecting
for (a) H3O+, (b) NO+, and (c) O+2 in the first quadrupole. Examples of the product ion behavior illustrating (d) the effect of water clustering
on the methanol ions reacting with H3O+, (e) adduct formation on the benzene ions upon reaction with NO+, and (f) fragmentation of the
α-pinene ions upon reaction with O+2 . Measurements were done for a humid (90 % at 25 ◦C) 5 ppb VOC standard air flow and were fit via
LOESS. For the results of all ions, see Fig. S9.
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Figure 4. Effect of the flow tube temperature on reagent and product ion counts. Intensity of the different measured product ions when
selecting for (a) H3O+, (b) NO+, and (c) O+2 in the first quadrupole. Examples of the product ion behavior illustrating (d) the effect of water
clustering on the methanol ions reacting with H3O+, (e) adduct formation on the benzene ions upon reaction with NO+, and (f) fragmentation
of the α-pinene ions upon reaction with O+2 . Measurements were done for a humid (90 % at 25 ◦C) 5 ppb VOC standard air flow and were fit
via LOESS. For results of all measured ions, see Fig. S8.

Figure 5. Effect of the helium carrier gas flow on reagent and product ion counts. Intensity of the different measured product ions when
selecting for (a) H3O+, (b) NO+, and (c) O+2 in the first quadrupole. Examples of the product ion behavior illustrating (c) the effect
of water clustering on the methanol ions reacting with H3O+, (d) adduct formation on the benzene ions upon reaction with NO+, and
(e) fragmentation of the α-pinene ions upon reaction with O+2 . Measurements were done for a humid (90 % at 25 ◦C) 5 ppb VOC standard air
flow and were fit via LOESS. The sample gas flow was 120 sccm (capillary with 0.010′′ inner diameter). For complete results of all measured
ions, see Fig. S7.
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more easily, the same dissipation will form ions with less av-
erage energy (closer to thermal equilibrium). The colder ions
should be easier to focus leading to less diffusive loss to the
flow tube walls, but the increased number of collisions should
deflect ions more strongly. We observe an optimum for the
reagent ion counts (approx. 200 ccm for H3O+ and NO+,
50 ccm for O+2 ) with strong intensity decreases afterwards.
Product ion counts increase with higher carrier gas flows,
but interestingly, the ratios do not seem to change strongly
(cf. Figs. 5, S3 and S4). The decreasing reagent ion counts
and increasing product ion counts are probably a result of
the increased reaction efficiency. The increase in reagent ion
counts is probably due to a minimized diffusive loss up to
a certain point, before the increased reaction efficiency and
increased ion deflection by collisions outweigh this effect. It
is interesting that we do not see changes in adduct formation
patterns and fragmentation patterns, as we expected adducts
to be destabilized and fragmentations to be pushed towards
the most stable ions by the increased number of collisions.
The behavior of methanol was unexpected as well. Its counts
are highest for low carrier gas flows, which counteracts the
trends of the other product ions. What causes this is unclear
but might be due to a contamination in the system, as a sim-
ilar effect is observed for sample gas flows; cf. Fig. 2. For a
carrier gas flow, 312 ccm (4 TorrL s−1) were chosen to ensure
high product ion counts while not losing too much reagent
ion intensity.

We also tested helium and nitrogen as carrier gases, by
optimizing the operating conditions with this carrier gas
(Figs. S3–S10) and calibration (Tables S2–S4 in the Supple-
ment) at the optimized values. We observed not only higher
sensitivity using nitrogen carrier gas but also higher LODs
and lower SNRs at 1 ppb. Further, humidity sensitivity of the
reagent ions was also higher with nitrogen carrier gas, as was
instrument background. In both cases 6.0-quality gases were
used, and the nitrogen was even further purified with a fil-
ter, so that total amount of impurities should be similar for
both gases. We thus attribute the higher background we ob-
served with nitrogen to the higher collisional cross section of
nitrogen molecules compared to helium atoms, which might
have caused a higher ionization efficiency of the impurities
in the nitrogen and the instrument itself, basically increas-
ing the visibility of the impurities by increasing the amount
of ionized background analytes. We also attribute the higher
sensitivity we observed with nitrogen to the higher ionization
efficiency. Final running conditions for the SIFT-MS were
as follows: 40 V, 140 ◦C, 158 ccm (2 TorrL s−1) helium, and
100 sccm sample.

3.2 SIFT-MS robustness over time

The company advertises that the SIFT-MS instrument is very
stable in the long term, that you do not need to calibrate but
can just use their daily validation routine for quality assur-
ance (Syft Technologies Ltd., 2019). To test this, we per-

Figure 6. Robustness of the α-pinene calibration of the SIFT-MS.
Three calibrations were conducted at 1 d and 1 week later, on day 8.
Slopes and intercepts were not significantly different (p = 0.9986;
n= 3) between the days.

formed three calibrations at 60 % humidity at 1 d (day 1)
and repeated this 1 week later (day 8). Standard calibration
curves for α-pinene are shown in Fig. 6. Results obtained on
the 2 d were compared using F and t tests on the slopes and
the intercepts of the calibration curves, performed separately
for each reagent ion. The slopes were not heteroscedastic,
and differences between the 2 d were not statistically signifi-
cant (p = 95 %), whereas the F tests failed for the intercepts.
The heterogeneous variance t tests on the intercepts again
did not show statistically significant differences between the
intercepts of day 1 and day 8 (p = 95 %). Thus, both calibra-
tions were not significantly different between both days, so a
calibration can be used for at least a week.

In addition, we tested the variance in signal intensity of
the 2 ppb calibration point with time. Here, we included the
two interacting factors, to which day and to which calibra-
tion of the raw data measurements belong. The Bartlett tests
did not show heteroscedasticity, and the two-way ANOVA
with the two interacting factors day and number of calibra-
tion only showed significant difference of the day for the ion
19 u/75 u/acrolein/C3H5O+ ·H2O, i.e., the water cluster of
acrolein. Perhaps the air humidity of the produced calibra-
tion standard varied enough to make it statistically signifi-
cant. Thus, over the course of a week, the calibrations appear
to be stable and can be used to calculate mixing ratios. We are
not aware of a similar study published; however, Ammann
et al. (2004) showed loss of detector signal intensity over a
period of 2 months during their field experiment with PTR-
MS. When comparing the signal intensity measured during
weekly validation of the instrument, we observe the same
trend (Fig. S12). A Neumann trend test was negative for the
ions (p = 95%; n= 10), but the signal appears to be drop-
ping, and the trends might become significant over a longer
time period. Combining the two experiments, we conclude
that the calibration is stable over the course of days to weeks.

To test the robustness of calibrations over longer time pe-
riods, we compared the calibrations performed in May, De-
cember, and January. This time span included changes to the
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instrument such as the O-ring change and a detector crash.
We observed considerable variation in LOD and sensitivity
(Fig. S13), indicating that calibrations need to be performed
regularly, especially following repair or instrument mainte-
nance. Syft tackles this problem by providing a daily auto-
mated validation procedure, but this only validates at 2 ppm
of the standard substances in dry air. We adjusted the pro-
cedure to our low-mixing-ratio regime by diluting the stan-
dard to 20 ppb for validation. For routine measurements of
a rather stable system with rather high mixing ratios (above
ppb level), e.g., clean room air quality monitoring, the stan-
dard procedure using a multiple-gas standard and daily val-
idation with the adapted Syft routine should be sufficient.
However, for accurate quantification of dilute analytes in a
varying system with different humidities, for example our
soil VOC emission monitoring during dry-out-incubations
from flooded to dry soil, we recommend calibrating the in-
strument before every experiment series.

3.3 Humidity dependence of product ion intensities of
the SIFT-MS

Humidity can have a large influence on the product ion in-
tensity when H3O+ reagent ions are used. For example,
α-pinene at 10 ppb loses approximately one-fourth of the
(H3O+) product ion intensity, whereas the product ion in-
tensity upon reaction with NO+ or O+2 remains stable; see
Fig. 7. Even for H3O+ ions, influences are mixed – for lower-
mass molecules like methanol (Fig. S13) and lower mixing
ratios (α-pinene, Fig. 7), the effect appears to be less promi-
nent.

For methanol, the intensity decrease of m/z= 33 u
matches the intensity increase of m/z= 51 u, the water clus-
ter (Fig. S13). Both are ca. 50 cps for the humidity increase
from 30 % to 90 %. This could reflect either an increased as-
sociation of water to protonated methanol in a three-body
association involving a third collision partner M that takes
up excess energy (CH3OH ·H++H2O+M→ CH3OH ·H+ ·
H2O+M∗) or an increased ionization of methanol by H3O+ ·
H2O, where one water ligand is exchanged for methanol
(CH3OH+H3O+·H2O→ CH3OH·H3O++H2O) (Smith and
Spanel, 2000). CH3OH ·H+ · 2 H2O (m/z (H3O+) = 69 u)
could not be observed directly, as we used a mixed VOC
standard, and at this m/z, isoprene is also detected. A quick
calculation of the isoprene signal we should see based on the
isoprene signal we see at m/z (NO+) = 68 u showed us that
most of the observed signal should be from isoprene, and
if at all only a minor amount of the methanol dihydrate ion
should be present. For the exact calculation, please refer to
the Sect. S4.1 in the Supplement.

However, for acetaldehyde, we do not see the same ef-
fect – a decrease of ca. 250 cps from 30 % to 90 % humid-
ity is accompanied by an increase of ca. 50 cps of the wa-
ter cluster (Fig. S14). This difference can also not be ex-
plained if one assumes that the protonated product is the

product of the reaction with H3O+ and the water cluster
is the product of the reaction with H3O+ ·H2O – the re-
action rate difference is rather insignificant (3.7× 10−9 vs.
3.1× 10−9 cm3 molecule−1 s−1).

Overall, for acetaldehyde, acetonitrile, and ethanol, the
water cluster intensity rise does not match the intensity of de-
cline of the primary product ion, whereas for methanol and
acrolein, it does. Thus, high moisture sensitivity of the com-
pound appears to correspond to this mismatch, whereas a low
moisture sensitivity avoids it. In accordance with Wilson et
al. (2003), we conclude that a back-reaction of the product
ion with water occurs via a ligand exchange of H3O+ ·M.
The analyte M is exchanged by water again and thus not
part of the ion anymore, leaving a thermally colder reagent
ion behind: e.g., CH3CHO ·H3O++H2O→ H3O+ ·H2O+
CH3CHO (Spanel and Smith, 1998). This affinity to H3O+

should correspond to the proton affinity of the compound,
as H3O+ is essentially a proton with one water ligand as-
sociated. Kebarle et al. (1976) published proton affinities of
187.3, 196.8, 185.4, and 182.3 kcal mol−1 for acetaldehyde,
ethanol, acetonitrile, and methanol, respectively. The differ-
ence was greatest for ethanol, having the highest proton affin-
ity, and smallest for methanol. Only acrolein does not fit in
this picture as it has a proton affinity of 190.4 kcal mol−1

(Del Bene, 1978), but since this value is from a different
source, it might have been calculated differently.

We further evaluated the effect of humidity when normal-
izing the product ion counts to the reagent ion counts. Fig-
ures 8 and S15 show that whether the absolute signal is hu-
midity sensitive or not, both cases show a linear humidity de-
pendence after being normalized. For all gases we tested, lin-
ear humidity dependence was observed for calibrations per-
formed between 30 %–90 % relative humidity, when product
ion counts were normalized to reagent counts. Usually, the
dry samples were in line with the other results as well. This
is not the case for toluene at lower mixing ratios: in dry air,
the relative intensity is lower than for humid samples, but for
the humidified samples, the trend is the same as for higher
mixing ratios. This might be caused by problems with the
bypass line of the humidifiers.

3.4 Evaluation of calibration procedures

To account for humidity effects on ion counts, several cali-
bration procedures were tested. When using the chosen set-
tings, the humidity has to be taken into account.

For the humidity-sensitive ions, we first investigated
whether the humidity is better represented by the actual rel-
ative humidity or the ratio of the water cluster intensities,
I(H3O+·H2O)
I(H3O+)

. Since the ratio of the intensities correlates quite
linearly with the relative humidity (Fig. S16) and is easy to
measure in situ, the representation of the humidity as the in-
tensity ratio appears to be more useful. Second, we tried nor-
malizing to both I (H3O+) and I

(
H3O+

)
+ I (H3O+ ·H2O).
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Figure 7. Humidity dependence of α-pinene signal at mixing ratios between 0.1 and 10 ppb upon reaction with the different reagent ions
(a) H3O+, (b) NO+, and (c) O+2 forming the product ions C10H+17, C10H+16, and C7H+9 . Humidity is measured as the ratio of the H3O+ ·H2O
and the H3O+ intensity; cf. Fig. S20.

Figure 8. Humidity dependence of methanol m/z= 33 u intensity. (a) Absolute counts vs. relative humidity at 25 ◦C. (b) Relative intensity
per reagent intensity vs. the ratio of H3O+ and its first water cluster as a measure of humidity.

Normalizing to both reagent ions makes the ion count more
humidity dependent, but it also appears to make the humidity
dependence more linear and decrease the variance in the data,
(Fig. S17). Thus, we decided to normalize to both reagent
ions. One has to keep in mind though that this is only valid if
they react with the analyte on a similar rate. If the kinetic rate
constants are too different, the influence of the two reacting
ions is not equal, so they should be treated differently. This
is also why higher water clusters were not considered – they
generally react roughly 1000 times slower.

To account for air humidity in the calibration, we tested
the different methods described in the Experimental section.
Binning experimental results into humidity categories of 0 %,
30 %, 60 %, and 90 % as proposed in Eqs. (2) and (3) is very
uncertain when applied to intermediate humidity (e.g., 45 %)
where both calibration curves are not very close. Assuming
a linear humidity dependence as in Eqs. (4) and (5) does not
necessarily reflect the trends observed for lower mixing ra-

tios, e.g., Fig. S15 where responses are not as linear. In addi-
tion, a correction of the mixing ratio the instrument calculates
was tested. This should be done carefully, as the results of
all three reagent ions are averaged by the instrument if they
do not differ too strongly, so one might actually induce er-
ror by correcting for humidity when the analyte is measured
by multiple reagent ions. The most exact version is calibra-
tion function Eq. (7), which is derived from the function Syft
uses to calculate mixing ratios based on the instrument pa-
rameters; Eq. (17):

χ = kB ·
TFT

PFT
·

(
ϕcarr

ϕsamp
+ 1

)
·

∑N
i=1

(
IPi · ICFPi

)
tr · bri ·

∑M
j=1

(
kj · IRj · ICFRj

) , (17)

where kB is the Boltzmann constant, TFT is the flow tube tem-
perature, PFT is the flow tube pressure, ϕcarr and ϕsamp are the
carrier gas and sample gas flows, IPi and IRj are product and
reagent ion counts, ICF experimentally determined is the in-
strument calibration factor accounting for ion discrimination
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of each ion, tr is the reaction time, bri is the branching ratio
of the ion, and kj is the rate constant of the reaction of the
reagent ion with the analyte to form the product ion.

However, Eq. (8) quickly increases the number of param-
eters that need to be fitted. For example for methanol, the
equation would be

χ (ppbv)= a ·
I
(
CH3OH+2

)
+ b · I

(
CH3OH+2 ·H2O

)
I
(
H3O+

)
+ c · I

(
H3O+ ·H2O

) + d. (18)

This is a 4D problem with four parameters. It cannot easily
be plotted in two dimensions to see the quality of the fit, so
one has to rely on the results of the fit without checking it
visually. Using the ICFs determined during the validation re-
duces the number of fitted parameters, but still not the num-
ber of dimensions. The most versatile method we found is
Eq. (9), derived from Eq. (7) by multiplying the fraction by

1
I(H3O+)

/ 1
I(H3O+)

. This way, the equation is reduced by one
dimension, so that if there are no product ion water clusters,
one can visualize the results in a 3D plot; see Fig. 9. As ex-
pected, the equation fits the data with a minimum of physi-
cal parameters without relying on experimentally determined
parameters other than the ion intensities.

To compare the models, the Bayesian information criterion
(BIC) was calculated for the calibration of each substance
by each method; cf. Table S6. Although the BIC punishes
for a larger number of parameters, still, Eqs. (7) and (9), the
calibration functions based on actual theoretical considera-
tions, consistently have the smallest BIC and thus fit the data
best. This fits the considerations above. Thus, for humidity-
dependent ions, this is the method of choice.

3.5 Comparison of SIFT-MS to PTR-MS

The optimized SIFT-MS was compared to our PTR-QMS
500 using the diluted Ionicon calibration standard (mixing
rations between 0.25 and 10 ppb) and for each mixing ra-
tio at 10 %, 30 %, 60 %, and 90 % relative humidity (25 ◦C).
Since to the knowledge of the authors parameters that access
the quality of a calibration like LOD, sensitivity, SNR, pre-
cision, and robustness are only established for a 2D calibra-
tion curve, for the following comparison with the PTR-MS,
we used the simple humidity-independent regression based
on normalized ion counts, Eq. (3). This is the most accessi-
ble and the easiest to compare with the PTR-MS, especially
because the humidity is known and does not need to be com-
pared by I

(
H3O+ ·H2O

)
/I (H3O+). In the graphs, the re-

sults for 30 % humidity are shown, and the results for all
humidities are summarized in Tables S7–S12. The PTR-MS
was operated at E/N = 136 Td with an inlet line temperature
of 85 ◦C to reduce water clusters of the product ions and pos-
sible condensation of water droplets in the tube. The authors
are aware that this increases fragmentation reactions; how-
ever, we found the settings to work well for humid samples:
the formation of m/z= 37 u and water clusters of product
ions is reduced substantially. Also, we reduced the risk of

water and VOCs condensing in the inlet tubes by using the
stated high inlet temperature and drift tube temperature.

At all humidities, the limit of detection (LOD) was lower
for our PTR-MS. While the LOD of the PTR-MS is between
10 and 100 ppt for most masses, the LODs of the SIFT-MS
are generally 1 order of magnitude higher, between 100 ppt
and 1 ppb; see Fig. 10 and Tables S7–S8. For PTR-QMS-
systems, this matches the LODs reported for other instru-
ments as well (Yuan et al., 2017). This is probably due to
three factors. First, the flow into the PTR-MS is about 3 times
as high, so that more analyte is ionized. Second, the reagent
ion counts (e.g., H3O+) are twice as high for the PTR-MS,
doubling the number of product ions, and thus more are de-
tected. This was also discussed by Smith et al. (2014), who
also report lower LODs for PTR-MS in their review. Third,
the variation in the signal over time is much lower for PTR-
MS, maybe due to more stable conditions and longer reac-
tion times (approx. 5 ms in SIFT-MS vs. 0.2–1 s in PTR-
MS; de Gouw and Warneke, 2007) in the flow tube. This
can also be inferred from the calibration curves of Lourenço
et al. (2017), as their R2 value is lower for SIFT-MS than
for PTR-MS. However, the difference in LOD between the
instruments is smaller than was previously found. Blake et
al. (2009), estimated a difference of 2 orders of magnitude,
whereas we found only 1 order of magnitude. On the other
hand, Milligan et al. (2007) presented a SIFT-MS with LODs
in the mid-ppt range, so very low values are possible on
custom-built instruments, and for PTR-MS, the PTR-Qi-TOF
(Sulzer et al., 2014) and the Vocus PTR-TOF (Krechmer et
al., 2018) even have LODs reported below ppt for 1 s scan
time. Still, instrument improvements by Syft over the last
10 years as well as our improvements to the SIFT-MS in-
strument significantly improved LOD.

For the sensitivity analysis, the slopes of the calibration
curve based on ion intensities normalized to 106 reagent ions
were compared. In general, the SIFT-MS is more sensitive
than the tested PTR-MS and appears to become even more
sensitive the higher the m/z ratio becomes: for methanol,
both instruments are comparable; for toluene, the sensitiv-
ity is at least twice as high; see Fig. S18 and Tables S9–
S10. These results are different from the results of Lourenço
et al. (2017), where PTR-MS shows a higher sensitivity by
a factor of 10, and even higher sensitivities have been re-
ported for the most recent PTR-MS developments (Sulzer et
al., 2014; Breitenlechner et al., 2017; Krechmer et al., 2018),
but match the reports of Prince et al. (2010) for SIFT-MS sen-
sitivity. Still, due to a higher precision of the PTR-MS data
that is also reflected in the much lower LOD, the signal-to-
noise ratio at 1 ppb is still much higher for the PTR-MS than
for the SIFT-MS.

This also influences the signal-to-noise ratios; see Fig. S19
and Tables S11–S12. For smaller masses, the tested PTR-
MS has a much higher SNR, whereas for the higher masses
of the aromatic molecules like dichlorobenzene, o-xylene,
and toluene, the SIFT-MS has a higher SNR. With these
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Figure 9. Relative product ion intensities and calibration plane for α-pinene and chlorobenzene using Eq. (9). Even strong humidity depen-
dence like for chlorobenzene is accounted for using this method. I (C10H+17)/I (H3O+) and I (C6H35

6 Cl+)/I (H3O+) are the relative product
ion intensities of the two mentioned ions; I (H3O+ ·H2O)/I (H3O+) serves as measure for the humidity.

Figure 10. Comparison of the limit of detection (LOD) for PTR-MS
and the different reagent ions of the SIFT-MS of the shown VOCs
at 30 % humidity.

molecules, the tested PTR-MS has a comparable LOD and
a lower sensitivity, so this adds up to a lower SNR. How-
ever again, with the higher sensitivity and lower LODs men-
tioned in the literature (Yuan et al., 2017), a higher signal-
to-noise ratio should be found for state-of-the-art PTR-TOF-
MS instruments. Still, the SIFT-MS has the advantage that
isomeric compounds can be separated by the different reac-
tions with different reagent ions, so for these analytical prob-
lems, it is better to use. Plus, the sensitivity is already low
enough for regular atmospheric trace gas measurements, so
it can be used as a robust lower-cost, easy-to-use alternative
to the PTR-MS.

4 Conclusions

We successfully improved a purchased SIFT-MS to meet
the requirements of sub-ppb atmospheric trace gas measure-
ments. Hardware improvements like changing O-rings in the
purchased instrument for materials with lower degassing and
exchanging the capillary in the inlet system with a VICI valve
helped reduce the SIFT-MS background. Increasing the sam-
ple gas flow by a factor of 5 also improved sensitivity greatly
but made adjustments of the carrier gas flow, the flow tube
voltage, and temperature necessary. In total, we achieved a
decrease of the SIFT-MS LOD by a factor of 10. The humid-
ity dependence resulting from the high sample gas flow could
be corrected by a humidity-dependent calibration. The SIFT-
MS is stable over shorter time periods, as we could demon-
strate by comparing calibrations a week apart that are not
significantly different. However, it shows considerable vari-
ations in signal intensity over longer periods, so that at least
after each maintenance, the instrument should be calibrated.
The LOD varied by up to a factor of 2, the sensitivity by up
to a factor of 3. This drawback was addressed by Syft by im-
plementing a workdaily validation routine that takes approx.
10 min that we adjusted to work for low mixing ratios, so the
instrument calibration factor balancing out the mass discrim-
ination should account for those instabilities. Still, we cali-
brate our instrument with humidity before every experiment
series in addition to the one-point validation of the SIFT-MS
procedure.

The comparison of SIFT-MS and PTR-MS confirmed that
PTR-MS has a lower LOD than SIFT-MS, though modifica-
tion of the SIFT-MS instrument improved its LOD to within
an order of magnitude of the PTR-QMS. Both instruments
are equally sensitive when responding to signal changes and
have similar dynamic range. The calibration at multiple hu-
midities demonstrated that PTR-QMS is more humidity de-
pendent than SIFT-MS, indicating that it is important to cali-
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brate for the humidity as well or take care that it remains con-
stant during measurements. However, the Vocus PTR-TOF
has overcome the humidity dependence by introducing high
humidity in the drift tube (Krechmer et al., 2018). Still, the
additional structural information that can be gained by SIFT-
MS is especially helpful for mixtures of isomers like acetone
and propanal. Overall, SIFT-MS is a good lower-cost alter-
native to PTR-MS for analyzing gases with a more complex
mixtures of compounds including isomers at varying humid-
ity.
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The C5 hemiterpenes isoprene and 2-methyl-3-buten-2-ol (MBO) are important biogenic
volatiles emitted from terrestrial vegetation. Isoprene is emitted from many plant groups,
especially trees such as Populus, while emission of MBO is restricted to certain
North American conifers, including species of Pinus. MBO is also a pheromone
emitted by several conifer bark beetles. Both isoprene and MBO have typically been
measured by proton-transfer reaction mass spectrometry (PTR-MS), but this method
cannot accurately distinguish between them because of their signal overlap. Our study
developed a method for using selective ion flow tube mass spectrometry (SIFT-MS) that
allows simultaneous on-line measurement of isoprene and MBO by employing different
reagent ions. The use of m/z(NO+) = 68 u for isoprene and m/z(O2

+) = 71 u for MBO
gave minimal interference between the compounds. We tested the suitability of the
method by measuring the emission of young trees of Populus, Picea, and Pinus. Our
results largely confirm previous findings that Populus nigra, Picea glauca, and Picea
abies emit isoprene and Pinus ponderosa emits MBO, but we also found MBO to
be emitted by Picea abies. Thus SIFT-MS provides a reliable, easy to use, on-line
measuring tool to distinguish between isoprene and MBO. The method should be of use
to atmospheric chemists, tree physiologists and forest entomologists, among others.

Keywords: conifers, Picea, poplar, Pinus, VOC, isoprene, MBO, SIFT-MS

INTRODUCTION

The C5-hemiterpene isoprene, or 2-methyl-1,3-butadiene, is the most abundant biogenic volatile
compound emitted from vegetation. Its annual global emission is estimated to be 350 to 769 Tg
yr−1, approximately half of the total estimated emissions of biogenic volatile organic compounds
(BVOC) (Guenther et al., 2012). Isoprene is emitted from mosses, ferns and higher plants, especially
trees (Tingey et al., 1987; Hanson et al., 1999; Loreto, 2015). Angiosperms including species of
Populus emit large amounts of isoprene, while in gymnosperms this hemiterpene is known to
be emitted from species belonging to the genus Picea, including Picea abies and Picea glauca,
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but not from species belonging to the genus Pinus. Instead, the
related hemiterpene 2-methyl-3-buten-2-ol (MBO), is emitted by
Pinus species native to Northern America, e.g., Pinus ponderosa,
Pinus lodgepole, and Pinus jeffreyi (Goldan et al., 1993; Harley
et al., 1998). Globally, MBO contributions represent only a minor
component of total BVOC emissions (Guenther et al., 2012), but
in Northern American pine forests, their levels can reach 4–7
times the level of isoprene (Goldan et al., 1993; Harley et al., 1998;
Schade and Goldstein, 2001).

2-Methyl-3-buten-2-ol and isoprene are often measured
together as a sum parameter due to the experimental restrictions
outlined below. However, it is important to distinguish between
the two compounds during research in several different fields.

Atmospheric Sciences
The oxidation of BVOCs, such as isoprene and MBO, in the
atmosphere can produce tropospheric ozone in sufficiently NO-
rich environments (Steiner et al., 2007), influencing air quality
and, as ozone is a greenhouse gas, radiative warming. These
compounds can also form secondary organic aerosols (Carlton
et al., 2009), with both direct and indirect (as cloud condensation
nuclei) impacts on radiative balance. Oxidation of MBO by
OH-radicals represents one of the most important sources of
acetone in those areas where it is emitted (Ferronato et al., 1998).
However, the very different lifetimes of isoprene (2.8 h) and MBO
(7 h) lead to different spatial and temporal distributions around
areas of high emissions (Fantechi et al., 1998; Atkinson and Arey,
2003). Thus, the ability to measure these gases individually with a
high time resolution would provide important insights into their
relative roles in atmospheric chemistry and climate.

Plant Sciences
Isoprene is thought to protect plants against abiotic stress by its
antioxidant properties and stabilization of thylakoid membranes
at high temperature (Perreca et al., 2020). Recently this molecule
has also been proposed to activate gene networks involved in
abiotic stress tolerance (Zuo et al., 2019). Although the role of
MBO in plants has not been well studied, it is expected to be
similar to that of isoprene based on a similar response of emission
rates to light and temperature changes (Schade et al., 2000) and
biosynthesis from the same substrate, dimethylallyl diphosphate
(Gray et al., 2003). However, due to the differences in chemical
properties, the way the two compounds serve in plant protection
might differ. Especially the antioxidant properties of MBO might
differ from those of isoprene. MBO was detected in the bark
extracts of some angiosperms (Zhang et al., 2012) that are known
to emit isoprene. Thus care should be taken to distinguish
between the two compounds in simultaneous measurement in
order to assess if their roles are different.

Entomology
2-Methyl-3-buten-2-ol MBO is produced not only by trees, but
also by tree pests. Several conifer bark beetles, e.g., the spruce bark
beetle Ips typographus, produce MBO de novo as an aggregation
pheromone (Bakke et al., 1977; Baader, 1989; Zhang et al., 2012).
Thus simultaneous measurement of isoprene and MBO might

allow for distinguishing between abiotic stress and bark beetle
infestation in field measurements.

Proton-transfer reaction mass spectrometry (PTR-MS) and
gas chromatography-mass spectrometry (GC-MS) are the most-
widely used techniques for measuring BVOCs. PTR-MS ionizes
gaseous analytes with H3O+ ions in a drift tube with a defined
reaction time and detects them via mass spectrometry with a
quadrupole or Time of Flight mass analyzer. This technique
allows for online-measurements of gaseous analytes at low
mixing ratios (Krechmer et al., 2018). However, with PTR-MS,
the [M+H-H2O]+ fragment of MBO and the [M+H]+ signal
of isoprene have the same mass to charge ratio (cf. Figure 1,
H3O+ pathway), so accurate distinction of the two compounds is
difficult. GC-MS allows for a separation of the analytes based on
differences in retention time and mass spectra, but is not suitable
for online monitoring due to relatively long measurement times.
In addition, GC-MS often requires pre-concentration on, e.g.,
cartridges before measurement. In practice, both techniques are
usually employed side by side, using PTR-MS to acquire good
time resolution and GC-MS for identification (Jardine et al.,
2020). Another approach involves switchable reagent ion mass
spectrometry (SRI-MS), a technique similar to PTR-MS, but
including additional ion sources for NO+, O2

+, NH4
+, Kr+, and

Xe+ (Jordan et al., 2009). Using the NO+ ion, isoprene can be
detected at m/z(NO+) = 68 u, and MBO at m/z(NO+) = 69 u, as
has been shown in a field study with SRI-MS (Karl et al., 2012),
but these instruments are very costly and complex to operate.
Because of the important role that isoprene and MBO play in
different scientific fields, the possibility to distinguish between
these compounds with accuracy using online measurements is
desirable, but until now not realized technically with readily
available instruments.

Selected ion flow tube mass spectrometry (SIFT-MS) is a
cheaper (though still rather costly) and easy-to-use alternative
to SRI-MS. Like PTR-MS and SRI-MS, SIFT-MS is a chemical
ionization mass spectrometry technique for measuring gaseous
analytes. Unlike PTR-MS, it utilizes multiple reagent ions that
react differently with gaseous analytes, so one can obtain more
structural information from the respective spectra. By measuring
one analyte with more than one reagent ion, multiple spectra are
generated. Comparison of these spectra allows identification of
ions with the least interference from other VOCs and thus specific
quantification of the target analyte.

In SIFT-MS, reagent ions are generated by a moist air plasma
and then selected by a quadrupole. Reagent ions and gaseous
analytes are mixed in a flow tube that is flushed continuously
with a carrier gas. They travel together, and their reaction time
is determined by the time they need to cross the flow tube
(Smith and Spanel, 2011). During this time, the analytes are
ionized during collision with the reagent ions. In our case, the
reagent ions used were H3O+, NO+, and O2

+, but it is also
possible to use the negative ions OH−, O−, O2

−, NO2
−, and

NO3
−. With H3O+, mostly proton transfer reactions occur, with

NO+ electrons are transferred or NO+ adducts are formed and
with O2

+, electrons are transferred and sometimes fragmentation
reactions occur. The product ions and remaining reagent ions
are detected via a quadrupole mass analyzer. A library is
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FIGURE 1 | Scheme of ionization reactions of isoprene and MBO with the reagent ions H3O+, NO+, and O2
+, based on Spanel and Smith (1998) and Schoon et al.

(2007). Red ions are formed from both analytes, either by chemical reaction [m/z(H3O+) = 69 u] or by simple ionization of 13C isotopologues [m/z(NO+) = 69 u], and
lead to overlaps in their spectra. Light gray ions are less intense than ions depicted in black. Ions marked by a green box were used to measure isoprene and MBO
in this study. For legibility, additional ions that we found, but did not use for distinguishing the two compounds include m/z (H3O+: C3H5

+ (41 u, both analytes),
NO+: C3H5

+ (41 u, MBO), C4H5
+ (53 u, isoprene), O2

+: C2H3O+ (43 u, MBO), were left out of the scheme. Dashed lines mark conversions that might be predicted
to occur in the presence of water, but were found to play only a minor role based on experiments described in Figure 4 and in the text.

implemented in the software of the manufacturer that can be used
to calculate their mixing ratio directly from the measured counts.

When measuring isoprene and MBO with SIFT-MS, H3O+
generates m/z(H3O+) = 69 u for both analytes, like in PTR-
MS (cf. Figure 1 for a reaction scheme). However, with NO+,
isoprene generates m/z(NO+) = 68 u, and MBO generates
m/z(O2

+) = 69 u. With this difference, one can measure isoprene
well, but the 13C isotopologue of isoprene interferes with MBO
measurement. With O2

+, isoprene forms two product ions,
m/z(O2

+) = 67 u and 68 u, at similar intensities, whereas MBO
mostly forms m/z(O2

+) = 71 u (Spanel and Smith, 1998; Schoon
et al., 2007).

In this study, we demonstrate the use of SIFT-MS for
simultaneous measurement of isoprene and MBO by monitoring
isoprene with m/z(NO+) = 68 u and MBO with m/z(O2

+) = 71 u.
To validate our method, we performed measurements on three
different isoprene-emitting tree species, Populus nigra, Picea
abies, and Picea glauca, and on Pinus ponderosa, which is
reported to emit MBO.

MATERIALS AND METHODS

Supplies and General Remarks
Isoprene, MBO, and dodecane were purchased from Sigma
Aldrich (Darmstadt, Germany). Deuterated water was purchased
from TCI (Eschborn, Germany). Distilled water was generated by
a Enviro FALK GEO + EDI 200 electrode ionization cell (Enviro
FALK, Westerburg). The tubing used for the tree chamber
experiment was opaque black 1/4” PFA-tubing, the tubing used

for the standard measurements was opaque black1/8” PFA-
tubing. Connectors for the tree experiment were Galtek PFA
fittings (Entegris, United States), for the standard measurements
and calibrations Swagelok stainless steel fittings (Swagelok,
United States). All setups were built such that an overflow line
to room air ensured ambient pressure in the chamber and at
the SIFT-MS inlet.

SIFT-MS Settings
Measurements were conducted with a Voice 300 ultra SIFT-
MS (Syft Technologies Ltd., Christchurch, New Zealand) with
a positive ion source that was customized as described by
Lehnert et al. (2019). 40 cm3/min sample gas flow, 156 cm3/min
helium carrier gas flow, 50 V flow tube voltage, 120◦C flow tube
temperature, and 105◦C sample plate and sampling line heater
temperature were used. To suppress dimer formation at high
mixing ratios, the larger trees (P. nigra, P. abies, and P. glauca
#1) were measured at 390 cm3/min carrier gas flow.

The ratio of the reagent ions NO+ and O2
+ varied between

the different experiments. However, this did not affect our results
significantly since for the interference calculation, measurements
from the same ions were used, and for the calculation of
mixing ratios and release rates, the ratios of product ion to
reagent ion were used.

SIFT-MS Measurements of Isoprene and
MBO Standards
Full mass spectra were measured for both standards using a
diffusion cell flushed with VOC-free air from a pure air generator
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(PAG 003, Ecophysics, Dürnten, Switzerland). An 1.5 mL vial
with Teflon septum was filled with 50 µL isoprene or MBO.
A thin needle (23 G × 1”) was pierced through the septum, and
then the vial was placed in a 40 mL headspace vial that was flushed
with 0.5 L/min pure air humidified to 0, 25%, 50%, 75%, and
100% relative humidity at 25◦C by a GCU gas calibration unit
(IONICON Analytik GmbH, Innsbruck, Austria). The method
captured ion counts between 10 and 250 u for all three reagent
ions. The dwell time was 100 ms, and the count limit 10.000. 10
scans of each substance were measured and averaged.

For distinguishing the two standards, a selected ion
monitoring (SIM) scan was set up for 10 min, with 500 ms
dwell time/scan time and 100.000 cps count limit (36 scans,
first and last omitted for averaging). The masses used are listed
in Supplementary Table S1. The increased count limit and
scan time compared to standard SIFT-MS settings was used
to decrease variability in the measured reagent ion counts.
The maximum ratio of product to reagent ions was 3%, so the
assumption that the reagent ion counts remain unchanged in the
flow tube is still valid.

Ionization of Isoprene and MBO in the
Presence of Deuterated Water
We humidified pure air by bubbling it through deuterated water
at room temperature. This moist air was mixed with pure air that
was enriched in isoprene or MBO, respectively, by passing it over
water with 1 µL isoprene or MBO in the diffusion cell. Both flows
were 400 mL/min. Mass spectra were recorded between m/z = 15
and 150 u, with a scan time limit 1 s, count limit 100.000 counts,
and four repeats per measurement. As a control, the experiment
was repeated with normal, non-deuterated water.

Tree Cultivation
Populus nigra trees were grown from stem cuttings obtained
from trees grown in a common garden of P. nigra accessions
in Isserstedt, Germany. The 1-year-old trees were grown in the
greenhouse of the Max Planck Institute of Chemical Ecology
(MPICÖ) Jena, Germany under the following conditions:
20/18◦C (day/night), relative humidity 60%, natural light with 9–
14 h photoperiod, and supplemental light for 12 h, with SON-T
Agro lamps (Philips, Andover, MA, United States).

Three-year-old Picea abies trees were planted originally from
seeds in 2016 and were grown outdoors in the garden of
the MPICÖ, until the experiment was performed. Trees were
irrigated every day. One-year-old Pinus ponderosa trees were
obtained from a local nursery in Thuringia. Four-year-old Picea
glauca trees (accession #1) were obtained from a local nursery in
Thuringia in 2017 and grown prior to the experiment outdoors
in the garden of the MPICÖ. Trees were irrigated every day.
Three-year-old Picea glauca (accession #2) trees were obtained
as seedlings from the Laurentian Forestry Centre, Quebec,
Canada, in 2016, and grown under controlled environmental
conditions in a growing chamber in the MPICÖ until the start
of the experiment. Summer (16/8 h for day/night, 22◦C and
photosynthetically active radiation (PAR) 1000 µmol/m2/s) and
winter (8/12 h for day/night, 5◦C and PAR 200 µmol/m2/s)

conditions were alternated for 6 months (summer) and 3 months
(winter) in the chamber.

Isoprene and MBO Emissions From Trees
Prior to the experiment, the trees were moved to the greenhouse
of the Max Planck Institute of Biogeochemistry, Jena, Germany,
and kept there for 4 weeks. The greenhouse was set up at
60% humidity and a 12 h day/night cycle (30◦C/25◦C). LED-
lights (ultra violet, <400 nm, 1%; blue, 400–500 nm, 20%;
green, 500–600 nm, 39%; red, 600–700 nm, 35%; far-red, 700–
800 nm, 5%; Valoya, Finland) illuminated the trees with a PAR of
150 µmol/m2/s and were supplemented by ambient light entering
the greenhouse, reaching a PAR level of 300–400 µmol/m2/s.
Trees were watered daily. Before performing the measurement
of isoprene and MBO with the SIFT-MS, trees were put into the
chamber for 24 h [setup similar to Huang et al. (2018), scheme in
Supplementary Figure S1].

The three tree-containing cylindrical chambers plus one
reference chamber without a tree were made from FEP-foil. These
chambers (height = 50 cm, diameter = 40 cm, volume = 60 L)
were mounted in a polyacrylate scaffold. A Teflon tube ring with
holes was placed at the bottom of the chambers and connected to
an air inlet. Compressed air was dried and purified on adsorber
columns, after which CO2 was added back in to achieve levels of
400 ppm. Rotameters regulated the air flow through the chamber
to 3 L/min. 1/4” black PFA tubing of 2 m length connected the
chamber to the instrument. The outlets of the VICI-valve on the
SIFT-MS were connected via T-pieces and 1 m tubing to a pump
flushing the tubes from the chambers to the instrument at all
times. Photosynthetically active radiation (PAR) and temperature
were tracked in each chamber. Tree emissions were measured via
the SIM scan described above for 24 h capturing a full diurnal
cycle. After measuring each chamber with the SIM scan described
above, additionally, one full mass spectrum was also measured
for every chamber plus the instrument’s internal background with
the settings mentioned above with a single scan.

Mixing ratios were calculated as:

χisoprene = 1.0035 · 10−10
·

TFT

pFT
·

(
ϕcarr

ϕsamp
+ 1

)
·

I
(
NO+, 68 u

)
· ICF

(
NO+, 68 u

)
kisoprene, NO+ · brisoprene, NO+, 68 u·

I
(
NO+, 30 u

)
· ICF

(
NO+, 30 u

) (1)

and

χMBO = 1.0035 · 10−10
·

TFT

pFT
·

(
ϕcarr

ϕsamp
+ 1

)
·

I
(
0+2 , 71 u

)
· ICF

(
O+2 , 71 u

)
kMBO, O+2

· brMBO, O+2 ,71 u · I
(
O+2 , 32 u

)
·

ICF
(
O+2 , 32 u

) , (2)

χ is the mixing ratio in ppb, TFT the flow tube temperature in
K, pFT the flow tube pressure in mTorr, ϕcarr the carrier gas flow
in Torr L/s, and ϕsamp the sample gas flow in Torr L/s. I() is the
intensity of the ion ionized by the reagent ion and measured at
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the mass stated, ICF() the instrument calibration factor at the
ion as specified, k the kinetic rate constant in cm3

·molecule/s of
the reaction with isoprene/MBO with the respective reagent ion,
and br the branching ratio of the measured ion. The branching
ratios were determined from the standard measurements at 100%
humidity, which had the most similar 19/37 signal to the samples.
The mixing ratios were calculated for each scan omitting the
first and last scan of each measurement, and then the mean
and standard deviation were calculated from this. The maximum
observed ratio of product ion to reagent ion was 0.9% in the
case of isoprene emissions from poplar, which is low enough
to fulfill the assumption that the reagent ion counts did not
change significantly. The maximum ion counts of NO+·H2O, an
additional reagent ion water cluster, were always below 500 cps,
which corresponded to less than 0.25% of the reagent ion counts
and was thus not included in the calculation.

From there, the emission rate was calculated as

φ =
χ ·M · ϕair

Vmol ·mleaves/needles,dry
(3)

φ is the release rate in µmol/(g h), M is the molar mass of the
compound, ϕair is the air flow through the incubation chamber
(cf. Supplementary Table S3), Vmol is the molar volume, used
24 L/mol as it was 25◦C in the chamber, and mleaves/needles, dry is
the leaf or needle dry mass (cf. Supplementary Table S2).

The error of the emission rate was calculated as

1φ =
t (95%, nmeas − 1)

nmeas − 1
·√√√√√√√√√

M ·

((
φair ·1χ

mleaves/needles, dry

)2
+

(
χ·ϕair ·1Vmol

V2
mol·mleaves/needles, dry

)2
+

(
χ·1ϕair

Vmol·mleaves/needles, dry

)2
+

(
χ·ϕair ·1mleaves/needles, dry

Vmol·m2
leaves/needles, dry

)2
) (4)

with t (95%, nmeas − 1) the result of the t-distribution at 95%.
The degrees of freedom are the number of measurements
per time point – 1 (21–22, depending on the measurement).
1χ is the standard deviation of the mixing ratios that was
calculated based on the 21–22 individual measurements per
time point. 1Vmol = 0.72 L/mol is the error of the molar
volume for 5 K and 0.02 bar deviation of the temperature
and pressure. 1ϕair is the reading error of the gas flow
measurements, and 1mleaves/needles, dry the reading error of the
weight measurement.

RESULTS

Mass spectra of the standards (Figure 2) showed that isoprene
and MBO react differently with NO+ and O2

+ than previously
described (Spanel and Smith, 1998; Schoon et al., 2007). The
biggest difference lies in the finding of a strong signal for isoprene
at m/z = 67 u upon reaction with NO+. As the carrier gas
flow used and moisture level were similar to those in our study
(390 ccm at 100% humidity), we attribute the spectral changes
to an increased ion energy leading to increased fragmentation

due to the higher flow tube voltage and temperature settings. We
observed a decrease in fragmentation when increasing the carrier
gas flow (Figures 2A–C vs. D–F), probably a result of product
ions transferring excess energy more rapidly to the carrier gas due
to an increased number of collisions.

Upon reaction with NO+, one could potentially use the
m/z = 67 or 68 u signals for measuring isoprene and the
m/z = 69 u for measuring MBO, as described by Karl et al. (2012).
However, limitations in the mass resolution of the quadrupole
used in the SIFT-MS resulted in a 5–6% interference [normalized
to m/z(NO+) = 68 u] due to the natural isotopologues of
isoprene substituted with a single 13C. When we measured the
isoprene standard at different carrier gas flows and humidities,
we determined 6% to 8% interference of isoprene with the MBO
signal at m/z(NO+) = 69 u (Figure 3). Corrected for the 13C
isotope peak, this calculates to a secondary reaction of isoprene
to C5H9

+ (m/z = 69 u) with 1–2% abundance. An explanation for
the formation of this ion could be H2O addition and subsequent
OH· loss, cf. Figure 1. Using m/z(O2

+) = 71 u for measuring
MBO was more accurate than using m/z(NO+) = 69 u, as the
interference of isoprene at m/z(O2

+) = 71 u was below 1% of that
at m/z(O2

+) = 67 u.
We also measured up to 0.7% interference of MBO on

the isoprene signal at m/z(NO+) = 68 u, normalized to
m/z(NO+) = 69 u. This interference was more prominent
in dry samples since MBO ionized by NO+ [C5H10O+,
m/z(NO+) = 86 u] might not only eliminate OH radicals to form
C5H9

+ [m/z(NO+) = 69 u], but also eliminate water to form
C5H8

+ [m/z(NO+) = 68 u]. In this case, the presence of water
would make this side reaction less favorable due to the principle
of Le Chatelier. On the other hand, if we had used m/z(O2

+, 67 u)
to measure isoprene, the interference and thus the error would
have been much higher, up to 1.9%.

To distinguish between isoprene and MBO, we sought signals
of each compound that had the least interference from the other
compound to minimize error, which scales with signal intensity.
Thus, since the interference of isoprene on m/z(O2

+, 71 u) is
much smaller than on m/z(NO+) = 69 u, we chose the former
for measuring MBO. And, since the interference of MBO on
m/z(NO+) = 68 u is smaller than on m/z(O2

+, 67 u), we chose the
former for measuring isoprene. If the differences in mixing ratios
between the two compounds are not anticipated to be large, and
rapid measurements are needed with just a single reagent ion, it
would be best to use both O2

+ ions, m/z(O2
+, 67 and 71 u), as the

interference is lower than for the two NO+ ions and one saves the
time of measuring both reagent ions.

2-Methyl-3-buten-2-ol is formally an isoprene molecule with
the addition of water to the substituted double bond. It could
thus be possible that an ionized form of isoprene could react
to form MBO in the presence of water. For example, isoprene
ionized by NO+ forms C5H8

+, which could react with water
to form C5H10O+ with the same structure and m/z as ionized
MBO. To evaluate the role of water in these proposed flow tube
reactions, the standards were measured in air humidified by
either H2O or D2O (Figure 4). If water is involved in the reaction,
and a deuterium from water is added to or exchanged with the
ion, the measured mass would be 1 u higher due to the higher
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FIGURE 2 | SIFT-MS spectra of isoprene and MBO standards for the different reagent ions (mean ± 95% CI, n = 9), at 100% humidity at 25◦C. (A–C) Spectra with
156 cm3/min carrier gas flow, (D–F) spectra with 390 cm3/min carrier gas flow. The intensities are normalized to the largest peak in the area of the spectrum
depicted. Both spectra are superimposed and semitransparent, so purple means both intensities coincide at this m/z. For example, in the top panel m/z = 69, which
represents the main signal used for isoprene in PTR-MS measurements, here overlaps with an MBO signal and also generates a fragment ion which is specific for
neither isoprene nor MBO. Red and blue arrows identify the ions used to measure isoprene and MBO in this study. The numbers show the m/z of high intensity
peaks.

mass of deuterium compared to hydrogen. The reagent ions
(see Supplementary Figure S2) showed an influence only in the
H3O+ channel, where H2DO+, HD2O+, and D3O+ are detected.
As expected, we saw a mass shift from m/z(H3O+) = 69 u to
70 u for both isoprene and MBO, as the reagent ions were
both saturated and thus the protonation added a D to the
analytes. m/z(O2

+) = 71 u shifted to 72 u for MBO, so here, also
water vapor was involved in forming this ion. Interestingly, for
isoprene, the NO+ and the O2

+ signals did not change at all,
so no proton exchange occurred in the formation of isoprene
ions. This contradicts the hypothesis that water is involved in
forming m/z(NO+) = 69 u and m/z(O2

+) = 71 u. However, we
did observe an increase in the relative abundance of those two
peaks when switching from dry to wet sample air. This could be
due to suppression of the isoprene ions at m/z(NO+) = 68 u and
m/z(O2

+) = 67 u by excess water.
To test our ability to distinguish between isoprene and

MBO in an experimental setup with natural sources of these
gases, emissions from Picea glauca, Picea abies, Populus nigra,
and Pinus ponderosa were measured over the course of a
day. All trees exhibited a diurnal cycle of BVOC emissions
related to the presence of light (Figure 5). Isoprene was
measured from m/z(NO+) = 68 u, and MBO was measured
from m/z(O2

+) = 71 u. We calculated the contribution of
isoprene to the m/z(O2

+) = 71 u signal with the equation
I
(
O+2 , 71 u, isoprene interference

)
= x · I(O+2 , 67 u, isoprene)

(Figure 3). If the measured MBO signal is equal or below
this value, the signal is not significantly different from the
expected isoprene interference and no MBO is actually detected.
If the signal is higher, it is measured as MBO. This of course

also applies also for the MBO interference on isoprene, with
I
(
NO+, 68 u, MBO interference

)
= x · I

(
NO+, 69 u, MBO

)
.

Again, we used the interference ratio that was determined
measuring the standards at 100% humidity, as the trees
transpired a substantial amount of water, leading to high air
humidity in the chambers. A visualization of the potential
isoprene interference with MBO for each species can be found
in Supplementary Figure S4, where we plotted I(O2

+, 67 u)
against I(O2

+, 71 u). Each species shows linear dependence of
the two signals, but only Picea abies and Pinus ponderosa are
found significantly above the black line, and so must emit MBO.

Relative humidity does not affect the ability to distinguish
between isoprene and MBO except under very dry conditions
(Figure 3). However, we suggest that interference rates should
be determined with standards under conditions as close to the
experiment as possible to rule out possible errors.

For each tree species, we analyzed the emission of isoprene
and MBO from three individual trees, represented in Figure 5
by different colors (blue, red, and yellow). The extrapolated
interference signals are indicated with a dashed line in the color
used for each individual tree. All species except P. ponderosa
showed isoprene emissions (Figure 5), and within the tree
species, the emission intensity mostly correlated with the needle
or leaf dry mass, cf. Supplementary Table S2. For P. abies, the
isoprene signal for one tree (shown in yellow) was a factor of
150 smaller than the other two (Figure 5A and Supplementary
Figure S3), even though the biomass of this tree individual was
the highest (Supplementary Table S2). For P. glauca (accession
#2), one tree (red) had an isoprene signal 10 times higher than the
other two, even though the biomass was comparable (Figure 5E
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FIGURE 3 | Interference of the isoprene signal on the MBO masses m/z(NO+) = 69 u and m/z(O2
+) = 71 u normalized to the isoprene signals at m/z(NO+) = 68 u

and m/z(O2
+) = 67 u (A), and interference of the MBO signals on the isoprene masses m/z(NO+) = 68 u and m/z(O2

+) = 67 u, normalized to the MBO signals at
m/z(NO+) = 69 u and m/z(O2

+) = 71 u (B), at different relative humidities. Original reagent ion counts were 2−3E6 cps, and original product ion counts 1.0−1.5E5
cps. For all interferences, values were estimated for 156 cm3/min and 390 cm3/min carrier gas flow. As in PTR-MS, an increased humidity can increase back
reactions ([M−H]+ +H2O→ M+H3O+), water cluster formation ([M]+ +H2O→ [M ·H2O]+), and other reactions involving water, leading to changes in
product ion counts for the same measured analyte concentration with changing humidity. An increase in the carrier gas flow leads to more collision partners that can
take up energy, so thermodynamically stable products are favored over kinetic products. We only used m/z(O2

+) = 71 u for measuring MBO and m/z(NO+) = 68 u
for measuring isoprene, as the other interferences were much higher with a higher uncertainty.

FIGURE 4 | SIFT-MS spectra of isoprene and MBO in humid air (mean ± 95% CI), humidified by either normal or deuterated water for both 156 cm3/min (A) and
390 cm3/min (B) carrier gas flows. Intensities were normalized to the largest peak in the area of the spectrum depicted. Evidence for the involvement of water in flow
tube reactions comes from the shifts m/z(H3O+) = 69→70 u for isoprene and MBO as well as m/z(H3O+) = 85→87 u and m/z(O2

+) = 71→72 u for MBO when D2O
is present instead of H2O. Interestingly, for isoprene ionized by NO+ and O2

+, no changes were observed, so the reactions are apparently affected by water but do
not involve a hydrogen atom that can be exchanged for deuterium.
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FIGURE 5 | Diurnal cycle of isoprene and MBO emissions for the tree species investigated. (A,C,E,G,I): Intensity of isoprene proxy, (B,D,F,H,J): Intensity of MBO
proxy. Emissions of Picea abies (A–B), Picea glauca #1 (C–D) and #2 (E–F), Pinus ponserosa (G–H) and Populus nigra (J). The measured intensities were
normalized to 106 reagent ion counts. Black: control, empty chamber. Different colors indicate the measurements for the three replicate trees used for each species.
Dots: mean ± 95% CI of the SIFT-MS measurement. A sudden zero value indicates instrument malfunctioning (before a firmware update, software did not always
switch on the VICI valve for long measurements). Dashed lines: interference extrapolated from m/z(NO+) = 69 u (MBO interference on the isoprene signal) and
m/z(O2

+) = 67 u (isoprene interference on the MBO signal) – mean ± 95% CI. Basically, if the signal at m/z(O2
+) = 67 u is isoprene, then a maximum of 1.4% (for

lower carrier gas flows) and 2.9% (for higher carrier gas flows) of this signal will be seen at m/z(O2
+) = 71 u where we measure MBO. These values are represented

by the dashed lines in the graphs. If the intensity of m/z(O2
+) = 71 u is higher than this signal, this is taken as evidence for the presence of genuine MBO. This also

works the other way around, for MBO interference on isoprene.
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and Supplementary Table S2). Intraspecific variation was smaller
among P. glauca (accession #1) and P. nigra (Figures 5C,I). As the
isoprene signal of m/z(NO+) = 68 u was much higher than the
MBO signal of m/z(NO+) = 69 u, and the calculated interference
of MBO based on m/z(NO+) = 69 u was close to the control in
all cases, the isoprene signal did not result from interference of
MBO. The isoprene signal for P. ponderosa trees was lower than
the interference signal extrapolated from the MBO emissions
on m/z(NO+) = 69 u (Figure 5G), so we conclude that, as
expected, these trees did not emit isoprene, and that the signal
at m/z(NO+) = 68 u in these cases arose from MBO.

A strong signal at m/z(O2
+) = 71 u was observed from the

emissions of P. ponderosa. It can be assigned to MBO since no
isoprene emission was observed from this plant and thus no
interference of this analyte has to be considered. The signals
at m/z(O2

+) = 71 u of both P. glauca accessions and P. nigra
can be attributed to isoprene based on the isoprene signal
[m/z(O2

+) = 67 u]. These trees thus do not produce MBO.
Interestingly, two of the P. abies individuals emitted MBO as
well (Figure 5B). The ratio of isoprene and MBO signals differed
substantially between the individual trees. Trees indicated with
red and blue in Figure 5 show much higher isoprene emissions at
m/z(NO+) = 68 u than the tree labeled with yellow. In contrast,
the MBO emissions at m/z(O2

+) = 71 u of the three trees are in
the same intensity range. Possible interference by other terpenes
was considered improbable since no other naturally occurring
hemiterpenes are known, and monoterpene emissions measured
at m/z(H3O+) = 137 u, m/z(NO+) = 136 u, and m/z(O2

+) = 136 u
were a factor of 10–100 lower than the measured isoprene and
MBO intensities. Only fragment ions from monoterpenes would
overlap with isoprene and MBO, and their branching ratio should
decrease the intensity even further.

Based on the measured intensities and eq. (1)–(4) above,
we calculated the release rates of isoprene and MBO for mid-
day (noon), cf. Table 1 and Supplementary Figure S4. Given
the low standard deviation, our results give a good idea of
relative emission rates for the tree species and individuals
involved. Since we could not calibrate the measured intensities
as our VOC standard was not concentrated enough to capture
the mixing ratio range of the plants, we had to rely on the
internal instrument calibration described by Smith and Spanel
(2005). As the uncertainty of measurements without external
calibration is estimated to be at least ±35% (Langford et al.,
2014) including systematic error, our results may not be very
accurate. Calculating the isoprene emission rates based on
m/z(O2

+) = 67 u led to fluxes about 2/3 to 1/2 as high as
the fluxes calculated from m/z(NO+) = 68 u (Supplementary
Figure S6). Thus when rigorous quantification is needed, we
strongly recommend calibration.

DISCUSSION

Using SIFT-MS, we developed a method that allows
distinguishing between isoprene and MBO in online
measurements. For scientific questions where monitoring
of both compounds is essential, e.g., for investigation of drought
stress and bark beetle infestation or for monitoring BVOC

emissions at the ecosystem level, this is a reliable, easy method.
Full scans of isoprene and MBO analytical standards allowed the
selection of the ions m/z(NO+) = 68 u for measuring isoprene
and m/z(O2

+) = 71 u for measuring MBO. These intense
ions show the least interference with signals from the other
compound and allow a stable and reliable online measurement
of the analytes. As proof of concept we applied the method to
the determination of isoprene and MBO emissions during the
diurnal cycle in five tree species.

SIFT-MS is capable of measuring isoprene and MBO
simultaneously under most conditions because of minimal
interference between the two compounds for the diagnostic
signals we have selected. However, the ratio of these signals
depends on the operating conditions of the instrument, especially
sample humidity. Thus, these ratios should be determined
with standards under identical measurement conditions as
used for the sample.

For more accurate quantification of small amounts of isoprene
or MBO in the presence of large amounts of the other compound,
one could include the humidity-dependence in the interference
calculation. In I

(
O+2 , 71 u, isoprene interference

)
= x ·

I(O+2 , 67 u, isoprene), x could be replaced by a term dependent
on the sample humidity, e.g., x = a · I

(
O+2 , 19 u

)
+ b,which

requires a humidity-dependent calibration of all ions. For
simplicity, we decided to use the interference factors determined
at very high humidity, as this was closest to the humidity
in our experiment.

With SIFT-MS, isoprene and MBO can be determined in a
single run. In previous approaches described for this analytical
problem, a rather laborious measurement of the analytes
with GC-MS for identification and PTR-MS for quantification
was employed (Jardine et al., 2020). Using PTR-MS, complex
calculations were required for a semiquantitative determination
of the analytes. The SIFT-MS method introduced here represents
a substantial simplification. With the Eqs (1) and (2), no tedious,
humidity-dependent calibration is necessary as for PTR-MS. For
increased accuracy, a calibration is advised for SIFT-MS as well
(Langford et al., 2014; Lehnert et al., 2019).

Isoprene can even be determined in a 50-fold excess of MBO
with SIFT-MS, as the MBO interference signal on the isoprene
signal is only 0.5%. MBO determination can be accomplished
in the presence of a 20-fold excess of isoprene. Limitations to
the method are only to be expected if other analytes with the
same mass to charge ratios as used for quantification of isoprene
and MBO are present in the VOC mixture of the samples.
Isoprene and MBO are abundant in natural BVOC samples
(Penuelas and Staudt, 2010), thus this limitation should rarely be
a major problem.

The ionization mechanism of the two structurally related
analytes was investigated by using deuterated water for air
humidification. If m/z(NO+) = 69 u could form from isoprene
by addition of water and than elimination of an OH-radical, in
a D2O atmosphere, we should see a mass shift to NO+/70 u,
and likewise for the O2

+ ion. As we did not see any deuterated
product ions forming when the analytes were ionized with
NO+ and O2

+ in a deuterium-oxide saturated gas stream, the
hydration-dehydration mechanism indicated by the dashed lines
in Figure 1 was not substantiated. Thus, the suppression of
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TABLE 1 | Isoprene and MBO emission rates in µg/(gdryweight × h) at 12:00 noon.

Isoprene MBO

1 2 3 1 2 3

P. abies 8.8 ± 0.2 0.040 ± 0.002 19.5 ± 0.4 0.125 ± 0.006 0.029 ± 0.002 n.s.

P. glauca 1 41.7 ± 0.8 13.3 ± 0.2 64 ± 1 n.s. n.s. n.s.

P. glauca 2 25.2 ± 0.7 2.9 ± 0.2 3.3 ± 0.2 n.s. n.s. n.s.

P. nigra 175 ± 7 174 ± 4 126 ± 3 n.s. n.s. n.s.

P. ponderosa n.s. n.s. n.s. 1.42 ± 0.05 0.79 ± 0.05 0.95 ± 0.05

Values listed represent the mean ± 95% CI. n.s.: After correcting for interference of the other analyte, the signal was not significantly different from 0 (p = 95%). The
confidence intervals are calculated based on the measured standard deviations of the intensities, however, these values can only be considered as estimates of the
emissions, as the instrument is reported to have an actual error of ±34% (Langford et al., 2014) for the mixing ratio calculation employed.

the major ion under higher humidity-conditions is not caused
by a formation of the detected side products, but possibly by
suppressing the ionization reaction of the analyte itself.

The SIFT-MS measurement of volatiles from several tree
species mostly confirmed previous literature reports of isoprene
and MBO production (Kesselmeier and Staudt, 1999). Picea
glauca, Picea abies and Populus nigra were found to emit isoprene
but not MBO, and Pinus ponderosa to emit MBO but not
isoprene (Figure 5). The relative release rates we measured allow
qualitative comparisons among species and individuals over the
entire diurnal cycle with a frequency of 15 min per measurement.
If desired, this frequency can even be increased by reducing the
number of scans per measurement.

In relation to previous measurements of isoprene, the
emission rates determined with SIFT-MS were typically higher
than those in the literature, though still of the same magnitude
(Evans et al., 1982; Steinbrecher, 1989; Janson, 1993; Kempf et al.,
1996; Staudt, 1997; Niinemets et al., 2011). Together they confirm
previous observations that poplar trees are higher isoprene
emitters than conifers (Sharkey et al., 2008; Laothawornkitkul
et al., 2009). For MBO, our measurements of Pinus ponderosa
were lower (Supplementary Figure S5H) than in the literature
(Harley et al., 1998). Differences in isoprene and MBO emission
between this study and others can be explained at least in part by
natural genetic variation of the trees as well as the environmental
conditions of measurement. The instrument was calibrated daily
using a one-point calibration with a 2 ppm VOC standard as
suggested by the manufacturer. This updated the reaction time
and the instrument calibration function used in Eqs. (1) and (2)
and ensured stable instrument performance. To avoid systematic
errors, we recommend calibrating the SIFT-MS under conditions
as close to those of the intended experiment as possible. In
particular, matching relative humidity is necessary if precise,
quantitative values are required.

Among the individuals of P. glauca accession #2, one tree
emitted isoprene at much higher rates than the other two trees
(Supplementary Figure S5E). Genetic variation in isoprenoid
formation is very commonly observed within species of Picea and
other conifers (Martin et al., 2003; Kännaste et al., 2012). Higher
isoprene emission could also originate from exposure to slightly
different environmental conditions. The high isoprene-emitting
tree also had a greater number of flushing buds compared to
the other two trees, which could also translate into a higher
isoprene emission rate.

In P. abies, two of the three experimental trees (entries labeled
red and yellow, Table 1) emitted MBO in addition to isoprene,
confirming a previous report on simultaneous emission of both
volatiles (Hakola et al., 2017) from a species usually considered
to be an exclusive isoprene emitter. Since the young P. abies
trees measured were reared under controlled conditions, MBO
is unlikely to have arisen from bark beetle activity. MBO and
isoprene are both biosynthesized from dimethylallyl diphosphate
but by different terpene synthases (Gray et al., 2011). Neither
enzyme has yet been identified in P. abies. Since the P. ponderosa
MBO synthase also produces a trace amount of isoprene in
in vitro assays (Zeidler and Lichtenthaler, 2001; Gray et al., 2011),
one enzyme could in principle produce both isoprene and MBO.
Further work is needed on the genetic and biochemical basis of
hemiterpene formation in P. abies.

In conclusion, we demonstrated that SIFT-MS is suitable
for the simultaneous quantification of isoprene and MBO. We
introduced a robust easy-to-use online method that requires
minimum data treatment. In a proof of principle study, we
measured the diurnal cycle of volatile emission of five different
tree species with high time resolution. Single 30 cm trees were
sufficient to generate robust signals. This method should be useful
in applications in plant sciences, entomology, chemical ecology,
and atmospheric sciences.
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ABSTRACT. Volatile sulfur compounds (VSCs) contribute to acid rain, cloud formation, and 

albedo, and thus influence the climate. Their global emissions are still quite uncertain, especially 

contributions from freshwater wetlands. We investigated the processes leading to hydrogen 20 

sulfide (H2S), methanethiol (MeSH), and dimethyl sulfide (Me2S) emissions in a slightly acidic 

peatland and found multiple indications that organic matter degradation rather than sulfate 

reduction is the main driver for MeSH and Me2S emissions in this system. Evidence include a 

different humidity-dependence of emissions of H2S and Me2S, and increased emission rates 

when soils were amended with organic substrates containing thiol groups (H2S emissions), 25 

methylthiols (MeSH), and dimethyl sulfonio groups (Me2S). VSC precursors were identified 

from an Untargeted Metabolomics data set from the same soil. H2S and MeSH but not Me2S 

could be produced from sulfate reduction based on a 34S-sulfate labelling experiment. 

Abundance of sulfur cycling microbes like Acidobacteria SD 1 and Desulfosporosinus correlated 

with VSC emissions. Our overall conclusion that organic matter degradation is more important 30 

than sulfate reduction as a peatlands source of VSC is generalizable to other organic-rich soils, as 

we found similar emission patterns at different locations around the world.  
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INTRODUCTION 

Oceans and wetlands are major sources of reduced volatile sulfur compounds (VSCs), 

including hydrogen sulfide (H2S), methanethiol (MeSH), and dimethyl sulfide (Me2S).1 These 35 

compounds are oxidized to SOx in the atmosphere. In contact with water, SOx forms acid rain, 

and cloud condensation nuclei. Thus, the distribution of VSCs influences local patterns of cloud 

formation, rainfall and sunlight reflection by the cloud albedo.2 Enhanced VSC emissions have 

also been discussed as a negative climate feedback: As increased temperatures enhance biogenic 

activity and thus VSC emissions, the increased sulfur burden in the atmosphere will increase 40 

cloud formation and stabilizing the climate.3 Yet there are large uncertainties about the 

magnitude of and factors controlling VSC emissions, particularly on the contribution of 

freshwater wetlands and other terrestrial ecosystems.4  

In the terrestrial and freshwater ecosystems, several mechanisms for release of volatile sulfur 

species exist: Firstly, MeSH and Me2S emissions can be related to organic matter degradation, as 45 

amending soil with the amino acids cysteine, methionine, and S-methyl methionine has led to 

increased VSC emissions.5, 6 One of the identified involved enzymes is methionine-γ-lyase.7, 8 

Generally, methylthio groups can be cleaved to MeSH and dimethyl sulfonio groups to Me2S9, 10. 

Secondly, H2S can be generated by sulfate reduction.11, 12 This usually occurs at a pH-dependent 

redox potential between -100 mV and -200 mV.13 Acetogenic bacteria can methylate H2S to 50 

MeSH and MeSH to Me2S via methylthiol transferases.14 The methyl group can originate from 

methoxyaromatic compounds, e.g. lignin degradation products.15, 16 Thirdly, Me2S formation 

from dimethylsulfoxide (DMSO) and MeSH formation from dimethyl disulfide (DMDS) are 

known.17 Together with methanogenesis, sulfate reduction is considered as a main pathway in 

anoxic lake sediments, with VSCs being degraded when going through the water column. 55 
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However, the relation to organic matter degradation was never explicitly investigated, so 

emissions could occur at a broader range of environmental conditions than previously thought.  

In this study, we demonstrate that organic matter degradation is the more important and more 

widespread process leading to VSCs. Using soil from a peatland known for its active sulfur 

cycling and frequent fluctuations in redox potential,18-21 we investigated the link of VSC 60 

emissions to redox potential and water content of the peat soil. We combined dynamic and static 

chamber approaches that allowed us to separate VSC (de)-methylation reactions from the initial 

production of the VSCs in a variety of soils. Involvement of VSC precursors from soil organic 

matter and microbial community composition were also investigated. This way, we show that 

organic matter can be a significant source of VSCs, not only from wetlands, but also from forest 65 

soils.  

MATERIALS AND METHODS 

For details on the analysis methods, please refer to the supplementary information.  

SITE DESCRIPTION AND SAMPLING PROCEDURES.  

Peat soil was sampled from the well characterized Schlöppnerbrunnen II fen, a mineratotrophic 70 

peatland fed by mineral-rich surface water in the Lehstenbach catchment in the Fichtel 

Mountains in Germany (50°07′54.2″N, 11°52′51.4″E).18-21 The exact sampling locations were 

the same as in Kugler, et al. 22. At the sampled site, a fibric histosol layer covers a Gleysol from 

granite bedrock at 70-90 cm depth.21, 23 It is mainly covered by the grass Molinia caerula. The 

water table depths varies between 0.13-0.76 m.21 High concentrations of Fe(II) (mean(2001–75 

2004) = 0.3 mmol L−1), dissolved organic carbon (DOC, mean(2001–2004) = 5.1 mmol L−1) and 

solid organic carbon (Corg; mean = 37%) have been reported previously.23  
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The site was sampled in June 2019 and September 2019 for both the long-term incubation and 

the dry-out and rewetting experiments and again in July 2020 for the manipulation and labelling 

experiments. The water table depth was at approx. 50 cm for 06/2019 and 07/2020 and at 20 cm 80 

for 09/2020. Soil cores were taken with a Pürkheimer corer. After removal of plant debris, the 

cores were separated into depth intervals of 0-10 cm and 10-20 cm for the rewetting experiment, 

and pooled at 0-20 cm depth for the other experiments. Cores were stored at 4 °C in polyethylene 

ziplock bags from which the air was removed. Peat water was collected with a syringe and a ¼” 

silicone tube directly from the water table in the holes the Pürkheimer corer left and stored in 85 

completely filled 2 L Schott bottles at 4°C.  

DRY-OUT INCUBATION.  

3x 100 g field-moist peat soil pooled from 2019 campaigns were submerged in 150 mL 

distilled water. Two replicates were placed in chambers with redox probes in the bottom, and the 

third one was placed in a Teflon chamber on a balance (Figure S1-S2). Additionally, 2x 100 g 90 

acid-washed dry sand were submerged in 150 mL distilled water as controls, and one of them 

was placed in a redox chamber and the other one on the balance. All five chambers were flushed 

with 400±10 mL/min nitrogen for three weeks. Mass spectra of all chambers and a 1 ppb VSC 

standard were recorded every 1.5 h, the redox potential every second, the soil weights on the 

balance and the nitrogen gas flows were determined daily. After the dry-out, the soil’s residual 95 

water content, pH, sulfate and nitrate content were determined.  

The experiment was then repeated with VOC-free air (20% O2, 80% N2) instead of pure 

nitrogen.  

SAMPLE REWETTING.  
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Air-dried soil cores from the Schlöppnerbrunnen M and C site, from two different depths (1-10 100 

cm and 10-20 cm) from 06/2019 were pooled and supplemented with distilled water until 

reaching 30%, 60%, 100% and 150% of the soil’s water holding capacity. They were incubated 

in an open jar at room temperature for 24 h after which the water lost by evaporation was added 

again. Then, they were put into the dynamic chamber system for 30 min (pure air flow = 

400 mL/min), and the VSCs were measured with the SIFT-MS.  105 

These experiments were also performed for soils from sites from other locations (Table S4).  

PROLONGED INCUBATION IN STATIC CHAMBERS UNDER ARGON.  

120 g of the pooled peat soil cores from 09/2020 were submerged in 100 mL peat water in 250 

mL Schott bottles with 2 cm thick butyl rubber plugs and supplemented with 60 µL solution of 1 

M glucose, 1 M lactate, and 1 M acetate. The bottles were flushed with Argon for 1 h and then 110 

incubated at 13°C in the dark for up to four weeks. Five bottles were autoclaved twice at 120°C 

for 20 min before incubation. The next morning and then every week, five bottles plus one 

autoclaved bottle were sampled. They were flushed with 400 mL/min nitrogen for 30 min 

followed by a SIFT-MS measurement of the VOC emissions in the gas stream exiting the bottle. 

Then, headspace samples for the greenhouse gas emission measurements were taken. Aliquots of 115 

the soil were frozen to -80°C for subsequent soil metabolomics and 16S-RNA amplicon 

sequencing. Nitrite content and pH were measured from the fresh soil. Another aliquot was dried 

at 40°C and then used for the geochemical analyses (Figure S3).  

SUBSTRATE MANIPULATION IN DYNAMIC CHAMBERS.  

For each added substrate, 100 g field-moist pooled peat soil from 11/2019 was incubated under 120 

200 mL/min nitrogen at room temperature. To achieve anoxic conditions, the soil was 

preincubated for two days before the measurements started. After measuring the initial soil 
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emissions, 1.29 mmol of the substance (equal the total sulfur amount present based on the 

element analysis) dissolved in 10 mL distilled water was added through the outlet of the Teflon 

chamber using a syringe. For every six substances, one control with only distilled water was 125 

measured. The VSC emissions were tracked for four days immediately following addition. Every 

time each of the seven chambers incubated in parallel was measured, a one-point calibration at 1 

ppb VSC-standard was made to account for changes in the instrument performance. Remaining 

soil moisture, sulfate and nitrite/nitrate content were measured after each incubation. 

SULFUR SUBSTRATE ADDITION AND ANTIBIOTIC TREATMENT IN STATIC CHAMBERS.  130 

Field-moist pooled peat soil from 07/2020 (8 g) was incubated under nitrogen in 120 mL glass 

bottles with a butyl rubber septum. The soil was flushed with nitrogen for 1 h. After 24 h, 

103 µmol of different sulfur substances dissolved in 3 mL distilled water were added to the 

bottles with a syringe. Glutaraldehyde, tungstate and bromoethanesulfonate were added to a final 

concentration of 2 mM, chloramphenicol to 25 mM, and chloroform to 1 mM.24, 25 Triplicates 135 

were analyzed for each treatment, as well as six control samples where only water was added. 

Immediately after the addition and then daily, VSC emissions were measured via a needle 

connected to the SIFT-MS via a short tube. The headspace air that was withdrawn for the 

measurement was replaced by N2 via a second needle leading to a tube continuously flushed with 

N2. This way, the headspace was not completely exchanged, but kept as stable as possible.  140 

34SO4
2- LABELLING.  

100 g field-moist pooled peat soil from 07/2020 were incubated under constant flushing with 

nitrogen (200 mL/min) for two days. Then, water was added through the gas outlet to meet the 

original water content. 4x 60 mg Na2
34SO4 dissolved in 10 mL freshly deionized water were 

added to four of the chambers. 60 mg unlabeled Na2SO4 in 10 mL deionized water were added to 145 
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a fifth chamber, and 10 mL deionized water without any sulfate salt was added to a sixth 

chamber. The gas emissions of the samples were measured continuously with SIFT-MS. After 

one week, the same amount (mol) of organic substances were dissolved in 10 mL fresh deionized 

water and added to chambers 1-3: (1) cysteine, (2) a 1:1 mixture of methionine and S-methyl 

methionine, and (3) a 1:1 mixture of syringic acid and 1-,3-,5-trimethoxybenzoate. The 150 

experiment was continued for another four days with continuous VSC-measurements.  

RESULTS AND DISCUSSION 

INFLUENCE OF REDOX POTENTIAL AND SOIL HUMIDITY ON VSC EMISSIONS  

First, we investigated how changes in redox potential and soil humidity vary VSC emissions. 

When drying out soil under a constant stream of nitrogen over three weeks (Figure 2 and S4), the 155 

redox potential decreases from +400 mV at the initial 8 g H2O/gdw (g soil dry weight) to 

+220 mV at 3 g H2O/gdw; probes do not provide reliable results below 2 g H2O/gdw. The redox 

potential of ~200 mV matches the standard electrode potential of Fe(OH)3/Fe2+ systems at the 

soil’s pH (Table S6),26 even with the slight decrease of the pH from pH = 4.5 to pH = 3.9 during 

the incubation (Table S5). H2S emissions increase with decreasing redox potential and moisture 160 

content, but with an intermediate peak at 5−4 g H2O/gdw (Figure 2, S5). In contrast, Me2S and 

MeSH emissions peak between 5−2 g H2O/gdw. A plot of the emissions against the redox 

potential shows a sharp increase of H2S and MeSH emissions at 200-250 mV, and then a steady 

decline for MeSH and a constant value for H2S (Figure S5). Me2S steadily declines over the 

redox potential range, but shows a strong peak at 220 mV for one of the chambers. Under oxic 165 

conditions (the same experiment but purging the headspace with synthetic air at 20% O2), we 

observe higher H2S emissions at low moisture content, but strong reductions in other VSCs and 

volatile organic compounds (VOCs) (Figure S6, S7).  
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The increase of H2S emissions at low soil moisture is not an artifact of the dryout: When 

rewetting dry soil to different moisture contents, H2S decreases with increasing soil moisture 170 

(Figure S8). Me2S and MeSH are less dependent on soil moisture, with maximum emissions at 

~60% water holding capacity (~2 g H2O/gdw). This finding suggests Me2S is likely not produced 

from H2S directly, and other processes might be involved.  

A similar study that measured VSC emissions at different redox potentials in salt marsh 

sediment slurries also found that H2S was only emitted at EH < −50 mV (pH = 6.3), whereas 175 

MeSH, Me2S, COS, and CS2 were emitted regardless of the redox potential.27 MeSH and Me2S 

are thus likely formed from organic matter in diverse environments. The pathways in salt marsh 

sediments might however differ, since there Me2S release is related to 

dimethylsulfoniopropionate and not amino acids as precursors. 

We repeatedly found a difference between H2S and DMS emission patterns in soils sampled 180 

from different locations around the world (Figure S9). The rainforest and temperate forest soils 

show the same humidity-dependence as observed for the peat soils, whereas VSC emissions from 

agricultural soils did not differ significantly from the control. The salt marsh soils from coastal 

North Carolina, USA, emitted more DMS at low soil moisture, and had 10x higher MeSH 

emissions than the soils we compared them to (Figure S9).  185 

VSCS FROM SULFATE REDUCTION – LABELLING WITH Na2
34SO4 AND UNLABELED 

ORGANIC SUBSTANCES 

Addition of 34S labeled sulfate in amounts that doubled initial sulfate concentrations led to 

build-up of labelled H2
34S and Me34SH emission rates, ending with the same emission rates as 

non-labelled H2
32S and Me32SH in the same sample (Figure 3, S10-13, Table S7). However, 190 

emissions of labelled Me2
34S were close to the detection limit and not significantly different from 
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the control, whereas non-labelled Me2
32S emissions remained constant at a relatively high level 

throughout the experiment. 

We then tested whether organic compounds or sulfate are more important for the VSC 

formation. We added cysteine with normal isotopic ratios as a sulfate reduction inhibitor and 195 

potential H2S precursor to the soils labelled with Na2
34SO4. This decreased H2S formation (for 

both labelled and unlabeled SO4
2-) and decreased the amount of labelled MeSH by a factor of 

three (Figure S14-16). As direct MeSH and Me2S precursors, we added a mixture of methionine 

and S-methyl methionine in the same manner as cysteine. This had no influence on H2S 

emissions, but non-labelled MeSH and Me2S emissions increased by 2-3 orders of magnitude 200 

(Figure S14-16).  

To test whether we can enhance the conversion of H2S to MeSH and MeSH to Me2S by adding 

methyl group donors, we added syringate and trimethoxybenzoic acid.28, 29 This increased the 

emission of H2
32S and Me32SH by a factor of 10, but did not have an influence on of H2

34S, 

Me34SH, Me2
32S and Me2

34S (Figure S14-16).  205 

H2
34S and Me34SH emissions are in line with other labelling studies.30, 31 Since we could not 

detect Me2
34S, we conclude that the methylation of MeSH to Me2S is less favorable or slower 

than the methylation of H2S to MeSH. We observed Me34SH release rates in the same order of 

magnitude as H2
34S, whereas Me2

34S was not detected (Figure 3). This is in contrast to the 

studies claiming a high thiol methylation potential and thiol methyltransferase activity in soil,7, 8, 210 

14 with MeSH present only in trace concentrations.15, 16  
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ORGANIC MATTER SULFUR COMPOUND PRECURSORS – IMMEDIATE RESPONSE OF VSC 

EMISSION 

Concluding that organic matter is likely a more important precursor for VSCs than sulfate, we 215 

evaluated which organic compounds can be cleaved to VSCs. Based on an identification of 

sulfur metabolites in the peat soil (Table S9, S10), we added different organic VSC precursors 

known from the literature as well as structural analogues, and measured the immediate VSC 

response in dynamic chamber incubations under N2 (Figure 4A and S18-22, Table S8). Our 

hypothesis was that dimethylsulfonio groups should be cleaved to Me2S, methyl thiol groups to 220 

MeSH, and thiol groups to H2S by a substitution reaction with OH-32-34 or potentially also by an 

elimination reaction analogous to the DMSP-lyase mediated cleavage.35 Spiking substances with 

oxidized or aromatic sulfur atoms like cysteic acid or thiophene carboxylate should not lead to 

enhanced VSC emissions, as they cannot be converted to VSCs directly. Our results mostly 

confirm our hypothesis – cystine, sodium sulfate, and coenzyme M lead to H2S, methionine, S-225 

methyl cysteine, and N-formyl methionine lead to MeSH. S-methyl methionine and gonyol are 

cleaved to form Me2S, while cysteic acid and thiophene carboxylate do not increase Me2S 

emissions. Methionine S-oxide also enhances MeSH emissions, which might be due to a quick 

reduction to methionine before it is cleaved. However, some compounds do not behave as 

expected: dimethylsulfonio acetate is not utilized as Me2S precursor. Cysteine leads to MeSH 230 

emissions, N-acetyl methionine and 3-(methylthio)-propionic acid emit substantial amounts of 

Me2S, but hardly any MeSH. We conclude these compounds were methylated before cleavage, 

as we did also not observe the methylation of MeSH. 
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CYCLING OF VSCs IN THE CHAMBER HEADSPACE 

After analyzing the immediate VSC emission response to adding organic sulfur compounds to 235 

the soil, we tested if VSC mixing ratios reflect other reactions when allowed to build up in the 

chamber headspace, as they would in soil pores. Therefore, we incubated peat soil with the same 

added substrates in static chambers with a stable N2 headspace, see Figure 4B, S26-29, and Table 

S8. In general, we observe stronger Me2S formation during incubation in static chambers than in 

dynamic chambers. Even for substances that mainly produce H2S or MeSH in the dynamic 240 

chambers, Me2S is the major component in the headspace when incubating in static chambers 

with an up to 10-fold excess of Me2S over MeSH and H2S (Figure 4B, S26-29, and Table S8). 

We thus conclude in accordance with literature36, 37 that cycling between the different VSCs 

determines VSC mixing ratios when their residence time in the pore space is high enough. To see 

whether the ratio of Me2S:MeSH reaches an equilibrium, we plotted all the measurements of the 245 

static chamber substance additions in one graph (Figure S26). We could still distinguish Me2S 

precursor compounds from MeSH precursors, as the ratio of Me2S to MeSH was much higher 

(100-1000:1 vs. 1-10:1) and had a higher slope than for all other samples. Since we can 

distinguish between situations where Me2S was emitted initially and where H2S orMeSH were 

emitted initially, MeSH conversion to Me2S is more eminent than Me2S conversion to MeSH.  250 

INVOLVED MICROBIAL PROCESSES 

To assess which microbial process might be involved in VSC formation and cycling, we 

repeated the anoxic static chamber incubations with inhibitors for specific pathways. We used 

bromoethanesulfonate (BES) for inhibition of coenzyme M in methanogens, tungstate to inhibit 

sulfate reducers, chloroform to inhibit methylotrophs, and glutaraldehyde and chloramphenicol 255 

for a general microbial inhibition (Figure S27-S29, 32).24, 25 Regardless of the inhibitor added, 
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Me2S was increased compared to a control without inhibitors (Figure S29), which either means 

Me2S is formed abiotically or that the activity of Me2S degraders was inhibited more strongly 

than the activity of Me2S producers. MeSH emission increased in treatments with 

glutaraldehyde, chloramphenicol, and chloroform (Figure S28), which supports the hypothesis 260 

that VSC degraders were inhibited more strongly than VSC producers. Tungstate and BES 

showed no effect; suggesting that methanogens and sulfate reducers were not involved in MeSH 

formation. H2S emissions decreased with all inhibitors except when adding BES (Figure S27). 

Maybe the inhibition of methanogens increased the amount of substrate available for sulfate 

reducing bacteria, which in turn were more active in reducing sulfate to sulfide.  265 

LONG-TERM ANOXIC INCUBATION, CORRELATION OF VSCS, ORGANIC MATTER, AND 

MICROBIAL COMMUNITY 

To ensure we achieved active sulfate reduction, we submerged peat soil in pore water from the 

same location, and incubated it in a closed chamber under Argon for up to four weeks (Figure 5). 

During this period, we measured volatile sulfur compounds, greenhouse gas emissions, and 270 

nutrient concentrations. The transition from nitrate reduction in the first two weeks to sulfate 

reduction and methanogenesis in the last 2 weeks of the incubation was observed in the changing 

makeup of pore waters and gas emissions (Figure 5B, S33-34). Parallel activities of sulfate 

reduction and methanogenesis in the Schlöppnerbrunnen fen was which is characterized as a 

low-sulfate habitat was shown before.18 The decrease in sulfate correlated with an increase in 275 

H2S and Me2S levels, whereas MeSH first increased and then remained constant in the second 

half of the experiment (Figure 5A).  

Non-volatile organic sulfur species were measured in water and acetonitrile extracts of organic 

matter using LC-MS and GC-MS. Principal Component Analyses (PCA) of the resulting 
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metabolome indicated alteration of the organic matter over time (Figure 5C and S35), with a 280 

general decrease of H/C and O/C (Figure S36, S38), but not S/C ratios (Figure S37, S39). Our 

hypotheses were: If a sulfur compound is degraded over time (i.e. its concentration correlates 

negatively with time), it is consumed by microbes and thus could be a precursor for MeSH or 

Me2S. If a sulfur compound increases over time (positive correlation with time), it could be 

produced from H2S from sulfate reduction, and a fraction of its concentration could again be 285 

degraded by other microbes to form MeSH and DMS. We could putatively identify 12 organic 

sulfur compounds correlating positively with time and 34 organic compounds correlating 

negatively with time, see Figure S40-41 and Table S9-S10. Of the 81 detected putative 

compounds, 15 could be identified by MS²-experiments and five confirmed by co-injection of 

standards. These five compounds were the ones we selected to add to peat soil in the experiments 290 

above. Quantification of the compounds (Figure S42) showed that their concentrations were 

between 0.004 and 0.1 nmol/gdw. Relative to the soil’s sulfur content, between 1 in 106 to 109 S 

atoms were extracted as these organic sulfur compounds, and approx. 2% of all S atoms could be 

extracted as sulfate – 98% of the sulfur could not be attributed to any compound class by these 

extractions (Table S11). 295 

LONG-TERM ANOXIC INCUBATION – CORRELATION WITH MICROBIAL COMMUNITIES 

At all time points, microbial communities were dominated by Acidobacteria, Proteobacteria, 

Firmicutes, Verrucomicrobia, and Actinobacteria accounting for up to 86.8% of the sequence 

reads in the samples. All these genera have members associated with dissimilatory S cycling 

processes (sulfate/sulfite reduction and sulfur oxidation). Overall, the microbial community 300 

composition on the phylum level remained stable throughout the course of the incubation period, 

with exception of Firmicutes, which increased from 0.13% (n=1) at T0 to 11.5% (n=4) after 3 
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weeks (Figure S43-44). A pronounced shift in the microbial community composition was not 

expected, as fen microbes should be adapted to water table fluctuations inducing redox 

fluctuations.  305 

On the Genus level, we found 33 genera linked to sulfur cycling (Figure 5D, S45). 

Acidobacteria SD 1 (r = 0.71), Desulfosporosinus (r = 0.72), and Pseudomonas (r = 0.50) 

correlated positively with time and VSC emissions, Desulfobacca (r = -0.63), uncultured 

Desulfobulbaceae (r = -0.55), Synthrophobacter (r = -0.68), and uncultured Thermodesulfovibrio 

(r = -0.57) correlated negatively. Metatranscriptome analysis demonstrated expression of 310 

acidobacterial sulfur-metabolism genes and their upregulation in anoxic incubations of the 

Schlöppnerbrunnen fen.38 Some of these Acidobacteria are also able to liberate sulfite from 

organosulfonates, which suggests organic sulfur compounds as complementary energy sources 

which would also affect VSC emissions. Despite its small population size in our incubations  

Desulfosporosinus has been shown to be a keystone species in this fen, where it is responsible 315 

for a considerable part of sulfate reduction due to its high cell-specific sulfate reduction rates39 

showing the importance of rare species for ecosystem activities.40 The other sulfur cycling 

species had correlation coefficients lower than 0.5. Thiobacillus and Hyphomicrobium, known 

for their VSC demethylation,41 only showed a low correlation with time/VSC emissions, r = 0.19 

and 0.24. As outlined above, microbial abundance does not necessarily reflect microbial activity, 320 

so also other microbes might have contributed to VSCs cycling as well. 

ALTERNATE MECHANISMS 

MeSH and Me2S emissions from H2S involving methoxylated aromatic compounds, like in 

anoxic sphagnum peats,12, 15, 16, 24, 30 likely does not play a big role in other freshwater 

environments.11 MeSH formation from sulfate reduction without involvement of methoxylated 325 
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aromatic compounds might be a factor: either directly via thiol methyltransferases,14, 31 or with 

methane42, CO43 or CO2/bicarbonate11, 44 being involved. Me2S emissions are most likely no by-

products of inefficient methanogenesis, as methanogens were not involved (no inhibition by 

BES).11, 45 Alternatively, abiotic VSC formation with the help of FeS in the presence of CO2,46 

would be supported by the fact that Me2S emissions were always increased with inhibitors. 330 

However, temperatures above 50°C were needed to observe significant conversions,46 supporting 

a biotic conversion. 

When we allowed the headspace to build up to high VSC mixing ratios, we found that Me2S 

emissions were always much higher than MeSH and H2S emissions. However, this was not the 

case for our long-term incubation. Me2S might actually be formed to detoxify H2S and MeSH,47-335 

49 suggesting a threshold mixing ratio above which the conversion into the less toxic Me2S 

occurs. Still, from our data, the most likely mechanism is organic matter degradation, as the 

mechanisms discussed in this paragraph rely on sulfate reduction to H2S, and we found that 

Me2S emissions were independent of sulfate reduction.  

SIZE OF THE ORGANIC MATTER SULFUR POOL 340 

The individual concentrations of the identified organic compounds are rather small; only 10-6-

10-9mol/mol S were found for the quantified organic compounds. Since both the organic sulfur 

compound and the sulfate analyses were only performed on extracts of the soils and this only 

accounts for ~2% of the total sulfur, the actual concentrations of the different sulfur compounds 

in the soil remain unknown. In a survey of 30 different soils by Meredith, et al. 50 only 1-25% of 345 

the total sulfur was sulfate, but 20-55% were organic sulfur in the form of R-S-S-R, R-SH, or R-

S-R, which could be potential VSC precursors. Since the carbon content of the soil was high, it is 

likely that much of the sulfur could be as reduced organic sulfur. Thus, it seems highly likely that 
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a high number of very different organic sulfur compounds are present, each individually at a low 

concentration, but when adding them all up being the most abundant VSC precursor in the soil.  350 

MAGNITUDE OF VSC EMISSIONS 

The range of VSC emissions we observed from the peat soils under anoxic conditions was up 

to 2 ng/(gdw h) H2S, 1 ng/(gdw h) MeSH, and 1.5 ng/(gdw h) Me2S. These emissions correspond to 

approx. 40 mg S/(m2 a) H2S, 15 mg S/(m2 a) MeSH, and 20 mg S/(m2 a) Me2S. The H2S 

emissions are similar to the emissions from American histosol peats and bogs measured by 355 

Adams,51 but the Me2S emissions are a factor 2-5 higher than their reported values. In 

comparison to different Florida wetlands, our H2S and Me2S release rates are well within the 

reported range of release rates.52 Estimated Me2S emissions were in a similar magnitude as the 

maximum emissions observed from Canadian Shield lakes (1.5 µmol/(m2 d) in our study vs. a 

maximum of 1.2 µmol/(m2 d) in 53). Comparison to other lake studies is difficult, because 360 

usually, only the concentration in the water column is reported.  

IMPLICATIONS FOR GLOBAL VSC EMISSIONS 

Organic matter as VSC precursor might be very widespread, since we not only observed VSC 

emissions from wetlands, but also from forest soils. The emission rates observed for the 

Würzbachgrund beech forest site were an order of magnitude lower than our wetland emissions. 365 

However, considering that forests cover a global area five times larger than wetlands,4 forest soil 

emissions globally could be as important as wetland emissions. This is accord with the 

observation that methanethiol methyl transferases are widespread in soil environments, including 

forests.7 In contrast to forests and wetlands, we did not observe significant VSC emissions from 

agricultural sites. Land use change to generate more fields by drying out wetlands and 370 

deforestation could thus decrease VSC emissions and alter the sulfur cycle in those areas.  
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We conclude that Me2S emissions from organic matter as well as H2S and MeSH emissions 

from sulfate reduction are immediate processes, whereas VSC interconversion is a slower, more 

long-term process generating energy and lowering VSC toxicity. This increases the number of 

VSC-emitting soils greatly, since organic matter degradation not only occurs in wetlands, but 375 

also in more arid soils. Thus, future studies to measure VSC emissions from regions with high 

litter and soil organic matter contents are warranted, to better constrain their role in global sulfur 

budgeting.  
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ABBREVIATIONS 

BES: bromoethanesulfonate, COS: carbonyl sulfide, DMDS: dimethyl disulfide, DMSO: 

dimethyl sulfoxide, DMSP: 3-(dimethylsulfonio)-propionate, GC-MS: gas chromatography-mass 

spectrometry, LC-MS: liquid chromatography-mass spectrometry, MeSH: methanethiol, Me2S: 420 

dimethyl sulfide, PCA: principle component analysis, SIFT-MS: selective ion flow tube mass 

spectrometry, VSC: volatile sulfur compound 

REFERENCES 

1. Aneja, V. P.; Cooper, W. J., Biogenic sulfur emissions. In Biogenic Sulfur in the 
Environment, American Chemical Society: 1989; Vol. 393, pp 2-13. 425 
2. Berglen, T. F., A global model of the coupled sulfur/oxidant chemistry in the 
troposphere: The sulfur cycle. J. Geophys. Res. 2004, 109, (D19). 
3. Charlson, R. J.; Lovelock, J. E.; Andreae, M. O.; Warren, S. G., Oceanic Phytoplankton, 
Atmospheric Sulfur, Cloud Albedo and Climate. Nature 1987, 326, (6114), 655-661. 
4. Watts, S. F., The mass budgets of carbonyl sulfide, dimethyl sulfide, carbon disulfide and 430 
hydrogen sulfide. Atmos. Environ. 2000, 34, (5), 761-779. 
5. Banwart, W. L.; Bremner, J. M., Formation of volatile sulfur compounds by microbial 
decomposition of sulfur-containing amino acids in soils. Soil Biol. Biochem. 1975, 7, (6), 359-
364. 
6. Segal, W.; Starkey, R. L., Microbial Decomposition of Methionine and Identity of the 435 
Resulting Sulfur Products. J. Bacteriol. 1969, 98, (3), 908-913. 
7. Carrion, O.; Curson, A. R.; Kumaresan, D.; Fu, Y.; Lang, A. S.; Mercade, E.; Todd, J. D., 
A novel pathway producing dimethylsulphide in bacteria is widespread in soil environments. 
Nat. Commun. 2015, 6, 6579. 
8. Carrion, O.; Pratscher, J.; Curson, A. R. J.; Williams, B. T.; Rostant, W. G.; Murrell, J. 440 
C.; Todd, J. D., Methanethiol-dependent dimethylsulfide production in soil environments. ISME 
J. 2017, 11, (10), 2379-2390. 
9. Schäfer, H.; Eyice, Ö., Microbial cycling of methanethiol. Curr. Issues Mol. Biol. 2019, 
33, 173-182. 
10. Dahl, C., A biochemical view on the biological sulfur cycle. In Environmental 445 
Technologies to Treat Sulphur Pollution: Principles and Engineering, 2020; pp 55-96. 
11. Lin, Y. S.; Heuer, V. B.; Ferdelman, T. G.; Hinrichs, K. U., Microbial conversion of 
inorganic carbon to dimethyl sulfide in anoxic lake sediment (Plußsee, Germany). 
Biogeosciences 2010, 7, (8), 2433-2444. 
12. Stets, E. G.; Hines, M. E.; Kiene, R. P., Thiol methylation potential in anoxic, low-pH 450 
wetland sediments and its relationship with dimethylsulfide production and organic carbon 
cycling. FEMS Microbiol. Ecol. 2004, 47, (1), 1-11. 

88



21 

 

13. Kirchman, D. L., Processes in Microbial Ecology. Oxford University Press: Oxford, 
2012. 
14. Drotar, A.; Burton, G. A.; Tavernier, J. E.; Fall, R., Widespread Occurrence of Bacterial 455 
Thiol Methyltransferases and the Biogenic Emission of Methylated Sulfur Gases. Appl. Env. 
Microbiol. 1987, 53, (7), 1626-1631. 
15. Finster, K.; Kling, G. M.; Bak, F., Formation of methylmercaptan and dimethylsulfide 
from methoxylated aromatic compounds in anoxic marine and fresh water sediments. FEMS 
Microbiol. Lett. 1990, 74, (4), 295. 460 
16. Bak, F.; Finster, K.; Rochfuß, F., Formation of dimethylsulfide and methanethiol from 
methoxylated aromatic compounds and inorganic sulfide by newly isolated anaerobic bacteria. 
Arch. Microbiol. 1992, 157, (6), 529. 
17. Kiene, R. P.; Capone, D. G., Microbial transformations of methylated sulfur compounds 
in anoxic salt marsh sediments. Microb. Ecol. 1988, 15, (3), 275-291. 465 
18. Küsel, K.; Blöthe, M.; Schulz, D.; Reiche, M.; Drake, H. L., Microbial reduction of iron 
and porewater biogeochemistry in acidic peatlands. Biogeosciences 2008, 5, (6), 1537-1549. 
19. Hausmann, B.; Knorr, K. H.; Schreck, K.; Tringe, S. G.; Glavina Del Rio, T.; Loy, A.; 
Pester, M., Consortia of low-abundance bacteria drive sulfate reduction-dependent degradation 
of fermentation products in peat soil microcosms. ISME J. 2016, 10, (10), 2365-75. 470 
20. Loy, A.; Kusel, K.; Lehner, A.; Drake, H. L.; Wagner, M., Microarray and functional 
gene analyses of sulfate-reducing prokaryotes in low-sulfate, acidic fens reveal cooccurrence of 
recognized genera and novel lineages. Appl. Environ. Microbiol. 2004, 70, (12), 6998-7009. 
21. Paul, S.; Kusel, K.; Alewell, C., Reduction processes in forest wetlands: Tracking down 
heterogeneity of source/sink functions with a combination of methods. Soil Biol. Biochem. 2006, 475 
38, (5), 1028-1039. 
22. Kugler, S.; Cooper, R. E.; Wegner, C. E.; Mohr, J. F.; Wichard, T.; Kusel, K., Iron-
organic matter complexes accelerate microbial iron cycling in an iron-rich fen. Sci. Total 
Environ. 2019, 646, 972-988. 
23. Reiche, M.; Torburg, G.; Küsel, K., Competition of Fe(III) reduction and methanogenesis 480 
in an acidic fen. FEMS Microbiol. Ecol. 2008, 65, (1), 88-101. 
24. Kiene, R. P.; Hines, M. E., Microbial Formation of Dimethyl Sulfide in Anoxic 
Sphagnum Peat. Appl. Env. Microbiol. 1995, 61, (7), 2720–2726. 
25. Visscher, P. T.; Taylor, B. F.; Kiene, R. P., Microbial consumption of dimethyl sulfide 
and methanethiol in coastal marine sediments. FEMS Microbiol. Ecol. 1995, 18, (2), 145-153. 485 
26. Evangelou, V., Environmental soil and water chemistry. John Wiley: 1998. 
27. Devai, I.; De Laune, R. D., Formation of volatile sulfur compounds in salt marsh 
sediment as influenced by soil redox condition. Org. Geochem. 1995, 23, (4), 283-287. 
28. Lomans, B. P.; Pol, A.; Op den Camp, H. J., Microbial cycling of volatile organic sulfur 
compounds in anoxic environments. Water Sci. Technol. 2002, 45, (10), 55-60. 490 
29. Lomans, B. P.; Luderer, R.; Steenbakkers, P.; Pol, A.; van Der Drift, C.; Vogels, G. D.; 
Op den Camp, H. J., Microbial populations involved in cycling of dimethyl sulfide and 
methanethiol in freshwater sediments. Appl. Environ. Microbiol. 2001, 67, (3), 1044-51. 
30. Lomans, B. P.; Smolders, A.; Intven, L. M.; Pol, A.; Op, D.; Van Der Drift, C., 
Formation of dimethyl sulfide and methanethiol in anoxic freshwater sediments. Appl. Environ. 495 
Microbiol. 1997, 63, (12), 4741-7. 

89



22 

 

31. Dalby, F. R.; Hansen, M. J.; Feilberg, A., Application of Proton-Transfer-Reaction Mass 
Spectrometry (PTR-MS) and (33)S Isotope Labeling for Monitoring Sulfur Processes in 
Livestock Waste. Environ. Sci. Technol. 2018. 
32. Sawamura, M.; Shimoda, M.; Osajia, Y., Studies on Off-flavor Formed during Heating 500 
Process of Satsuma Mandarin Juice (III). J. Agricult. Chem. Soc. Jpn. 1978, 52, (7), 281-287. 
33. Cooper, A. J. L., Chemical and Biochemical Properties of Sulfonium Compounds. In 
Biological and Environmental Chemistry of DMSP and Related Sulfonium Compounds, Kiene, 
R. P.; Visscher, P. T.; Keller, M. D.; Kirst, G. O., Eds. Plenum Press: New York, London, 1996; 
pp 13-28. 505 
34. Bentley, R.; Chasteen, T. G., Environmental VOSCs––formation and degradation of 
dimethyl sulfide, methanethiol and related materials. Chemosphere 2004, 55, (3), 291-317. 
35. Chasteen, T. G.; Bentley, R., Volatile Organic Sulfur Compounds of Environmental 
Interest: Dimethyl Sulfide and Methanethiol. An Introductory Overview. J. Chem. Educ. 2004, 
81, (10), 1524. 510 
36. Sun, Y.; Qiu, J.; Chen, D.; Ye, J.; Chen, J., Characterization of the novel dimethyl 
sulfide-degrading bacterium Alcaligenes sp. SY1 and its biochemical degradation pathway. J. 
Hazard. Mater. 2016, 304, 543-52. 
37. Sun, J.; Hu, S.; Sharma, K. R.; Ni, B. J.; Yuan, Z., Degradation of methanethiol in 
anaerobic sewers and its correlation with methanogenic activities. Water Res. 2015, 69, 80-9. 515 
38. Hausmann, B.; Pelikan, C.; Herbold, C. W.; Kostlbacher, S.; Albertsen, M.; Eichorst, S. 
A.; Glavina Del Rio, T.; Huemer, M.; Nielsen, P. H.; Rattei, T.; Stingl, U.; Tringe, S. G.; Trojan, 
D.; Wentrup, C.; Woebken, D.; Pester, M.; Loy, A., Peatland Acidobacteria with a dissimilatory 
sulfur metabolism. ISME J. 2018, 12, (7), 1729-1742. 
39. Pester, M.; Bittner, N.; Deevong, P.; Wagner, M.; Loy, A., A 'rare biosphere' 520 
microorganism contributes to sulfate reduction in a peatland. ISME J. 2010, 4, (12), 1591-602. 
40. Jousset, A.; Bienhold, C.; Chatzinotas, A.; Gallien, L.; Gobet, A.; Kurm, V.; Kusel, K.; 
Rillig, M. C.; Rivett, D. W.; Salles, J. F.; van der Heijden, M. G.; Youssef, N. H.; Zhang, X.; 
Wei, Z.; Hol, W. H., Where less may be more: how the rare biosphere pulls ecosystems strings. 
ISME J. 2017, 11, (4), 853-862. 525 
41. Hayes, A. C.; Liss, S. N.; Allen, D. G., Growth kinetics of Hyphomicrobium and 
Thiobacillus spp. in mixed cultures degrading dimethyl sulfide and methanol. Appl. Environ. 
Microbiol. 2010, 76, (16), 5423-31. 
42. Lee, J.-H.; Kim, T. G.; Cho, K.-S., Isolation and characterization of a facultative 
methanotroph degrading malodor-causing volatile sulfur compounds. J. Hazard. Mater. 2012, 530 
235-236, (Supplement C), 224-229. 
43. Moran, J. J.; House, C. H.; Vrentas, J. M.; Freeman, K. H., Methyl sulfide production by 
a novel carbon monoxide metabolism in Methanosarcina acetivorans. Appl. Environ. Microbiol. 
2008, 74, (2), 540-2. 
44. Moran, J. J.; Beal, E. J.; Vrentas, J. M.; Orphan, V. J.; Freeman, K. H.; House, C. H., 535 
Methyl sulfides as intermediates in the anaerobic oxidation of methane. Environ. Microbiol. 
2008, 10, (1), 162-73. 
45. Scholten, J. C.; Murrell, J. C.; Kelly, D. P., Growth of sulfate-reducing bacteria and 
methanogenic archaea with methylated sulfur compounds: a commentary on the thermodynamic 
aspects. Arch. Microbiol. 2003, 179, (2), 135-44. 540 

90



23 

 

46. Heinen, W.; Lauwers, A. M., Organic sulfur compounds resulting from the interaction of 
iron sulfide, hydrogen sulfide and carbon dioxide in an anaerobic aqueous environment. Origins 
Life Evol. Biosphere 1996, 26, (2), 131-150. 
47. Lomans, B. P.; den Camp, H. J.; Pol, A.; Vogels, G. D., Anaerobic versus aerobic 
degradation of dimethyl sulfide and methanethiol in anoxic freshwater sediments. Appl. Environ. 545 
Microbiol. 1999, 65, (2), 438-43. 
48. Lomans, B. P.; Op den Camp, H. J.; Pol, A.; van der Drift, C.; Vogels, G. D., Role of 
methanogens and other bacteria in degradation of dimethyl sulfide and methanethiol in anoxic 
freshwater sediments. Appl. Environ. Microbiol. 1999, 65, (5), 2116-21. 
49. van Leerdam, R. C.; de Bok, F. A.; Lomans, B. P.; Stams, A. J.; Lens, P. N.; Janssen, A. 550 
J., Volatile organic sulfur compounds in anaerobic sludge and sediments: biodegradation and 
toxicity. Environ. Toxicol. Chem. 2006, 25, (12), 3101-9. 
50. Meredith, L. K.; Boye, K.; Youngerman, C.; Whelan, M.; Ogée , J.; Sauze, J.; Wingate, 
L., Coupled Biological and Abiotic Mechanisms Driving Carbonyl Sulfide Production in Soils. 
Soil Syst. 2018, 2, (37), 1-27. 555 
51. Adams, D. F.; Farwell, S. O.; Robinson, E.; Pack, M. R.; Bamesberger, W. L., Biogenic 
sulfur source strengths. Environ. Sci. Technol. 1981, 15, (12), 1493-1498. 
52. Cooper, W. J.; Cooper, D. J.; Saltzman, E. S.; Demello, W. Z.; Savoie, D. L.; Zika, R. G.; 
Prospero, J. M., Emissions of Biogenic Sulfur-Compounds from Several Wetland Soils in 
Florida. Atmos. Environ. 1987, 21, (7), 1491-1495. 560 
53. Richards, S. R.; Kelly, C. A.; John, W. M. R., Organic Volatile Sulfur in Lakes of the 
Canadian Shield and its Loss to the Atmosphere. Limnol. Oceanogr. 1991, 36, (3), 468-482. 

 

SYNOPSIS. As suggested by Carrion et al.7 we found that organic matter degradation is the 

main process leading to volatile sulfur compounds from fen.  565 
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Figure 1. Scheme of known VSC production and cycling processes. The most important 

mechanisms involve sulfate reduction to H2S and then methylation to MeSH and Me2S and 

organic matter degradation. From amino acids, a degradation of the thiol in cysteine can be 570 

cleaved to H2S, methyl thiols from methionine to MeSH, and dimethyl sulfonio groups from S-

methyl methionine to Me2S. This paper deals with the relative contribution of these processes to 

the sulfur flux to the atmosphere in freshwater wetlands.  

 

Figure 2. Volatile sulfur compound release rates and redox potential distribution during dry-out 575 

of soils (peat soil replicates n=3, acid-washed sand control n=2). A-C: Hydrogen sulfide, 

methanethiol, and dimethyl sulfide release rates per chamber with cubic spline GAM smoother 

(±95% confidence interval (CI)). D: redox potential distribution in the first soil. Hourly averages 

of the measurements of the 30 electrodes in the soil ±95% CI. Below 2 g H2O/gdw, the redox 
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potential signal dropped drastically until the sensors failed, probably due to an interruption of the 580 

electric circuit when the soil’s pore water is replaced by air. The redox potential distributions in 

the soil are displayed in Figure S4. We did not observe local “hotspots” of very low redox 

potentials that could explain the VSC emissions.  

 

Figure 3. Release rates of unlabeled (blue) and labeled (red) hydrogen sulfide (A), 585 

methanethiol (B) and dimethyl sulfide (C) when spiking with Na2
34SO4 (n = 4, different point 

shapes represent the different chambers) with a Na2
32SO4 control and a control without any 

spiking. A linear fit was applied to the three groups (spiking with Na2
34SO4, spiking with 

Na2
32SO4, and control; solid, dashed, and dotted lines).  
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 590 

Figure 4. Effect of amending S-methyl methionine, methionine, and cysteine to peat soil. A) 

incubation in continuously N2-flushed chambers. Release rates ± 95% CI. nsoil = 1 per substance, 

ntech = 5 per timepoint. Data of methionine are missing between day 1 and 2 due to an 

experimental failure. B) incubation in static, closed chambers with N2 headspace. Headspace 

concentrations normalized to the soil dry weight ±95% CI, nsoil = 3 per substance, ntech = 3 per 595 

timepoint.  
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Figure 5. Long-term incubation over four weeks. A) Release rates (± 95% CI, nsoil = 5 at each 

time point) of the reduced sulfur compounds hydrogen sulfide, methanethiol, and dimethyl 

sulfide. B) Mixing ratios of methane, and nitrous oxide in the flasks (± 95% CI, n soil= 5 at each 600 

time point) and nitrite concentration in the slurry (± 95% CI, nsoil = 5 at each time point). C) 

Principle component analysis scores plot of the organic matter extracts measured with UHPLC-

Orbitrap-MS in positive polarity. Obtained from MetaboanalystR after log-transformation and 

Pareto-Scaling of the data. The five replicates analyzed each week were measured three times 

each (ntotal = 15). The ellipses represent the 95% CI of each time point. D) 16S rRNA amplicon 605 

abundance of genera associated with dissimilatory S cycling (sulfate/sulfite reduction and S 

oxidation). Red and blue circles: Correlation of the relative 16S rRNA amplicon abundance with 

time. Purple/yellow heatmap: Change of the average relative abundance (n= 5) per time point, 
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centered and scaled by the average abundance of this species, 𝑟𝑟𝑟.𝐴. 𝑐ℎ𝑎𝑎𝑎𝑟 (𝑇1) = (𝐴(𝑇1) −

 �̅�)/�̅�. Note, at t = 4 w, only 4 replicates are shown due to a failed library preparation for this 610 

sample prior to amplicon sequencing.  
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4.1. Introduction

Volatile Organic Compound (VOC) emissions from leaf litter can be signi�cant contributors to the

ecosystem’s VOC emissions, especially in spring and autumn. During those times, litter emissions

can reach the same magnitude as canopy emissions (Aaltonen et al., 2011; Janson, 1993).

Litter VOCs are more diverse and one order of magnitude higher than soil VOC emissions (Le�

and Fierer, 2008) though net emissions depend the rates of uptake by underlying soils (Ramirez

et al., 2010b). Speci�c VOCs emitted by litter can trigger microbial community shifts. For example,

methanol and acetone can inhibit nitri�cation (McBride et al., 2019). They also form part of the

’mobile’ and ’labile’ carbon in soils, and when oxidized to CO2 can contribute to soil respiration.

(Asensio et al., 2012). Thus, VOCs not only serve as a food source, but also structure microbial

communities by their inhibitory and allelopathic properties. Since VOCs can not only be dissolved

the soil’s aqueous phase, but also inhabit the soil’s gas phase, they are very mobile and can di�use

easily throughout the entire soil pore space.
13

C-labeled litter VOC carbon can be incorporated into

all fractions of soil organic matter – dissolved organic matter, particulate organic matter, mineral-

associated organic matter, and microbial biomass (McBride et al., 2020).

Generally, litter VOC emissions are diverse, spanning hydrocarbons, terpenes, terpenoids, carbonyl

compounds, alcohols esters, and volatile sulfur compounds (VSCs) (Isidorov and Jdanova, 2002). The

main classes of emitted VOCs are (i) small oxygenated volatiles (e. g. methanol or acetaldehyde) orig-

inating from microbial degradation of the labile carbon, (ii) compounds from the microbial secondary
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metabolism (terpenes, benzenoids, etc.) (Isidorov et al., 2016), or (ii) terpenes that were stored in the

leaves themselves (Svendsen et al., 2016).

A number of environmental factors have been studied for their e�ect on litter VOC emissions. Lit-

ter/soil temperature has been identi�ed as the main driver for VOC emissions (Faubert et al., 2010;

Greenberg et al., 2012) . Litter moisture only seems to have a minor e�ect on emissions in some

studies (Greenberg et al., 2012), but can decrease emissions in others (Mäki et al., 2019b). Litter VOC

emissions correlate with the percentage of labile carbon available for the decomposition process, so

VOCs might actually be used as an indicator for litter quality (Le� and Fierer, 2008; Greenberg et al.,

2012). UV light can increase abiotic VOC emissions, especially in humid air (Derendorp et al., 2011),

but this seems to be insigni�cant on the global scale.

The VOC blend depends on the litter type. Most data comes from conifer litter, from pines, spruce,

and larch. The main emitted compound class are terpenes from the resin ducts (Aaltonen et al.,

2011; Asensio et al., 2008, 2012; Greenberg et al., 2012; Guénon et al., 2017; Isidorov et al., 2003, 2005;

Janson, 1993; Mäki et al., 2019b; Ramirez et al., 2010b). Emissions from broadleaf species like oak,

aspen, poplar, birch, willow, maple, eucalyptus, tulip, and holm oak are dominated by methanol

(Isidorov and Jdanova, 2002; Ramirez et al., 2010b; McBride et al., 2020; Asensio et al., 2007b; Guénon

et al., 2017).

How litter degradation a�ects its VOC emissions has been studied for litter and soil together via

chamber measurements in the �eld (Faubert et al., 2010; Janson, 1993) or in the lab for up to 72

days (Ramirez et al., 2010b; Svendsen et al., 2018) on usually only 1-2 individual species, making it

di�cult to compare the results from di�erent studies. On the other hand, surveys of litter emissions

from di�erent tree species and mixed sites have been conducted (Le� and Fierer, 2008), but these

studies provide a single time point rather than comparing trajectories over time. Additionally, data

on many temperate broadleaf species, e.g. beech, are missing. Thus, we designed a systematic

survey measuring VOC emissions, dissolved organic carbon in leachate, and bacterial, fungal, and

archaeal community shifts upon the degradation of litter from 13 di�erent tree species dominating

temperate forests over a year. The preliminary data presented here focus on the VOC emissions.

Our hypotheses were: (1) Primary metabolite VOC emissions like methanol, formaldehyde, acetone,

acetaldehyde, and acetic acid emissions depend on microbial activity and are thus correlated to the

humidity and the CO2 respiration. (2) Secondary metabolite VOC emissions vary among di�erent

plant types and correlate with the carbon content of the litter. (3) Over time, the impact of the litter

type-related VOCs decrease and the microbial VOCs increases, so we see a convergence of VOC

emissions from di�erent litter types to similar VOCs over time. (4) VOC emissions decrease with

time as the litter quality decreases.
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4.2. Materials and Methods

Schemes of the general sampling setup and the VOC analyses can be found in Figures A.1 and A.2.

4.2.1. Site Description

In autumn 2019, conifer litter from Pinus sylvestris (Scots pine), Picea abies (Norway spruce), Larix

decidua (European larch), and Pseudotsuga menziesii (Douglas �r) was retrieved from test plantations

of the individual species in a forest near Keula (Thuringia, Germany, 514
◦

21’18.3"N, 10
◦
32’10.6"E)

by cropping branches and sampling the oldest needles (> 2 yr old). Broadleaf litter from Acer pseudo-

plantatus (sycamore maple), Carpinus betulus (common hornbeam), Fagus sylvatica (common beech),

Fraxinus excelsior (common ash), Populus tremula (common aspen), Populus hybrid (poplar), Quercus

sp. (oak), and Tilia sp. (lime) was collected from a mixed-stand forest near Rehungen (Thuringia,

Germany, 51
◦
22’20.4"N 10

◦
31’38.2"E). The senescent leaves of each species were collected directly

from the trees themselves. Litter was dried in an oven at 25
◦
C for 72 h. 3 g air-dry litter of each

individual tree was put into black nylon litter nets (mesh size 2 mm, with 6 holes (diameter = 5 mm)

for access of meso-fauna and some macro-fauna) and buried below the litter layer right besides the

respective tree on Nov. 20, 2019. To keep them in place and undisturbed by animals, a steel grate

was put around the samples at each location. All �ve replicates per tree species were located with

a minimum distance of 5 m to each other. At t = 0, 100 d, 200 d, and 383 d, two closely-located lit-

ter bags were sampled from each replicate grate, one for microbial community and DOC leachate

analyses, and the other for VOC and chemical composition analyses. For simplicity, from now on, t

= 383 d will be rounded to t = 400 d. Due to an error at t = 0, no VOC measurement could be done

on those samples, so the sampling of newly collected leaf litter was repeated in November one year

later. Here, the senescent leaves of the broadleaf trees were already fallen to the ground and sampled

from there. Litter from coniferous trees were collected from the same trees with the same positions

and methodology as one year before. The samples for VOC analysis were cooled to 4
◦
C directly

after sampling, and processed within the next 72 h.

4.2.2. Incubations for VOC Emission Measurements

The litter from the litterbags was weighed and �lled into a 250 mL Schott glass bottle, which was

closed o� with a butyl rubber stopper (4 of 5 samples), internally covered with PTFE foil. The �fth

sample was put into a 280 mL Te�on chamber with two 1/8" Swagelok �ttings, which were closed

o� for incubation. The bottles were incubated at 20
◦
C in the dark for 24 h. The samples in the

Schott bottles were measured with the SIFT-MS, the VOCs of the one in the Te�on chamber were

sucked onto a Tenax TA Carbograph 5TD thermal desorption tube (Markes International GmbH,
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O�enbach a. M., Germany). On t = 200 d, SPME �bres (100 µm Polydimethylsiloxane, 24 Ga, Su-

pelco, Darmstadt, Germany) were exposed to the �fth sample during the 24 h incubation. After the

VOC measurement, the Schott bottle samples were opened for 5-10 min to equilibrate the headspace

with the ambient air. Then, the bottles were closed again and after 5, 20, and 35 min, 20 mL of the

headspace were �lled into a 10 mL previously evacuated headspace vial for the greenhouse gas mea-

surements. Afterwards, all samples were dried for 72 h at 60
◦
C in a ventilated drying oven (Heraeus

Holding GmbH, Hanau, Germany), ground, and then used for chemical composition analysis.

4.2.3. VOC Analysis

Smaller VOCs were analyzed directly from the headspace via a Voice 200 ultra SIFT-MS with a pos-

itive ion source (Syft Technologies Ltd., Christchurch, New Zealand). It was customized acc. to

Lehnert et al. (2020a) and operated at 40 mL/min sample gas �ow, 156 mL/min helium carrier gas

�ow, 50 V �ow tube voltage, and 120
◦
C �ow tube temperature. The instrument was previously cali-

brated humidity-dependently acc. to Lehnert et al. (2020a). In 120 s scan time (4 scans), the following

analytes (reagent ion / product ion m/z in brackets) were measured with a time limit of 500 ms and

a count limit of 100.000 cps:

• acetaldehyde (H3O
+

/45, NO
+

/74)

• acetic acid (H3O
+

/61, H3O
+

/79 (water cluster), NO
+

/90)

• acetone (NO
+

/88)

• acetonitrile (H3O
+

/42)

• dimethyl sul�de (H3O
+

/63)

• formic acid (H3O
+

/47, H3O
+

/65 (water cluster), O
+
2 /45)

• furan (NO
+

/68)

• geosmin (NO
+

/165, O
+
2 /112)

• hexanal (H3O
+

/137, NO
+

/99)

• hydrogen sul�de (H3O
+

/35)

• isoprene (NO
+

/68, O
+
2 /67)

• methanol (H3O
+

/33, H3O
+

/51 (water cluster))

• methanethiol (H3O
+

/49)

• monoterpenes (H3O
+

/81 (fragment), H3O
+

/137, NO
+

/136)

• β-pinene (O
+
2 /69 (fragment))

• camphene (NO
+

/166)

• limonene (NO
+

/135 (fragment))

• sesquiterpenes (H3O
+

/205, NO
+

/204, O
+
2 /204)

The speci�c monoterpenes were measured on an additional mass that was individual to them (mostly

with a low intensity); however, they were also included in the monoterpene signals. Acetaldehyde,

Acetonitrile, furan, and hexanal not measured for t = 100 d.
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4.2.4. Terpene Analysis

The SPME �bres were analyzed on an ISQ GC-MS (Thermo Scienti�c, Bremen, Germany) with a

regenerated straight glass liner (5 mm inner diameter, CS-Chromatographie Service, Langerwehe,

Germany), and a Zebron ZB-SemiVolatiles column (30 m x 0.25 mm x 0.25µm, Phenomenex, As-

cha�enburg, Germany). The oven was heated to 40
◦
C for 2 min, then heated to 200

◦
C at 15

◦
C/min,

and then to 250
◦
C at a rate of 30

◦
C/min, where it was held for another minute. Splitless injection

was done for 12 s, afterwards, the port was �ushed with a split �ow of 120 mL/min helium. Injector

and transfer lines were kept at 250
◦
C. After manual peak detection and putative identi�cation by

comparison to the NIST spectral database, peaks were integrated using the built-in ICIS algorithm of

Xcalibur. The retention time window was 10 s, the view width 0.3 min. A compound was considered

detected in a sample if its area was larger than the mean area + CI (n = 13, p = 95%) of all blank

air samples.

The VOCs collected on sorbent tubes were analysed through thermodesorption gas chromatogra-

phy time of �ight mass spectrometry (TD-GC-TOF-MS, Bench ToF Tandem Ionisation from Markes

International, UK). The analysis consists of three main steps: desorption of the analytes from the

sorbent tubes (TD), separation of the analytes through gas chromatography (GC), and quanti�cation

and identi�cation of the analytes through time of �ight mass spectrometry (ToF-MS). Thermodes-

orption is carried out in two stages, both performed at 250
◦
C for 10 minutes through a TD 100xr

(Markes International, UK). The desorbed components are carried in a �ow of He into the GC column

(dimethyl TBS β-cyclodextrin 0.15µm, 0.15 mm ID, 25 m L, from MEGA, Italy). The method consists

of an initial 5 min at 40
◦
C, after which the temperature was increased at a rate of 1.5

◦
C/min from

40
◦
C to 150

◦
C, and further increased at a rate of 30

◦
C/min from 150

◦
C to 200

◦
C. After the GC run,

the analytes are fragmented through electron impact ionization at 70 eV in the ToF. Identi�cation

was obtained by comparing the MS spectra with the MS NIST library for the same ionization energy

and by injection of gas mixtures (162 VOCs gas mixture, and 25 biogenic VOCs gas mixture, by Apel

Riemer, USA) and liquid standards. The obtained chromatograms were integrated with TOF-DS

(Markes International, UK). Gas standard cartridges were used to calibrate the instrument, deter-

mine the precision and LOD of the analysis, which is quanti�ed as 23% and ≈1 pptv, respectively.

More information on the material and method used can be found in Zannoni et al. (2020). Due to

few blanks, a compound was only considered detected in a sample if its intensity was greater than

5 times the blank intensity, and the maximum intensity of the compound in all samples was at least

1E6.

4.2.5. CO2, and N2O Analysis

The headspace samples were analyzed with a Nexis GC-2030 with a BID discharge ionization detec-

tor, a HS-20 autosampler (Shimadzu, Jena, Germany), and a SH-Rt-QBond fused silica column (30 m

101



4. Unpublished Work - Volatile Organic Compound Emissions upon Leaf Litter Degradation

x 0.53 m x 20µm, Shimadzu, Jena, Germany). A split ratio of 1:9 and a purge �ow of 2 mL/min was

used upon injection. The temperature of the autosampler was 60
◦
C, the temperature of the sample

and transfer lines 150
◦
C. The temperature gradient of the column was 40

◦
C for 2.5 min, then heat

to 120
◦
C at 10

◦
C/min, then hold for 1.5 min, at 3.34 mL/min helium carrier gas �ow. The retention

times for CO2 and N2O were 2.9 and 3.1 min. For quanti�cation, samples from four gas standards

at di�erent compound mixing ratios (ICOS Flask and Calibration Laboratory, Jena, Germany) were

measured. Release rates were calculated as the slope of a linear regression of the headspace concen-

trations at the three time points.

4.2.6. Microbial Community Analysis

Microorganisms associated with leaf litter were characterised by 16S rRNA gene-and fungal inter-

nal transcribed spacer (ITS)-based amplicon sequencing on the Illumina MiSeq sequencing platform.

Leaf litter samples were subjected to DNA extraction using DNeasy PowerSoil Kit (Qiagen, Hilden,

Germany), according to the manufacturer’s instructions. For construction of the bacterial and ar-

chaeal amplicon libraries, the 16S rRNA gene V4 region was ampli�ed using the universal bacte-

rial/archaeal primer pair 515F (5’-GTGCCAGCMGCCGCGGTAA-3’) and 806R (5’-GGACTACHVG-

GGTWTCTAAT-3’) (Caporaso et al., 2011). For establishing fungal amplicon libraries, the fun-

gal ITS2 gene was ampli�ed using the fungal primer pair fITS7 [5GTGARTCATCGAATCTTTG-3]

(Ihrmark et al., 2012) and ITS4 primer [5-TCCTCCGCTTATTGATATGC-3] (White et al., 1990). Am-

pli�cations were performed using 20µL reaction volumes with 5xHOT FIREPol Blend Master Mix

(Solis BioDyne, Tartu, Estonia). The products from three technical replicates were pooled in equimo-

lar concentrations. Paired-end sequencing (2 x 300 bp) was performed on the pooled PCR products

using a MiSeq Reagent kit v3 on an Illumina MiSeq system (Illumina Inc., San Diego, CA, United

States) at the Department of Soil Ecology, Helmholtz Centre of Environmental Research, Germany.

The 16S and ITS rDNA sequences were quality-trimmed (for high quality sequences), �ltered for

chimeras, and merged using the DADA2 package (Callahan et al., 2016) through the pipeline dada-

snake (Weißbecker et al., 2020). High-quality reads were clustered into di�erent amplicon sequence

variants (ASVs) for prokaryotes and fungi. Rare ASVs which potentially come from sequencing er-

rors were removed. The SILVA SSU database v. 138 was used for taxonomic classi�cation of the

bacterial and archaeal ASVs. Fungal ASVs were classi�ed against the UNITE v7.2database.

4.2.7. Statistical Analysis

The statistical analysis was done with R 4.0.2 (The R Foundation, USA) and RStudio 1.2.5033 (RStu-

dio Inc., USA). The used packages were tidyverse 1.3.0 (Wickham et al., 2019), Hmisc 4.4-1 (Har-

rell Jr. Frank E. et al., 2020), corrplot 0.84 (Wei and Simko, 2017), factoextra 1.0.7 (Kassambara and
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Mundt, 2020), and GGally 2.0.0 (Schloerke et al., 2021). Correlations and principle component analy-

ses (PCAs) were calculated for all numeric variables of the whole dataset as well as di�erent subsets:

VOCs only, t = 100 and 200 d for VOCs and soil parameters, t = 0 for microbial community.

Linear Mixed E�ect Modelling on the intensity data of acetaldehyde, acetone, methanol, and monoter-

penes was done using nlme 3.1-149 (Pinheiro et al., 2020), lme4 1.1-26 (Bates et al., 2015), sjPlot 2.8.7

(Lüdecke, 2020), and boot 1.3-25 (Angelo and Ripley, 2020). We considered the following random

and �xed factors for our model:

• acetaldehyde/acetone/methanol/monoterpenes/analyte: release rate of this speci�c com-

pound, in ng/gdw

• plant: the name of the tree (as a source for leaf litter) as a factor

• isConifer: boolean variable, TRUE if the plant is a conifer

• time: sampling time, in d

• expTime: negative exponential of sampling time in days, exp(−time)
• humidity: the litter humidity, in ng/gdw

• CO2: the CO2 release rate, in ng/(gdw h)

Following the procedure of Zuur et al. (2009), we �rst investigated the optimal error structure. For

model selection procedure, we relied on ANalysis Of VAriance (ANOVA), the Akaike information

criterion (AIC) and the log-likelihood function (logLik) to compare the model formation in a step-

wise fashion. Using an over�t model containing all parameters and restricted maximum-likelihood

(REML) approximation, the random e�ects were tested �rst. plant and plant:replicate were con-

sidered as random intercept and random slope e�ects on time and isConifer (random = (1|plant),

(1|plant:replicate), (time|plant), (isConifer|plant)). Next, we tried overcoming variance het-

erogeneity by using the variance structures varFixed(∼ time), ∼ I(1/analyte), and varIdent(∼
plant). No model improvement was observed, so we left this out. Then, the �xed e�ects were de-

termined in a forward selection approach, starting with time vs. expTime, then including isConifer

and possible interactions, and lastly humidity and CO2. Maximum likelihood (ML) approximation

was used here. At every step, an ANOVA was done to compare the models with the simpler models

based on the AIC, and logLik results. The �nal model was then re�t with REML approximation, and

reported with bootstrapped con�dence intervals (p = 95%, nsim = 1000).

4.3. Results

VOC emissions from litter from 13 di�erent temperate tree species that degraded in the forest for

0, 100, 200, and 383 d were analyzed with static headspace incubation. For 100 and 200 d, we also

analyzed C, N, P, Ca, Fe, K, Mg, organic C,
13

C, and
15

N contents and did an in-depth terpene analysis,

and for t = 0, we also analyzed the microbial community. These data will be available for all time

points including the yet-to-come 600 d for a �nal analysis, so these are preliminary results. From
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Figure 4.1.: Measured VOC headspace of the di�erent tree species over time. The trees are sorted
in ascending order of VOC emissions. Limonene, β-pinene, and camphene were le�
out since they are already included in the monoterpene measurements.

the behavior of the VOCs, we do not expect any change at 600 d though, since we observed a steady

decay, and almost all VOC emissions were already diminished at 383 d.

4.3.1. VOC Emission Changes Upon Degradation

Keeping the di�erence in VOC emissions between deciduous and conifer trees in mind, the next

important factor is the time as a measure of degradation status.

Figure 4.1 shows the VOC emissions of the di�erent tree species, in ascending order of headspace

concentrations. Despite the 1000-fold di�erence in headspace concentrations, a general trend is that

emissions strongly decrease after the �rst measurement, and usually, emissions are dominated by

one VOC. For the smaller emissions, this seems to be acetaldehyde and acetone. Methanol can be an

important factor at the beginning of leaf degradation with an intermediate headspace mixing ratio.

Monoterpene emissions of the conifers are the highest emissions observed, even over longer time

frames.
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For the low-molecular weight VOCs methanol, acetaldehyde, acetic acid, acetonitrile, hydrogen sul-

�de, and dimethyl sul�de, the strongest emissions are from fresh litter. The Populus hybrid has the

highest emissions of these compounds and is the only species to emit acetic acid, acetonitrile, hydro-

gen sul�de and dimethyl sul�de. Acetaldehyde emissions seem to covariate with the litter humidity.

Acetic acid emissions are a factor of 25 lower than acetaldehyde emissions, which is reasonable con-

sidering its lower volatility (15.8 hPa vs. 1006 hPa at 20
◦
C, GES (2021)). Acetonitrile is emitted not

only by the P. tremula and Populus sp., but also by P. menzesii and P. sylvestris, and there emissions

seem to persist for at least 200 days after emission.

Mono- and sesquiterpene emissions were tracked as sum parameters on their general [M + H]+

ions, and we then looked for individual fragment ions that were speci�c of monoterpenes we might

be interested in, namely β-pinene, camphene, and limonene. For α-pinene, there were no speci�c

fragment ions listed in the SIFT-MS library. Given the large number of di�erent terpenes, it is still

very likely that even on the fragment m/z ratios, more than one terpene would be detected. This

is the reason for the analysis of terpenes with GC-MS as discussed below. Generally, monoterpene

emissions were up to four orders of magnitude higher in conifers than in broadleaf species, even

though the measured sesquiterpene emissions were equally low for all litter types. P. menzesii emis-

sions were increasing from t = 0 to 100 d. This does not seem to be the case for L. decidua and P.

abies, where the emissions decrease very quickly. Small monoterpene emissions from broadleaf litter

were observed after 100 d as well. Camphene, β-pinene, and limonene emissions mimic the general

monoterpene emission patterns, though the relative intensity of conifer and deciduous tree emis-

sions varies. Geosmin is an interesting exception - besides the general monoterpene trend observed

for P. menzesii, it slowly, but steadily increases over time. This is probably due to its production by

microorganisms. Isoprene emissions also correlate with monoterpene emissions, and acetone emis-

sions in broadleaf species peak after 100 d as well, like deciduous tree monoterpene emissions.

4.3.2. Tree Species Dependence of VOCs

The most obvious di�erence when looking at VOC emissions is the distinction between deciduous

and conifer litter. Besides the emissions of VOCs (ng/gdw), we looked at the litter dry weight in the

bag (litter weight), the litter water content (water), the air humidity in the chamber after incubation

(humidity), and the time that passed after the litter was buried in the litterbags (time). We observed

that conifer litter emitted up to 1000x more VOCs, mainly more terpenes. This is clearly visible

when doing a principle component analysis (PCA) for all time points (Figure 4.2): The emissions

of the conifers L. decidua, P. sylvestris, P. abies, and P. menzesii lie along the axes of the terpene

emissions, whereas the deciduous trees spread out orthogonal to that. The two Populus species lie

along the hydrogen sul�de, dimethyl sul�e, and methanol axes, whereas P. avium and F. excelsior

correlate with the other direction, as speci�ed by geosmin, methanethiol, water, humidity, and time.

When looking at correlation plots for deciduous and conifer trees (Figure 4.3), this becomes even
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Figure 4.2.: Principial component analysis of VOC emissions of li�er from di�erent tree species
over time. Bigger symbols represent the mean of each species. The data for the PCA
was centered and scaled. The contributions of the third and higher axes are smaller
than 10% and very similar to each other and thus considered negligible.

more visible: Whereas the conifers show strong correlations between the di�erent measured mono-

, and sesquiterpene measurements, the trends for deciduous trees are much weaker. However, it

is important to note that conifer mono- and sesquiterpene emissions not only correlate with each

other, but also with acetonitrile, acetone, and isoprene. All volatile sulfur compound emissions as

well as geosmin show moderate to high correlations with the humidity measured by the SIFT-MS,

so these emissions might be artefacts of the measurement. This also applies for methanol emissions

in conifers. In conifers, CO2 emissions are negatively correlated to acetaldehyde and acetic acid

emissions, a trend which is not observed for deciduous trees. On the other hand, in deciduous trees,

moderate correlations of the small VOCs methanol, acetaldehyde, acetic acid, and acetonitrile are

observed that are not eminent for the conifers.

When doing a PCA for each time point (Figure A.7), one can see the shift of contributions. The �rst

principal axis is dominated by terpene emissions and conifer litter for the �rst three timepoints and

only becomes more mixed for the last time point. Its maximum contribution to the variance is 44%

for t = 100 d, after which it decreases back to ∼ 30%. The second axis is determined by H2S, DMS,

methanol, acetonitrile, and acetic acid emissions on the �rst time point, which single out the Populus

hybrid litter. On the second time point, Populus hybrid is joined by F. excelsior and P. abies, whereas

the other broadleaf species and L. decidua are spread out on the opposite direction on the second

axis. Over time, the contribution of the VOCs to the di�erent axis becomes less straightforward until

for t = 400 d, the PCA only separates a few extreme individual samples of each plant. This makes
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the conifers (B).

sense since the overall VOC emissions decrease and with the lower value, the distinction between

the di�erent litter types becomes impossible.

4.3.3. Modelling VOC Emissions

Models of the four most outstanding emissions - acetaldehyde, acetone, methanol, and monoterpenes

- as a function of the time, CO2 respiration, litter humidity, and plant species were built, see Tables

A.12–A.15. Since we were mostly interested in seeing the overall e�ect over all plant species, we

usually modelled plant as a random e�ect and only included the boolean variable whether the plant

is a conifer as a �xed e�ect. The four models were:

• acetaldehyde ∼ expTime + humidity + (expTime | plant)

• acetone ∼ plant

• methanol ∼ expTime + (expTime | plant)

• monoterpene ∼ time ∗ isConifer + (isConifer | plant)

Terms in brackets signify the random e�ects, e.g. (expTime|plant) is a random slope e�ect of exp-

Time for each plant species. Methanol and acetaldehyde emissions could be modelled better with an

exponential time decay, whereas the monoterpene was better modelled with a linear time decay, and

the acetone did not have a signi�cant correlation with any of the two. We did not try other, more

complex functions for modelling changes in VOC emissions with time, as there were only four time

points. Monoterpenes are the only modelled analyte that needed the distinction between conifers

and deciduous trees modelled as a �xed factor. We also needed to include the interaction between
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Figure 4.4.: Correlations of the VOC emissions and li�er elemental contents for (A) deciduous and
(B) coniferous trees a�er 100 and 200 d.

time and isConifer into the model. For the three other models, this interaction was not signi�cant.

For acetone, plant was the only signi�cant factor. For methanol, the exponential time decay was

important and depended on the plant. Including CO2 respiration rates decreased the MeOH model

AIC and LogLik compared to the shown model, indicating this might be an even better model than

the one shown above. Yet when investigating the contributions of the parameters to the model with

an ANOVA, the CO2 respiration was not signi�cant, so we left it out.

4.3.4. Correlations with Li�er Element Contents

The comparison with element compositions is only done on t = 100 and 200 d, since the rest of the

data is still being acquired. In general, there are a few trends within the element data itself: The C,

Ca, and Fe contents and the ∆13
C signal remain rather constant, whereas the other signals decrease

at least for one of the two litter groups. Only the N and Fe contents appear to increase between the

two data points for conifers. As all of these values are relative to the dry weight, this might just

be the other elements leaching and degrading faster than those two. General observed correlations

within the element composition are the correlation of P and K contents in all trees, accompanied

by a correlation with the N content, a minor positive correlation with the Mg content and a minor

negative correlation with the Ca content in deciduous trees (Figure 4.4). In deciduous trees, the

carbon content is negatively correlated with the ∆13
C signal and the Fe content, whereas in conifers,

it is negatively correlated with Ca, Fe, and Mg contents.

As before, correlations of broadleaf VOC emissions with other parameters are rather low (|R| < 0.4),

whereas there are stronger correlations for the conifers (0.4 <= |R| <= 0.7), mainly due to the high
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the li�er at t = 0. VOC variables are colored red, bacterial/archaeal and fungal abun-
dance variables green and blue. The other axes were considered negligible, since their
contribution was <10% and the di�erence between the axes was rather small.

terpene emissions, see Figure 4.4. On this shorter time scale, they are actually positively correlated

with the carbon content and the CO2 respiration. The latter is not observed on the whole time

scale, presumably due to the nonlinear behavior of the monoterpene emissions in P. menzesii. The

terpene emissions also correlate positively with the ∆15
N signal, the K and P content, and negatively

with the Ca, Fe, and Mg contents, but this probably is only an indirect relationship driven by the

correlations with the C content.

4.3.5. Correlations with Microbial Community Abundance

The analysis on the microbial community structure with 16S-RNA sequencing was done on t = 0,

and will be done for the other time points at the end of the experiments. Note that it was done for

the original samples in 2019, whereas the VOC t = 0 was sampled a year later, so results have to be

evaluated and discussed with caution. We only investigated the phylum level, as for the correlations

with VOC emissions, there were not enough data points to do a strain-speci�c analysis. In gen-

eral, the bacterial community is dominated by Proteobacteria and unknown clades, and the fungal

community by Ascomycota. The di�erences between the species are rather small at this level. Only

conifer litter tends to show a higher relative abundance of Cyanobacteria and Acidobacteria (Figure

A.10).

In the PCA (Figure 4.5), the microbial phyla do not clearly correlate with VOCs. The microbial

composition of Picea abies appears to be very di�erent from the rest, hosting a big number of di�erent

phyla. Only Firmicuites and Acidobacteria seem to correspond to monoterpene-emissions, since both
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separate the other conifers L. decidua, P. sylvestris, and P. menzesii from the deciduous tree litter,

which in turn is more characterized by Bacteriodota, Deinococcota, and Desulfobacteriota.

Correlations of VOCs with microbes are similarily rare (Figure A.11). The microbial groups deter-

mining the �rst dimension, separating the P. abies from the other trees, also strongly correlate in the

analysis. The camphene signal correlates with many microbial groups, but this might just be a coin-

cidence due to its strongly negative correlation with the litter humidity, which is also re�ected in the

microbial data. Firmicuites correlate with acetonitrile and sesquiterpene and to some extent isoprene

and monoterpene emissions again, whereas the Acidobacteria linked to the terpene emissions in the

PCA do not show signi�cant correlations here. Proteobacteria correlate with methanol, acetonitrile,

and hydrogen sul�de emissions. For fungi, Basidomycota correlate positively with dimethyl sul�de

emissions, whereas Ascomycota correlate negatively with them.

4.3.6. Terpenes

The analysis of terpenes by GC-MS could only be done on a qualitative basis, as for most of the

analytes, no standard was available for calibration. Structural identi�cation was mainly done by

comparison with the NIST spectral database, most of the assignments are putative. An overview

over the found terpenes can be found in Table 4.1.

When comparing the TD-tube sampling with the SPME-sampling on t = 200 d (c.f. Figure A.2 for an

overview over the sampling scheme), SPME shows a greater variety of compounds, and �nds them

in more samples. Some monoterpenes like α-pinene, 3-carene or p-cymene are even widespread

over all samples, and the amount and variety of sesquiterpenes found is much higher than for the

TD-tube sampling. This might have several reasons: Firstly, SPME �bres are much more sensitive to

contamination, as they cannot be closed o�. The �bres were stored in clean, previously heated-o�

glass tubes with taper joints between sampling and analysis, but still, the lab air might have caused

contaminations. This is rather unlikely though, since our unexposed blank samples did not show

those peaks. Secondly, the SPME �bre was inserted into the chamber before the TD tube sample was

taken. Maybe, the adsorption capacity of the SPME �bre was high enough to extract the majority

of terpenes in the vial, so that there was only very little left for the TD tube to sample. Thirdly, it

is possible that the concentration on the TD tube was so low that the compounds did not readily

desorb during the experiment. This might be the reason why only very few sesquiterpenes are found

for the TD tubes in general compared to the SPME �bres.

Looking at the di�erence between t = 100 d and t = 200 d, one can see a sharp decrease in compound

variability. Especially for the Populus hybrid and the conifers which were very strongly emitting

monoterpenes and terpenoids before, the reduction in the number of terpene species is apparent.

This is even more surprising as the cumulative monoterpene signal from SIFT-MS stays at the same
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magnitude. Maybe, for the reasons stated above, the TD tube sampling of the second campaign was

not very successful.

As a general trend, conifer species emit a higher number of monoterpenes and monoterpenoids,

whereas for sesquiterpenes, the variety is equal for broadleaf and conifer species.

4.4. Discussion

In our investigation of VOC emissions during the degradation of litter from 13 di�erent temperate

tree species, we found that the most important emissions are monoterpene emissions from conifers,

followed by methanol emissions from fresh leaves. Acetaldehyde, acetone, and some other small

VOCs were detected only in small quantity.

The monoterpene emissions dominate the emissions from the conifer litter, contrary to the study by

Gray et al. (2010) where methanol dominated, but in line with the studies by Isidorov et al. (2003,

2005, 2010, 2016) and the Finnish Meterological Institute (Aaltonen et al., 2011; Mäki et al., 2019a,b;

Hakola et al., 2012; Hellén et al., 2017) on boreal P. abies and P. sylvestris forests. The most common

monoterpene emissions they reported are α- and β-pinene and 3-carene, and for sesquiterpenes β-

caryophyllene, which are also emissions we found. Like in our results, Isidorov and Jdanova (2002)

also found tricyclene, camphene, phellandrene, α-terpinene, limonene, and fenchone, Isidorov et al.

(2010) sabinene, γ-terpinene, thujene, terpinolene, as well as the sesquiterpenes α-calacorene, α-

copaene, and ylangene, Isidorov et al. (2003) additionally cymene, linalool, and 3-pinanone, and

Mäki et al. (2019b) aromadendrene, bisabolene, and longifolene. A big di�erence between our study

and the published literature is in the sesquiterpenes: most of the putatively identi�ed compounds

do not match the literature. However, since they are only putatively identi�ed and the number

of possible sesquiterpene isotopes with similar spectra is very high, they might not be correctly

identi�ed. Since those compounds are not very abundant, and our highest peaks (total ion count

area) α- and β-pinene, 3-carene, and β-caryophyllene match the literature, we assume that most

terpene emissions we observe with SIFT-MS are mainly those analytes. The planned additional

analysis and identi�cation of the terpenes that can be extracted from mature leaves and fresh litter

will further help identify and correct the terpenes we found in the litter, and enable us to separate

potential microbial terpenes from foliar litter terpenes.

For very fresh samples at t = 0, Populus hybrid litter is very di�erent from the other litter. We

observed strong methanol emissions in addition to smaller hydrogen sul�de, dimethyl sul�de, ace-

tonitrile, and acetic acid emissions that were only signi�cant at t = 0. Since the leaves of this Populus

tree were still yellow upon sampling, whereas from the other trees, most of the leaves were already

brown, these emissions might be due to a very rapid degradation of the most labile organic carbon

in the leaves - the pectins, amino acids, sugars, and small molecules. A study similar to ours but
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Table 4.1.: Terpenes found in the li�er samples at t = 100 and 200 d, sampled with TD-sorbent tubes
and SPME fibres. A dot indicates the presence of the analyte in the sample. Terpenes
marked with a star are putative assignmens. Blue: t = 100 d, TD-tube sampling. Gray: t
= 200 d, TD-tube sampling. Red: t = 200 d, SPME-fibre sampling.

monoterpenes
alloocimene* �

2-bornene* � �

camphene � � � � � � � � � � � � � � �

3-carene � � � � � � � � � � � � � � � � � � �
m -cymene �
p -cymene � � � � � � � � � � � � � �

limonene � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �
β-phellandrene* � � � � � � � � � � � � �

α-pinene � � � � � � � � � � � � � � � � �

β-pinene � � �

sabinene* �

α-terpinene* � �

α-thujene* �

γ-terpinene* � � �

terpinolene* � � � � �

tricyclene � � � � �

monoterpene oxides
carvone* �

citronellal* � � � � �
p -cymen-8-ol* �

eucalyptol � � �

fenchol* �

fenchone* � � �

geranylacetone* � �

isopulegol* � � � � � �

linalool � � � � � �

levoverbenone* � �

myrtenal* �

myrtenol* �

3-pinanone* � � �

α-pinene epoxide* �

pinene oxide* �

pinocarvone* �

thujenone* � � � � � �

thujol � �

thujone �

sesquiterpenes
alloaromadendrene* � � �

aromadendrene oxide* � �

bisabolene � �
α-calacorene* � � � � � � �
trans -calamene* � � � � � �

calarene* � �

β-caryophyllene � � �

caryophyllene oxide* � �

chamigrene* �
α-copaene � � � � � � � � � �

cubedol* � � � � � � � �

β-elemene* � � � � � � �
α-/β-guaiene* � � � �

guia-1(10)-11-diene* � �

isoaromadendrene epoxide* � � �

isocaryophyllene* � � �

ledene oxide* � � �

longifolene* � � � � � � � � �

sativene* � � � � � � � �

sesquisabinene* �

7-epi-silphiperfol-5-ene* �

silphiperfol-5-ene* � � � �
α-ylangene* � � � � � � �
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targeting these �rst 3-4 weeks from the point where the leaves fall from the tree would be very

interesting.

The observed acetone emissions are interesting, as their origin is not entirely clear. The correlation

with monoterpene emissions from conifer litter and to some extent also deciduous tree litter indi-

cates that the acetone might be formed by abiotic degradation of the terpenes and terpenoids by

OH
·

and NO
·
3. However, the acetone emission time dependence from P. menzesii and P. sylvestris

do not match the time dependence of their monoterpene emissions. If it really were only a chem-

ical process, we should see the highest acetone emissions in these two plants over a longer period

of time than we do. So maybe, there are also microbial processes involved that are strongest for t

= 100 d and that actually shapes the acetone emissions. There might also be microbes feeding on

the abiotic acetone emissions on t > 100 d, which is a scenario we cannot distinguish from ceasing

acetone production in our experiment.

It was surprising to see acetonitrile emissions in the dataset, as we originally planned to use this VOC

as a negative control - we would not expect any acetonitrile emissions, as there are no biosyntheses

known for it. Yet there are small but signi�cant emissions of this compound that do not correlate

strongly with the headspace water. A misassignment is unlikely, as the only other two compounds

listed to form m/z(H3O
+

) = 42 u in the Syft library are butanone oxime and undecane. Also, acetoni-

trile was neither stored nor used in the lab and acetonitrile was also not seen in the control lab air

samples, so a contamination from lab air is unlikely. There is no biosynthesis of acetonitrile listed in

the KEGG and Metacyc databases, but its emission has been reported for some bacteria, fungi (Zhu

et al., 2010; Wheatley et al., 1997), and soils (Li et al., 2019a; Veres et al., 2014). It is usually used as

a tracer for biomass burning at ecosystem level though (Salisbury et al., 2003; Yáñez-Serrano et al.,

2015). It might be interesting to look at other untargeted soil and plant VOC emission studies, to

see whether biogenic acetonitrile emissions are really observed in nature. If the measured signal

really is acetonitrile, it would be interesting to see whether the emissions are really by biosynthesis

or just an abiotic degradation product, and to �nd its biosynthesis or formation mechanism. If these

emissions are signi�cant compared to biomass burning, this can in�uence the ultility of acetonitrile

as a biomass burning indicator at the ecosystem level and needs to be accounted for.

While we did not observe strong correlations of microbes with VOCs for most phyla, there was some

correlation with Firmicutes with acetonitrile, isoprene, mono- and sesquiterpenes, of Proteobacteria

with methanol, acetonitrile, and hydrogen sul�de, and of Basidomycota with dimethyl sul�de. A

similar study that added rice straw to soils and investigated food waste degradation found corre-

lations of Bacteroidetes, Firmicutes and Verrucomicrobia with their 10 most important VOCs ethene,

propene, ethanol, 2-propanol, 2-butanol, acetaldehyde, acetone, 2-butanone, 2-pentanone and ace-

tophenone (Zhao et al., 2015), whereas another study that investigated food waste degradation found

signi�cant correlations of Weissella, Leuconostoc, Enterobacteriaceae, and Lactotoccus with carbonyl

sul�de and dimethyl sul�de, Bacteroides, Lactobacilliales, Peptoniphilus, Gallicola, Helcococcus, and
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Peptostreptococcus with dimethyl disul�de, methyl isobutyl ketone, acetone, and methyl methacry-

late with Eubacterium coprostanoligenes, Fusobacterium, and Sporanaerobacter, and 2-butanone and

vinyl acetate with Cloacibacterium and lactobacillus (Zhang et al., 2020). In studies on fermented

foods, Lactobacillus, Weissella and Ascomycota often correlate with �avor compounds and VOCs

(Liang et al., 2020a; Liu et al., 2020; Lv et al., 2020). Generally, it looks like fast-growing bacte-

ria respond almost immediately to fresh organic matter inputs and use the labile carbon as energy

source, thereby releasing VOCs from primary metabolism and opening plant reservoirs of VOCs.

The correlation of Firmicuites with terpenes might be caused by them producing the terpenes (Cane

and Ikeda, 2012), but we rather think that this is due to them preferentially feeding on needle litter

(Berger et al., 2021; Lladó and Baldrian, 2017; Zhou et al., 2020). The positive correlation of dimethyl

sul�de with Basidomycota and negative correlation of it with Ascomycota is interesting. Basidomy-

cota are usually discussed as being resistant to volatile sul�des and even feeding on them (Phae and

Shoda, 1991; Yang et al.), marine clades of Ascomycota are known to be able to cleave DMSP and

DMS (Kirkwood et al., 2010), and the tru�e subclasses of Ascomycotina are well-known to produce

various sul�des (Miranda et al., 1997). Yet, tru�es inhibit their tyrosinase expression with the pro-

duced VSCs (Miranda et al., 1997). Possibly, the resistant Basidomycota clades gained advantage over

the DMS-susceptible Ascomycota. However, since we only have data on the �rst time point, this is

all very speculative and might just be a coincidence.

Estimating net �eld emissions from laboratory incubation of litterbags is di�cult, as factors like

changing temperatures are not included. For example, winter emissions are usually low due to the

exponential dependence of VOC-emissions on temperature (Greenberg et al., 2012), but we did not

capture this e�ect, since we always incubated at 20
◦
C. However, this was also not purpose of our

study, as we mainly wanted to investigate the trajectory of VOC emissions over litter degradation.

There are only few studies to quantitatively compare the data to (Table 4.2), since often only GC-MS

peak areas are reported for in-depth terpene analyses or the emission is normalized to the area that

was sampled in �eld studies. The reported methanol emissions of Brown (2008) and Ramirez et al.

(2010a) are up to a factor of 1000 higher than what we observe, whereas our monoterpene emissions

in the same magnitude. On the other hand, the methanol emissions reported by Gray et al. (2010)

and Svendsen et al. (2018) are as big as in our studies. The di�erence between the reported studies

is di�cult to �nd. All used dynamic chamber systems to measure the gas emissions, and all except

for Svendsen et al. (2018) used static chamber incubations beforehand. All rewetted their samples,

from 50% WHC (Ramirez et al., 2010b) to 100% WHC (Svendsen et al., 2018). Gray et al. (2010) and

Svendsen et al. (2018) cut the litter before incubating, which might have increased their emissions.

Yet their emissions are as low as ours and 1000x lower than the other reported emissions, so this is

probably not the major criterium. For our study, there might be several reasons for the much lower

methanol emissions. Firstly, we collected leaf litter that was already brown, approx. 2-3 weeks

after the actual litterfall. During this time, the labile methanol precursor pectin might already have

been consumed. Secondly, we incubated in static chambers. Potentially, the methanol reached its

compensation concentration and a steady state early in the incubation. This is also the reason why
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Table 4.2.: Methanol and monoterpene emissions of di�erent reference studies.
Study Investigated plant emissions

Gray et al. (2010) Pinus, Populus, Quercus,
Thinopyrum, Rhododendron,

Miscanthus, Eucalyptus, Fraxi-
nus, and Centaurea

methanol 13-380 ng/(gdw h)

Brown (2008) Geum rossii, Deschampsia cespi- methanol ≤22000µg/(gdw h)

tosa, Rhododendron maximum other VOCs ≤8µg/(gdw h)

Ramirez et al. (2010a) fresh Acer litter methanol ≤1000µg/(gdw h)

fresh Pinus litter monoterpenes ≤180µg/(gdw h

Svendsen et al. (2018) Arctic shrub litter methanol ≤40 ng/(gdw h)

monoterpenes ≤200 ng/(gdw h)

Our study Populus sp. methanol ≤46 ng/(gdw h)

P. menzesii monoterpenes ≤1100 ng/(gdw h)

we only reported the total emitted mass and did not normalize it to the time. Thirdly, the headspace

concentrations of the analytes, especially of methanol, might be high enough to be toxic to microbes

in the samples, and thus decrease their activity. Since the range of reported emissions is very high,

tenths of nanograms to tenths of micrograms per gram dry weight per hour, our emissions are

within the range, though rather low. But this reinforces the need for further studies, to constrain

the emissions.

In general, we did not �nd the expected correlation of microbial VOCs with CO2 respiration (Hy-

pothesis 1), as CO2 respiration only declined after 100 d, whereas VOCs related to microbial primary

metabolism in literature declined much more rapidly. This was inspite the fact that the litter hu-

midity was a signi�cant factor determining acetaldehyde emissions in the model. Potentially, litter

quality decreased during the degradation and this masked the e�ect of microbial activity. Temper-

ature and time of year should not have an impact, since the litter samples were incubated for 24 h

before the measurement. Only the litter moisture might have an impact, but the correlations were

rather low here as well. Future studies should not only include the analysis of general carbon and

nitrogen contents, but also include an estimation of the remaining structural compound classes, e.g.

pectins, amino acids/proteins, carbohydrates etc., to account for this. This might be something we

can deduct once the litter wet-extractable organic matter data is evaluated, as from these, we might

be able to see the increase and decrease of di�erent compound classes in the leachate. Of course, this

is only indirect, as it does not analyze the remaining contents, but only what can be leached from

the foliage at this time point. Still, the amount of remaining labile and stable carbon compounds

might be an important factor.

Our second hypothesis that secondary metabolite VOC emissions vary among di�erent plant types

and correlate with the litter carbon content was con�rmed for monoterpenes. The main e�ect here

was whether the plant is a conifer or not, but both from the quantity of monoterpene and sesquiter-

pene emissions and the nature of the di�erent compounds, we could distinguish between the plants
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easily. The suspected potential microbial monoterpene emissions are likely very small, such as the

observed increase in geosmin emissions over time.

A convergence of litter VOC emissions (Hypothesis 3) to similar emissions from all species was not

observed, as emissions dropped too quickly. The time-resolved PCA plots (Figure A.7) appear to

show the convergence as in the end, only individual replicates are shown, but this is likely an e�ect

of the centering and scaling. Most VOCs are very close to or below the limit of detection at this point.

Hence, the results for organic leachate litter degradation (Benk et al.) was not found for VOCs.

Hypothesis 4, a decay of VOCs with time and litter quality, is also supported by the small VOC and

monoterpene data as well as the models. We �nd an exponential decay for all VOC emissions except

for monoterpene emissions from P. menzesii like Brown (2008). The exponential decay makes sense

since the amount of readily degradable carbon and the litter quality decreases (Krishna and Mohan,

2017), which is probably the precursor for the litter.

4.5. Conclusion

The study investigated VOC emissions upon degradation of foliar litter from 13 di�erent deciduous

and conifer tree species. We found that the largest emissions originate from terpene emissions

from conifers for up to 200 d after litterfall, followed by methanol emissions of fresh deciduous

tree litter that degraded quickly. Emissions of other compounds, e.g. acetaldehyde, acetone, formic

acid, and hydrogen sul�de were at least a factor of 10 lower then the methanol emissions, and up to

a factor of 1000 lower than the terpenoid emissions. An analysis of the terpene composition with

GC-MS showed mainly α- and β-pinene, 3-carene, and β-caryophyllene, and a few other, very low-

concentration compounds. A preliminary analysis of correlations of the VOC emissions with litter

elemental composition parameters as well as microbial phyla showed low correlations with VOCs,

only a correlation of the terpenoids with the remaining carbon content of the litter, and distinctly

di�erent VOCs and microbial communities for broadleaf and conifer litter. Emissions of deciduous

tree litter were rather low except for the methanol emissions right after litterfall. An exponential

decay of the litter VOC emissions other than monoterpene emissions was found.

Thus, the study provides the link between previous studies looking at many litter species, but only

at one time point (Gray et al., 2010), and studies looking at only a few species for systematic studies

in the lab (Brown, 2008; Ramirez et al., 2010b) and in the �eld (Aaltonen et al., 2011; Mäki et al.,

2019a,b; Räisänen et al., 2009). It highlights that VOC emissions are particularily high upon litter-

fall, and monoterpene emissions are still as high in the following spring, as also reported before

(Isidorov et al., 2010). Future studies could focus more on the formation processes of VOCs, linking

VOC emissions to their precursor compound classes in the leaves, like amino acids, pectins, and

carbohydrates.
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In the thesis, I investigated biogenic VOCs and VSCs from trees, litter, and soil. I �rst focused

on SIFT-MS optimizations to enable the accurate measurements needed for environmental VOC

research, validated its ability to separate structurally similar compounds on the example of isoprene

and MBO emissions from trees, and then investigated the processes leading to VSC emissions from

peatlands and VOC emissions from litter.

5.1. Instrument Advances for Accurate SIFT-MS Measurements

Real-time analysis of gaseous samples with a limited air volume and low mixing ratio VOCs is an

important tool e.g. for eddy-covariance �ux measurements of biogenic VOCs or the monitoring of

breath samples. For these measurements, direct chemical ionization mass spectrometry like PTR-

MS and SIFT-MS can be used. Those two systems are the two most-widely used in the �eld besides

their o�ine pendant of GC-MS. Direct instrument comparisons are rare, but in general, PTR-MS is

thought to have a higher sensitivity, a 1-3 magnitudes lower LOD, and a higher resolving power

of isobars due to its time of �ight mass spectrometer, whereas SIFT-MS is less humidity-sensitive,

more reliable when using the internal calibration based on the instrument parameters, and o�ers

more structural information for separating structural isomers (Bylinski et al., 2017; Casas-Ferreira

et al., 2019).

To overcome the sensitivity limitations of SIFT-MS, we optimized the instrument parameters, by

tuning the type and concentration of the carrier gas, and the �ow tube voltage and temperature

(Publication 1). Incidently, the higher background we observed when using nitrogen as a carrier gas

instead of helium was now explained by Španěl and Smith (2020), who found that the reagent ions

react with nitrogen carrier gas to form impurity reagent ions, increasing the background. We could

reduce the limit of detection by a factor of 10 at the cost of a higher humidity-dependence and the

need for quanti�cation via calibration (Publication 1), as the assumption of the energy distribution of

the particles in the �ow tube following Maxwell-Boltzmann statistics is no longer valid. This could

be solved either by a closer look at the gas phase chemistry and modelling the reactions taking

place (Lacko et al., 2020; Smith et al., 2020) or by the humidity-dependent calibration procedure we

established (Publication 1). This way, our instrument is currently the most sensitive commercially
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available instrument, and without changes of the ion source, the �ow tube or ion guiding techniques,

no more sensitivity improvement is to be expected.

Our subsequent comparison with PTR-MS (Publication 1) was one of the �rst direct comparisons of

the instruments, together with Lourenço et al. (2017). While Schwarz et al. (2009) at least found a

comparability of their PTR-MS measurements of breath acetone with earlier SIFT-MS measurements

of breath acetone of a similar study group, it remains to be shown directly that the two methods

are really comparable. Correlations of the two methods with GC-MS has been shown, but only

to some extend: for PTR-MS, the measurement accuracy was only within ±50% of the GC-MS

method (Dunne et al., 2018), and for the SIFT-MS/SPME-GC-MS comparison, the GC-MS data was

not quanti�ed due to the use of the SPME sampling (Olivares et al., 2011). It shows that SIFT-MS

and PTR-MS measurements are precise, but not accurate. A protocol for comparing and validating

breath volatile emission methods based on peppermint oil has recently been established (Gisler et al.,

2020; Henderson et al., 2020) and used to compare PTR-MS, SIFT-MS, and TD-SIFT-MS (Lin et al.,

2021). The study shows high correlations of measurement results and claims comparability of the

methods, yet the systematic di�erences between PTR-MS and SIFT-MS results are up to a factor of

6.5 di�erent for the two instruments. For me, this means that the two instruments do not really lead

to the same results, but need a calibration to be comparable.

Other recent advances in SIFT-MS include the development of an autosampler system for head-

space, Tedlar bag and even TD-tube samples (Slingers et al., 2021). This would enable separating

sampling from analysis, and maybe also make mobile sampling easier than it is now. There have been

attempts to put SIFT-MS and PTR-MS instruments on trucks (Liang et al., 2020b; Wojnarowska and

Sawoszczuk, 2020) for mobile SIFT-MS measurements, but the desire to have portable instruments

for �eldwork persists (La Nasa et al., 2020).

Combining the autosampler and ion source of SIFT-MS and the drift tube of PTR-MS might help to

generate an instrument that has both the versatility and isomeric separation from SIFT-MS and the

sensitivity of the PTR-MS. Attempts to increase the number of reagent ions for PTR-MS have been

made with SRI-MS (Jordan et al., 2009a) and a new source that switched between NH
+
4 and H3O

+

very quickly (Müller et al., 2020), but their functionality still lacks the ease of SIFT-MS for being able

to switch between reagent ions and also use negative reagent ions in milliseconds. On the other

hand, PTR-MS has observed magni�cent improvements of the limits of detection by de�ecting the

ions on a spiral instead of a linear path through the �ow tube, thus increasing reaction time greatly

(Breitenlechner et al., 2017; Krechmer et al., 2018). Plus, by humidifying the air to 100% as done in

the Vocus PTR-MS, humidity-dependence as the second major drawback of PTR-MS is overcome

(Krechmer et al., 2020). Additionally, advances have been made recently to increase the measure-

ment range to less volatile compounds (Piel et al., 2020), tackling the analyses for which secondary

electrospray ionization MS and APCI-MS have been more successful than PTR-MS and SIFT-MS so

far (Bruderer et al., 2020). Thus, it might be interesting to merge the more variable ion source of

the SIFT-MS with the drift tube and detection system of the PTR-MS, combining the advantages of
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both instruments. The �rst steps to merge the instruments to an selective ion-drift tube-time of

�ight-mass spectrometer have been done: a microwave plasma source has been incorporated into

the PTR-MS (Zhao et al., 2020), though without the separating quadrupole yet, and the other way

round, the �ow tube of a SIFT-MS has been converged into a �ow drift tube by enhancing the �ow

tube voltage and employing additional electronic lenses (Spesyvyi et al., 2015). However, it might

be even more bene�cial to rethink the design of the instrument: the selective ion technique is an

extremely interesting CI-ion source, and could easily be combined not with a drift tube and ToF, but

with an ion trap. One could use a collision cell as the place for doing the analyte ionization and then

introduce the results into an ion trap. This way, we could achieve longer ionization times, which

should further decrease limits of detection, and we could be able to do high-frequency measurements

of high-mass-resolution spectra, enabling eddy covariance of the whole volatile metabolome at the

same time. The �rst attempts in this direction have been done with PTR-ToF-MS (Acton et al., 2020;

Peng and Sun, 2020; Seco et al., 2020; Loubet et al., 2021; Phillips et al., 2021), but given the size of a

ToF-MS and the necessity to combine it with a drift tube, ion trap instruments might be smaller and

more stable.

Since also the big trend of -omics techniques has arrived in VOC research, and chemometric analysis

of the volatilome (entirety of all volatile organic compound) are increasingly employed for SIFT-MS

data, e.g. in the examination of archaeological artifacts (La Nasa et al., 2020), paper quality (Lang-

ford et al., 2020), and the detection of human epileptic seizures (Catala et al., 2020), the sensitivity

improvement we achieved (Publication 1) greatly helps identifying the whole spectrum of emitted

compounds. Going further, the proposed selective ion drift tube mass spectrometer would be an ex-

tremely helpful complement to the existing GC-MS metabolomics analyses. There even have been

attempts to couple a gas chromatograph to SIFT-MS and PTR-MS, which would then be similar to a

conventional GC-CI-MS (Cla�in et al., 2021; Španěl and Smith, 2011). This jack-of-all-trades might

be interesting for volatilomics analysis when time-resolution is not so much of an issue and a re-

liable compound identi�cation is required, but it introduces the drawbacks of GC-MS (lower time

resolution and the need to preconcentrate on �bres or tubes) again.

As said before, the main advantage of SIFT-MS is its enhanced ability for structural identi�cation and

potential for separating structural isomers. To show the applicability of our improved SIFT-MS in a

"real-world" analytical problem, I teamed up with Erica Perreca from the MPI for Chemical Ecology.

In her research on isoprene emissions from Picea trees, she always had to prove that the ion she used

as a proxy for isoprene in PTR-MS measurements is actually isoprene by additionally doing GC-MS

measurements of air samples from the plant. 2-Methyl-3-buten-2-ol (MBO) was a common potential

interferent, so we implemented a SIFT-MS method to separate the two. A similar attempt has been

made with SRI-ToF-MS using m/z = 68 u for measuring isoprene and m/z = 69 u for measuring MBO

(Karl et al., 2012). However, this seems not a very practical method since SRI-MS is not a very

widely used technique: To date, there are only 25 papers using the 11-year-old SRI-MS technique on

SciFinder, 15 of which are purely related to the instrument and the ionization reactions occurring
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(https://sci�nder.cas.org, search for SRI-MS, Jan 4, 2020). This is likely due to the high price and

relatively di�cult handling of the instrument compared to PTR-MS and SIFT-MS. Thus, the more

widely-used, easier to handle, and more robust SIFT-MS would be a good alternative, which we

successfully implemented and validated (Publication 2). We used standard measurements to identify

the spectra of isoprene and MBO emissions and how they interfere with the measurement of one

another under di�erent conditions. We then validated our method by measuring the isoprene and

MBO emissions from Pinus, Picea, and populus trees. We found indications that Picea abies might

actually emit both analytes simultaneously during their diurnal cycle, which could not be done with

time resolution before. Potential applications for this separation besides the mentioned examination

of tree chemical ecology are the separation of MBO emissions from Ips typographus bark beetles

from their Picea host plant’s isoprene emissions in �eld studies of bark beetle attacks (Birgersson

and Bergström, 1989; Zhang et al., 2009), or the simultaneous measurement of both analytes as stress

markers for di�erent trees in a mixed forest ecosystem via micrometerological techniques (Schade

et al., 2000; Sarkar et al., 2020; Rantala et al., 2014). Here, with PTR-MS so far scientists usually

just measured both as a sum parameter (Rantala et al., 2014), and with our technique, this is not

necessary anymore.

With these results, our study (Publication 2) could also be a template for separating other compounds

that are di�cult to separate with PTR-MS, e.g. acetone and propanal from soil VOC emissions (Man-

cuso et al., 2015) or breath (Lindinger et al., 1998; Rudnicka et al., 2011), or methacrolein and methyl

vinyl ketone in atmospheric studies (Eerdekens et al., 2009; Ammann et al., 2004). The distinction

between di�erent xylenes and ethylbenzene in atmospheric BTEX concentrations has been a prob-

lem with PTR-MS (de Gouw et al., 2003), but was recently realized with SIFT-MS (Allpress et al.,

2019). With this, SIFT-MS has a great potential to be increasingly used in atmospheric research in

the next years.

5.2. Dimethyl Sulfide, Methanethiol, and Hydrogen Sulfide from
Soil

Traditionally, terrestrial VSC emissions were thought to be negligible since studies of temperate

soils were found to only emit MeSH and DMS only at low rates (Adams et al., 1981). The only

signi�cant sources of DMS and MeSH in terrestrial systems were thought to be anaerobic sediments

of strati�ed lakes and wetlands, and even there, most MeSH and DMS was found to be consumed in

the well-mixed water columns above the sediments (Hu et al., 2007). The main production pathways

were considered to be sulfate reduction and subsequent methylation in those anaerobic sediments

(Lomans et al., 2001a), or MeSH production from methionine and DMS production from methylated

methionine (Drotar et al., 1987). Since only low methanethiol emission rates were found and the

pool for methylated methionine is small, this was considered a negligible source (Aneja and Cooper,
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1989), and only oceanic DMS emissions were further considered in models (Kloster et al., 2006; Fiddes

et al., 2018).

The �nding of a widespread methanethiol methyltransferase (Carrion et al., 2015) and high MeSH

methylation activities of microbes in agricultural, grassland, and forest soils as well as in lake, river,

and marine sediments (Carrion et al., 2017) opened the possibility that terrestrial VSC emissions

actually contribute signi�cantly to the global sulfur budget. This is further supported by a study

of Wilkening et al. (2019), who reported VSC emission rates 10x higher than previous studies and

showed that this might be due to the rapid degradation of VSCs during sample storage. We observed

signi�cant H2S, MeSH, and DMS emissions at redox potentials too high for sulfate reduction in an

organic-rich peat sample, so we conclude that in this case, organic matter is the VSC precursor

(Publication 3). Assuming that the emission behavior of our soil incubations is similar to natural

peatland emissions and we can use the surface area in our chamber as a proxy for the natural area,

we get an emission of approx. 20µg/(m
2

a) DMS, which is well in the range of emissions reported

from Florida wetlands (Cooper et al., 1987), but a factor of 2-20 higher than the emissions reported

from other US-American histosols (Adams et al., 1981). This is similar for the other VSCs. Thus,

revisiting terrestrial soils and wetlands to measure their emissions might be useful.

When taking into account our results of the litter degradation under oxic conditions in Chapter 4,

it becomes clear that litter itself under oxic conditions is not a big source of VSCs, even though it

contains fresh amino acids and proteins. Assuming a linear increase of VSC emissions over time in

the static chambers, the VSC emissions from fresh litter are 20-fold lower than from soil. It seems

like some oxygen restriction is necessary to enhance VSC emissions, but from our results of the

Hainich and Würzbachgrund forest sites, this can easily be accomplished in mineral topsoil layers

below the litter layer. So the VSC emissions in mineral topsoil might be a secondary e�ect of litter

input. Leaching litter with water would transport methionine, cysteine, and other sulfur-containing

organic compounds into the mineral soil layers, where it is then degraded under the formation of

VSCs. Of course, if litter is submerged, e.g. by falling into a lake, this could also directly lead to VSC

emissions from the litter itself. Still, litter likely matters as organic matter input for VSC emissions,

but is not a big direct contributor to the emissions.

Besides the atmospheric implications, VSCs have repeatedly been observed to mediate interspecies

interactions in soils, e.g. brassica plants exsude them from their roots and Pseudomonas aeruginosa

bacteria emit them to promote Aspergillus fumigatus growth (Scott et al., 2019). So even if emissions

of VSCs are not high, they might give us insights into which organisms are present and active in

the soil, and how they interact with each other. With the recent enzyme puri�cations and elucida-

tions of biosynthetic pathways, closer investigations on their genetic regulation and potential biotic

and abiotic stress factors triggering the VSC emission and degradation are possible. Examples for

these newer developments are the methylation and demethylation by methanethiol methyltrans-

ferase (Carrion et al., 2015) and MeSH and DMS monooxygenases (Boden et al., 2011; Cao et al.,

2018; Eyice et al., 2018; Hammers et al., 2020) and their coupling to dissimilatory sul�de and sul�te
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reductase (Koch and Dahl, 2018; Kröber and Schäfer, 2019). Potentially, abiotic and biotic processes

could be intertwined or coupled to each other, like in the genesis of COS (Meredith et al., 2018). We

found that sulfate reduction and subsequent methylation to methanethiol as well as the formation of

MeSH and DMS from methylthio and dimethyl sulfonio groups is faster than the interconversion of

MeSH to DMS and vice versa, the demethylation of MeSH to H2S, and the oxidation of MeSH to COS

and DMS to DMSO (Publication 3). This indicates that these steps are governed by di�erent biotic

and abiotic processes and provides further motivation to investigate their regulating factors.

Still, precursors for VSCs are mostly discussed as sulfate and methionine (Liu et al., 2017). With

the vast variety of compounds in soil organic matter, a restriction to sulfate and methionine as sole

precursors of VSCs seems unlikely. Thus, we expanded the search for potential precursors of VSCs

to methylthio-group- and dimethylsulfonio-group-containing substances. We used a metabolomics

approach to search for other potential precursors, and then spiked them and other literature-known

methylthio-group-containing compounds like gonyol to soil. We found proof for our hypothesis,

as all compounds with these functionalities that we examined led to an increase in VSC emissions

(Publication 3). This scavenging of methylthio and dimethyl sulfonio groups might not only occur

when detoxifying VSC-precursors or using them for growth, but also when scavenging sulfur from

organic material in sulfur-starvation conditions analogous to the use of DMS and 2-(methylthio)-

ethanol by a nitrogenase-like methylthio-alkane reductase for methionin formation (North et al.,

2020).

The last comprehensive study on soil VSC emissions is 40 years old, and only comprised US-American

soils (Adams et al., 1981). As pointed out above, the detected emissions are considerably lower than

what we measured ourselves (Publication 3). Of course, our high emissions might be an artifact

since we did not measure in the �eld, but considering the results of Wilkening et al. (2019), maybe

the emissions of Adams et al. (1981) are too low. Hence, systematic emission measurements for both

freshwater wetlands and more arid soils would be bene�cial. Besides wetlands, agricultural soils

should be in the focus, as they are frequently fertilized with sulfate and organic matter like manure

or organic waste. Since these products are known to be substantial VSC emitters (Feilberg et al.,

2010; He et al., 2018), it is very likely that these emissions also persist in soil.

As pointed out in the introduction, the number of plants that were investigated for VSC emissions

is very small, a few crops, and some trees and shrubs temperate, mediterranean, and tropical. Even

though VSC emissions are usually only of minor importance when studying vegetation VOC emis-

sions, they are still sometimes reported, e.g. Tang et al. (2018). As already pointed out by Watts

(2000), a focused study on VSC emissions from plants that enables an accurate determination of the

contribution of vegetation to the global sulfur budget would thus be very helpful.

As discussed above, it is very unlikely that only amino acids are precursors for VSC emissions. One

step to identify other precursors was done by us (Publication 3), and this could be continued. For

example, one should also include glucosinolates from root extracts of e.g. horseradish, as they can
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be degraded to VSCs by fungi (Plaszkó et al., 2020). However, one should not only identify the

precursors, but also the biosynthetic pathways involved. There is currently more work done on

enzymes and microbes involved in VSC degradation than on their formation pathways, presumably

because it is easier to identify microbes and enzymes di�erentially expressed when growing on

VSCs. To my knowledge (and as described in the Metacyc database (Caspi et al., 2020)), neither

a H2S methylation enzyme to form MeSH nor an enzyme cleaving S-methyl methionine to DMS

was completely characterized yet. The latter was puri�ed and investigated for its kinetic properties,

substrate speci�city and inhibitor studies were done (Mazelis et al., 1965), but neither the crystal

structure nor the encoding gene has been identi�ed. Also, the putative link between MeSH and COS

that we found in our study (Publication 3) should be investigated further – the exact biochemical

pathway and its involved microorganisms and enzymes are interesting. Of course, there is always

the possibility to �nd new pathways to VSCs, either from previously unknown VSC precursors or

just by di�erent ways from existing precursors, like the pathway to DMS from methionine via S-

methyl methionine, DMSP, and gonyol in Burkholderia pseudomallei (Trottmann et al. (2020) and

personal communication by him).

Besides the obvious triggers like a low redox potential, a medium soil humidity, a warm temperature,

and high sulfate and methionine contents, there is little information on what governs VSC emissions.

This is especially of interest in the context of VSCs as infochemicals. As they are used for both

pathogen growth promotion (Scott et al., 2019) and defense compounds against �ies (Crespo et al.,

2012) and nematodes (Sikder and Vestergård, 2019), it is very likely that some of these VSCs also

escape to the atmosphere and contribute to the global sulfur budget. Understanding why which

plants and microbes use VSCs for which purpose under which circumstances would not only help

understanding how soil communities form, but would also help assessing their impact on the global

sulfur cycle.

To my knowledge, terrestrial VSC emissions have not been modelled yet. A conceptual model of the

cycling processes will show us which processes we already understand well and where we do not

understand the system well enough to represent it in a model. In analogy to the recent VOC model

proposal by Tang et al. (2019) and the COS model by Ogée et al. (2016), one could model soil VSCs

like depicted in Figure 5.1: Generally, the model is determined by the soil properties, like its texture

and porosity. The main sulfur sources are litter and minerals. They feed into the soil organic matter

and soil sulfate pools. Both processes can be abiotic or biotic, through microbes. From soil organic

matter and soil sulfate, VSCs can be formed. Potentially, one could also include litter degradation as

an input for VSC emissions, but as discussed above, I believe the indirect in�uence of litter via SOM

is more important and the direct link is negligible. VSCs can be adsorbed on particles, dissolved in

soil water, or part of the pore gases in soil. H2S, MeSH, and DMS can be converted into each other.

These processes are all biotic and could be modelled by Michaelis Menthen kinetics. H2S can also

be caught by metal ions to form minerals again, and the other way round – an abiotic process that

can be modelled as a second-order kinetic reaction, or just an equilibrium. Release of VSCs to the
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Figure 5.1.: Proposal for a VSC model. The li�er sulfur pool feeds into soil organic ma�er (SOM).
SOM and sulfate feed volatile sulfur compounds (H2S, MeSH, DMS) in soil. The magni-
tude of the feed is driven by soil humidity, redox potential, and temperature. As these
are microbial processes, they could be modelled as Michaelis Menthen kinetics. VSCs
absorbed on particles, dissolved in soil water and gaseous in the soil air are in equilib-
rium to each other, again depending on the driving parameters. VSCs can be emi�ed
to the atmosphere; here, di�usion laws govern the process. One can model di�erent
soil layers to account for the variation of conditions with depth.

atmosphere depends on di�usion, desorption and dissolution, so Fick’s and Henry’s laws have to be

taken into account here. To capture the e�ect of soil depth, one can model di�erent soil layers. With

such a model, the processes we found could complement what is known in literature, and a deeper

understanding of the soil’s sulfur cycle would be achieved.

5.3. VOC Emissions from Li�er

Leaf litter VOC emissions are often considered to be the main biogenic VOC source besides veg-

etation (Asensio et al., 2008; Tang et al., 2019), but on an ecosystem level, litter VOCs are usually

only determined together with soil emissions as ground VOC emissions (Aaltonen et al., 2011; Bar-

reira et al., 2017; Gray et al., 2014). However, leaf litter emissions can reach the same magnitude as

vegetation emissions in spring and fall (Viros et al., 2020), so an understanding of these emissions

is necessary for accurate VOC emission inventories. Since litter is an important source of organic

carbon for soils and contains a lot of labile carbon as well, its VOC emissions are usually resembled

by the soil below, but on a lower magnitude and with less variability (Le� and Fierer, 2008). So by

understanding litter VOC emissions, we can infer knowledge to soil VOC emissions as well. There

are a few studies investigating species speci�city of VOC emissions on a broad range of di�erent

plants (Gray et al., 2010; Isidorov and Jdanova, 2002; Le� and Fierer, 2008; Viros et al., 2020), but
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when it comes to long-term studies, only di�erent pine and spruce species are well-covered (Bar-

reira et al., 2017; Gray et al., 2014; Greenberg et al., 2012; Haapanala et al., 2012; Hayward et al., 2001;

Isidorov et al., 2003; Mäki et al., 2019a,b; Räisänen et al., 2009). One in-depth time dependence study

has been done on Geum rossii, Deschampsia cespitosa, and Rhododendron maximum (Brown, 2008),

and the change of VOC emissions from green leaves to fresh litter has been studied on birch (Batish

et al., 2006).

We performed a systematic study on how litter of di�erent temperate broadleaf and conifer litter is

degrading in its natural environment (Chapter 4, unpublished manuscript). To our knowledge, this

is the �rst litter VOC emission data for a few of the plants, e.g. C. betulus, Tilia sp., and F. sylvatica.

We observed strong monoterpene emissions for conifers that decreased slowly over time, and a

spike in small polar VOC emissions (methanol, acetaldehyde, acetic acid, H2S) for fresh broadleaf

species. The exponential decay of VOC emissions that Brown (2008) reported matches our �ndings.

Gray et al. (2010) report an increase in biotic emission over a period of 20 days for some of their

litter species. We also observed an increase of monoterpene emissions for P. menzesii from t = 0

to t = 100 d, so this might be an e�ect. Summarizing our study as well as other published studies,

it seems litter VOC emissions quickly rise to a peak and then decay exponentially. However, our

data are rather coarse, measuring only at 0, 100, 200, and 400 d, and most emissions cease after 200 d

the latest. We could show that the VOC emissions depend on the labile carbon in the leaves and

the emission rates are very low when only the leaf skeleton is left. However, for a more accurate

description, it might be interesting to do a more short-term study again and sample the litter e.g.

once a week from November till March or do a long-term soil & litter VOC emission experiment in

single-species and mixed-species forests.

In terms of the driving factors for VOC emissions, Tang et al. (2019) proposed using a plant-storage

derived litter VOC pool and a microbial-derived litter pool. The former would be governed by its

averaged residence time in the pool and the litter temperature, and the latter governed by the lit-

ter moisture and temperature and other biochemical characteristics. The temperature-dependence

was shown by Greenberg et al. (2012), Gray et al. (2014), and Svendsen et al. (2018). The humid-

ity in�uence was shown by Asensio et al. (2012), and Faiola et al. (2014), even showing a burst of

VOC emissions after rewetting similar to the Birch-E�ect for CO2 respiration. We only observed

the humidity-e�ect for acetaldehyde, and we did not �nd a correlation with the CO2 respiration

rate. But we could con�rm the pool size as an important factor governing monoterpene emissions

in conifers, and even the simple carbon content could be used as a proxy for this (Chapter 4, Un-

published Work). In general, it seems like modelling broadleaf litter methanol and conifer litter

monoterpene emissions is su�cient for larger scale VOC emission and atmospheric models.

For future research, it would be interesting to relate structural compound classes to VOC emissions,

to see which precursors are used to produce which VOC. Some steps in this direction have been

made, e.g. by showing that nitrogen limitation in conifer litter degradation can be overcome by

either nitrogen fertilization or the addition of broadleaf (maple) litter and that this decreases VOC
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emissions (Guénon et al., 2017; Huang et al., 2020). This is in line with the observation that the

bulk C:N:P stochiometry is not kept by the microbes, but rather the C:N:P stochiometry of the labile

carbon fraction (Fanin et al., 2013). Isidorov et al. (2005) have started relating structural carbon

classes to monoterpene emissions in larch needle litter, but this is probably even more important

for broadleaf species. It remains to be shown in litter itself that the pectins degrade to methanol

and that acetate originates from sugar metabolism. As far as I know, this is only inferred from our

knowledge of biosynthesis and metabolism pathways in isolated microbial strains, but it has never

been shown that the amount of those compounds and the activity of the microbes degrading these

compound classes in�uences the VOC emissions. Yet this would improve our understanding of litter

VOC emissions and enable us to model them more accurately.

With regards to the tree species, especially litter from pine and spruce both in boreal forests and

mediterranean forests plus oak from mediterranean forests have been studied extensively (Aaltonen

et al., 2011; Asensio et al., 2007a; Gray et al., 2010; Hakola et al., 2012; Hellén et al., 2017; Isidorov

et al., 2003, 2005, 2010, 2016; Mäki et al., 2019a,b; Viros et al., 2020), and there is at least some data

on understorey and shrub litter in those regions as well (Asensio et al., 2012; Batish et al., 2006;

Brown, 2008; Svendsen et al., 2018; Viros et al., 2020). Our study adds knowledge on temperate

tree litter (Chaper 4, Unpublished Work) and there is one study on a tropical forest (Huang et al.,

2020). So regional study areas would thus be temperate, subtropical and tropical forest litters, and

the extension of litte research from tree litter to litter of understorey vegetation, shrubs, herbs,

and grasses. Experiments on VOC emissions from rotting wood and tree stumps as other degrading

organic material as demonstrated by Haapanala et al. (2012) and Kulmala et al. (2014) are also needed

to complete the picture of biogenic degradation-based VOC emissions.

Another research direction might be a systematic inventory of all the di�erent VOCs that are emitted

from tree species. Isidorov and Jdanova (2002), Isidorov et al. (2003), Le� and Fierer (2008), Svendsen

et al. (2018), and Viros et al. (2020) have found numerous non-terpenoid aldehydes, ketones, aromat-

ics, and even halogen, nitrogen, and sulfur compounds for their boreal pine and spruce and mediter-

ranean broadleaf, conifer and shrub litter respectively, and this could and should be continued for

the missing tree litter sources. Especially the emission of methyl chloride and other chlorinated

compounds from litter (Derendorp et al., 2011, 2012) is interesting, as these emissions in�uence the

ozone depletion in the stratosphere and absorb light in wavelength areas not usually covered by

other greenhouse gases. Yet the overall emissions of halogenated compounds from litter is likely

rather small. Distinguishing the di�erent terpenes of course also still remains an interesting �eld

of study for conifers, especially since it seems that the chirality of the compounds might enable a

separation of vegetation and ground/litter terpene emissions (Staudt et al., 2019).

In addition to that, the in�uence of litter VOCs on soil and generally the interactions of litter and soil

in VOC production, degradation, emission, and uptake dynamics still needs further investigation.

Litter VOCs can directly be used as a carbon source by soil microbes (Ramirez et al., 2010b) and

contribute to the soil’s carbon content (Asensio et al., 2012). Labelled litter VOC emissions were
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found in all SOC fractions including dissolved organic matter, particulate organic matter, mineral-

bound organic matter, and microbial matter (McBride et al., 2019, 2020), and litter VOCs were found

to change the activity of microbes by inhibiting nitri�cation processes (McBride et al., 2019). So far,

litter VOCs were only treated as potential carbon sources though. There might also be compounds

used as signals and triggers of microbial activity, as shown for nitri�cation (McBride et al., 2019).

Plus, this might not only be litter VOCs in�uencing soil microbial activity, but also the other way

round. In contrast to nonvolatile leachate organic compounds, VOCs can actually travel from the

soil to the litter, and even if the amounts are smaller than the other way round, the mixture of the

blend or speci�c compounds can probably work as allelopathic compounds to in�uence microbial

activity in the litter.

Taking this into account, analyzing the soil’s volatilome o�ers a unique opportunity to investigate

the underlying soil and litter biogeochemistry nondestructively and in situ. Of course, we can only

observe the net e�ect and not all VOCs will be informative, but if we can identify speci�c VOCs as

biomarkers for speci�c processes, we can track those processes in situ. Thus, by measuring multiple

VOCs in parallel like with an untargeted metabolomics approach, we might be able to observe the

soil’s response to environmental conditions while it is evolving.

Not only the �ora, but also the fauna contributes to the soil’s organic matter pool upon degradation.

To my knowledge, there are no studies on VOC emissions from decaying soil fauna. There are studies

of VOC emissions from forensic investigation of human and other mammal cadavers showing high

emissions of hydrocarbons and carbonyl compounds (Dekeirsschieter et al., 2009; Martin et al., 2021;

Stefanuto et al., 2015) as well as insects living on them (Blanar and Prada-Tiedemann, 2020; Dubie

et al., 2017), but not from other animals. Whereas the VOC emissions of decaying bacteria and fungi

will be captured by the investigation of soil organic matter and soil VOCs, annelides, nematodes and

other soil macrofauna are usually sorted out when doing incubations. Given the fact that annelides

can make up 5% of the soil’s weight (Gisi, 1997), this might be a huge missing VOC source we have

not investigated yet.

Lastly, not only bulk soil, the rhizosphere, and leaves litter should be considered for VOC emissions,

but also earthworm burrows. As organic carbon and microbial activity is enhanced in the drilosphere

due to the excretion of mucus by the earthworms (Guhra et al., 2020), it is very probable that also

VOC emissions are enhanced here. Since the pores of Lumbricus terrestris are vertical (van Schaik

et al., 2014), air should be exchanged with the atmosphere easily, so these earthworm pores could

contribute to VOC emissions from deeper layers of the soils as well.

The common theme of Publication 3 and Chapter 4 is thus the investigation of volatile compounds

from degrading organic matter. The investigated histosol in Publication 3 is essentially also decay-

ing plant parts and litter. What always dominates the VOC and VSC emissions is the availability

of organic precursors that usually originally stem from vegetation. The amino acid degradation for
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MeSH and DMS emissions is tied to relatively fresh, labile organic carbon, either from litter or mi-

crobial origin. We also found small H2S, MeSH, and DMS emissions from fresh litter in Chapter 4 (a

factor of 20 lower than soil VSC emissinos), probably produced by the organic matter degradation

pathways described in Publication 3. Probably, the variety and release rate of litter VOCs is to in-

crease once oxygen gets limiting. This would explain the close relation to litter humidity mentioned

above. Submerging litter would then even start fermentation processes. This is more likely to hap-

pen to the organic carbon leached from the litter into the deeper soil layers, where the air exchange

more limited than in the litter layer with its big pore spaces. Thus, soil and litter VOC emissions

should not only be treated separately, but their interactions are important as well.
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Volatilomics has the potential to give deeper insights into biochemical and biogeochemical processes

as we can monitor a multitude of volatile analytes nondestructively in situ. With the rise of new,

selective and sensitive real-time analysis techniques like PTR-ToF-MS and SIFT-MS, we are now

reaching a level where it actually becomes possible to closely monitor environmental processes in

situ and capture both small and large VOC concentrations. This will enable us to understand the

chemical language of plants, microbes, and animals better and better, until we eventually might be

able to enter into some sort of communication.

Thereby, the four major contributions of this work are �rstly, that we can now use SIFT-MS for

soil and litter VOC emission analysis reliably (Publication 1). Secondly, our validated method to

distinguish isoprene from 2-methyl-3-buten-2-ol in real time enables phytologists and ecologists to

distinguish heat stress signals from di�erent tree species, like we demonstrated for Populus nigra,

Picea glauca, Picea abies, and Pinus ponderosa (Publication 2). Thirdly, our detailed study of the

soil’s sulfur cycle and processes leading to the reduced volatile sulfur compounds hydrogen sul�de,

methanethiol, and dimethyl sul�de showed that dimethyl sul�de mainly originates from organic

matter degradation in peatlands and other at least partially oxygen-restricted soils and thus dimethyl

sul�de �uxes from terrestrial ecosystems might be underestimated. We could also show that higher

VSC levels in the headspace lead to a convergence of the headspace to mainly dimethyl sul�de,

3x less methanethiol, and 10x less hydrogen sul�de as well as some carbonyl sul�de and dimethyl

sulfoxide. Lastly, we could show that litter VOC emissions are mainly caused by oxygenated low-

molecular weight VOCs like methanol or acetaldehyde for fresh broadleaf litter, and terpene and

terpenoid emissions from conifer litter over longer timeframes (Chapter 4).

Each chapter of this thesis opens up the possibility for further research: Based upon my �rst pub-

lication, researchers can now adjust their SIFT-MS to their needs: whether they want to measure

small headspace concentrations of speci�c compounds in a rather dry environment like in soil VOC

research or bigger concentrations in a humid atmosphere as in plant VOC research, the publication

shows how to optimize the parameters to suit their needs best.

Based upon the second publication, phytologists and ecologists can now do �eld studies on isoprene

and 2-methyl-3-buten-2-ol in parallel, and gain insights into the heat stress of di�erent plants in

an ecosystem or into bark beetle infestations. Furthermore, this study can serve as a template for

similar method developments to separate di�erent analytes.
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6. Conclusion

With the deeper understanding of the sulfur cycle that was provided in Publication 3, we opened

an ensemble of new research questions: How important are VSC emissions from other terrestrial

ecosystems like organic-rich forest soils? Which other organic VSC precursors exist? How are the

enzymatic mechanisms involved in these precursor degradations? And how are the contributions

of litter, soil organic matter, sulfate, and minerals to volatile sulfur compounds?

Lastly, the work in Chapter 4 shows that we should focus our litter degradation studies on the small

period directly after litterfall for broadleaf litter, but for conifer litter, much longer time frames are

necessary. We also see a big suite of di�erent compounds, so for �eld studies investigating litter, it

might be useful to try measuring the whole volatilome to get an idea of the magnitude and diversity

of VOC emissions.

As a whole, the thesis links microbial, biosynthetic, metabolic, and abiotic pathways leading to VOC

emissions with environmental emission observations. Studies like this one narrow the gap between

the simple two- or three-way interaction systems of the chemical ecology world and the large-scale

cycle-focused biogeochemistry world. It helps explaining the results we see on the bulk soil and

ecosystem emissions by the numerous processes we know from chemical ecology. By tying organic

precursor compounds and compound classes with VOC emissions and investigating the microbial

community composition and activity, we will be able to gain full understanding of the soil system,

which will then allow us to select the necessary parameters for a model of the system.
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Figure 6.1.: Thesis summary: SIFT-MS was optimized for ambient VOC measurements. Isoprene
and MBO are emi�ed from trees and can now be simultaneously measured. Upon
degradation, broadleaf li�er mainly emits small VOCs when it is fresh and emissions
decrease quickly, whereas needle li�er emits terpenoids as stored in the leaves over
longer periods of time. DMS from peatlands is mainly caused by organic ma�er degra-
dation, whereas H2S and methanethiol also originate from sulfate reduction and can
be converted to DMS easily.
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A.1. VSC Emissions in Di�erent Regions of the World

Table A.1.: VSC emissions from plants according to literature.
species part location T(

◦
C) measurement

method

instrument H2S MeSH DMS COS CS2 DMDS unit source

Brassica juncea leaf-

amended

sandy loam

Wellesbourne,

UK

20 static chamber SPME-

GC-FID

200-

1000

0-400 0-50 0-10 µmol/

kg

(Bending

and Lin-

coln, 1999)

Brassica juncea leaf-

amended

clay loam

Wellesbourne,

UK

20 static chamber SPME-

GC-FID

50-

500

0-150 0-150 0-10 µmol/

kg

(Bending

and Lin-

coln, 1999)

Soybeans whole USA 27-53 dynamic cham-

ber, VOC-free

mobile

GC-FPD

690 1150 -575 µmol/

kg/a

(Goldan

et al., 1987)

Oats whole USA 30-40 dynamic cham-

ber, VOC-free

mobile

GC-FPD

164 707 -82.2 µmol/

kg/a

(Goldan

et al., 1987)

Orchard grass whole +

soil

USA 27-31 dynamic cham-

ber, VOC-free

mobile

GC-FPD

164 247 -493 µmol/

kg/a

(Goldan

et al., 1987)

Purple clover whole +

soil

USA 32-36 dynamic cham-

ber, VOC-free

mobile

GC-FPD

822 214 -214 µmol/

kg/a

(Goldan

et al., 1987)

Corn whole USA 44377 dynamic cham-

ber, VOC-free

mobile

GC-FPD

526 8550 0 µmol/

kg/a

(Goldan

et al., 1987)

Mahogany

(Swietenia
macrophylla
King)- summer

branch Northwestern

Indo-

Gangetic

Plain

30-40 branch enclo-

sure chamber,

VOC-free

PTR-MS 2.7±2.7 µmol/

kg/a

(Vettikkat

et al., 2020)

Mahogany

(Swietenia
macrophylla
King) - Mon-

soon

branch Northwestern

Indo-

Gangetic

Plain

22-38 branch enclo-

sure chamber,

VOC-free

PTR-MS 2.4±2.4 µmol/

kg/a

(Vettikkat

et al., 2020)
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species part location T(
◦
C) measurement

method

instrument H2S MeSH DMS COS CS2 DMDS unit source

Mahogany

(Swietenia
macrophylla
King) - Post-

Monsoon

branch Northwestern

Indo-

Gangetic

Plain

14-28 branch enclo-

sure chamber,

VOC-free

PTR-MS 2.7±3.1 µmol/

kg/a

(Vettikkat

et al., 2020)

Mahogany

(Swietenia
macrophylla
King) - Winter

branch Northwestern

Indo-

Gangetic

Plain

5-30 branch enclo-

sure chamber,

VOC-free

PTR-MS 0.41±0.60 µmol/

kg/a

(Vettikkat

et al., 2020)

Norway spruce seedling lab 20 dynamic cham-

ber, VOC-free

photometric0.571 µmol/

kg/a

(Spálený,

1977)

oat grass whole

(over soil)

Ames,

Iowa, USA

25.5 dynamic cham-

ber, VOC-free

mobile

GC-FPD

49 ±
16

102 ±
56

32 ±
13

9.9 ±
3.3

µmol/

m
2
/a

(Goldan

et al., 1987)

gramma gras whole

(over soil)

Ames,

Iowa, USA

25.5 dynamic cham-

ber, VOC-free

mobile

GC-FPD

38 ±
13

58 ±
16

29 ±
10

6.6 ±
3.3

µmol/

m
2
/a

(Goldan

et al., 1987)

soy plants whole

(over soil)

Ames,

Iowa, USA

25.5 dynamic cham-

ber, VOC-free

mobile

GC-FPD

16± 7 87 ±
48

12± 5 8.2 ±
3.3

µmol/

m
2
/a

(Goldan

et al., 1987)

Purple clover whole

(over soil)

Celeryville,

Ohio, USA

22 dynamic cham-

ber, VOC-free

mobile

GC-FPD

110 ±
25

123 ±
25

20± 5 20± 2 µmol/

m
2
/a

(Goldan

et al., 1987)

Orchard grass whole

(over soil)

Celeryville,

Ohio, USA

22 dynamic cham-

ber, VOC-free

mobile

GC-FPD

112 ±
13

44± 6 36± 7 23± 7 µmol/

m
2
/a

(Goldan

et al., 1987)

"Quack" grass whole

(over soil)

Celeryville,

Ohio, USA

22 dynamic cham-

ber, VOC-free

mobile

GC-FPD

16± 7 87 ±
48

12± 5 8.2 ±
3.3

µmol/

m
2
/a

(Goldan

et al., 1987)

Alpinia zerum-
bet

branch Biosphere2

Mesocosm,

Oracle,

Arizona,

USA

20-27 branch enclo-

sure chamber,

VOC-free?

PTR-MS 3.2 µmol/

m
2
/a

(Jardine

et al., 2015)
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species part location T(
◦
C) measurement

method

instrument H2S MeSH DMS COS CS2 DMDS unit source

Canna indica L. branch Biosphere2

Mesocosm,

Oracle,

Arizona,

USA

20-27 branch enclo-

sure chamber,

VOC-free?

PTR-MS 5.3 µmol/

m
2
/a

(Jardine

et al., 2015)

Cissus sicyodes branch Biosphere2

Mesocosm,

Oracle,

Arizona,

USA

20-27 branch enclo-

sure chamber,

VOC-free?

PTR-MS 5.3 µmol/

m
2
/a

(Jardine

et al., 2015)

Hibiscus rosa-
sinensis L.

branch Biosphere2

Mesocosm,

Oracle,

Arizona,

USA

20-27 branch enclo-

sure chamber,

VOC-free?

PTR-MS 3.2 µmol/

m
2
/a

(Jardine

et al., 2015)

Inga vera W. branch Biosphere2

Mesocosm,

Oracle,

Arizona,

USA

20-27 branch enclo-

sure chamber,

VOC-free?

PTR-MS 2.6 µmol/

m
2
/a

(Jardine

et al., 2015)

Mangifera
indica

branch Biosphere2

Mesocosm,

Oracle,

Arizona,

USA

20-27 branch enclo-

sure chamber,

VOC-free?

PTR-MS 3.2 µmol/

m
2
/a

(Jardine

et al., 2015)

Pterocarpus In-
dicus Wild.

branch Biosphere2

Mesocosm,

Oracle,

Arizona,

USA

20-27 branch enclo-

sure chamber,

VOC-free?

PTR-MS 2.6 µmol/

m
2
/a

(Jardine

et al., 2015)
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Table A.2.: VSC emissions from salt marshes according to literature.
site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

Juncus romeri-
anus

tidally

�ooded

marsh

Cedar Is-

land, North

Carolina,

USA

dynamic cham-

ber, VOC-free

mobile

GC-FPD

net avg

�ux

7070 µmol/

m
2
/a

(Goldan

et al., 1987)

marsh

above high

tide

Cedar Is-

land, North

Carolina,

USA

dynamic cham-

ber, VOC-free

mobile

GC-FPD

net avg

�ux

1970 µmol/

m
2
/a

(Goldan

et al., 1987)

Spartina al-
terni�ora

tidally

�ooded,

low tide

Cedar Is-

land, North

Carolina,

USA

dynamic cham-

ber, VOC-free

mobile

GC-FPD

99-

130

130-

180

8200-

16400

µmol/

m
2
/a

(Goldan

et al., 1987)

tidally

�ooded,

high tide

Cedar Is-

land, North

Carolina,

USA

dynamic cham-

ber, VOC-free

mobile

GC-FPD

330-

3300

66-

99

8200 µmol/

m
2
/a

(Goldan

et al., 1987)

salt water

sandy tidal

pool

both tides Cedar Is-

land, North

Carolina,

USA

dynamic cham-

ber, VOC-free

mobile

GC-FPD

49000-

120000

660-

1300

4900-

5700

µmol/

m
2
/a

(Goldan

et al., 1987)

Spartina al-
terni�ora
marsh

�ooded East USA? static chamber 5300±900 µmol/

m
2
/a

(Dacey

et al., 1987)

Spartina al-
terni�ora
marsh

open

surface

East USA? static chamber 2600±900 µmol/

m
2
/a

(Dacey

et al., 1987)
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site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

Spartina al-
terni�ora
salt marsh

sediment

0-10 cm Flax Pond,

New York,

USA

22 static soil core

incubation

headspace-

GC-FID

260 µmol/

m
2
/a

(Kiene,

1988)

glutaraldehyde-

killed Spartina

alterni�ora

salt marsh

sediment

0-10 cm Flax Pond,

New York,

USA

22 static soil core

incubation

headspace-

GC-FID

2500 µmol/

m
2
/a

(Kiene,

1988)

Spartina al-
terni�ora
salt marsh

sediment

0-10 cm Flax Pond,

New York,

USA

22 static slurry in-

cubation

headspace-

GC-FID

0.36E6 -

1.1E6

µmol/

m
3
/a

(Kiene,

1988)

Spartina
alterni�ora-

invaded salt

marsh

Min River

Estuary,

China

20 pore water

SPME

GC-FPD 20-

120

µmol/

m
3

(Tong et al.,

2018)

native Cyperus
malaccensis salt

marsh

Min River

Estuary,

China

20 pore water

SPME

GC-FPD 20-

80

µmol/

m
3

(Tong et al.,

2018)

Spartina al-
terni�ora
invaded coastal

salt marsh

August Yancheng

Natural

Reserve,

Jiangsu,

China

static chambers GC-MS

(cryofo-

cusing)

(1.8±0.9)E6 µmol/

m
3
/a

(Wang

and Wang,

2017)

Suaeda salsa
coastal salt

marsh

August Yancheng

Natural

Reserve,

Jiangsu,

China

static chambers GC-MS

(cryofo-

cusing)

(0.3±0.1)E6 µmol/

m
3
/a

(Wang

and Wang,

2017)
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site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

Aeluropus lit-
toralis coastal

salt marsh

August Yancheng

Natural

Reserve,

Jiangsu,

China

static chambers GC-MS

(cryofo-

cusing)

(0.4±0.3)E6 µmol/

m
3
/a

(Wang

and Wang,

2017)

coastal salt

marsh mud�at

August Yancheng

Natural

Reserve,

Jiangsu,

China

static chambers GC-MS

(cryofo-

cusing)

(0.6±0.4)E6 µmol/

m
3
/a

(Wang

and Wang,

2017)

Spartina al-
terni�ora
invaded coastal

salt marsh

December Yancheng

Natural

Reserve,

Jiangsu,

China

static chambers GC-MS

(cryofo-

cusing)

(83±7)E6 µmol/

m
3
/a

(Wang

and Wang,

2017)

Suaeda salsa
coastal salt

marsh

December Yancheng

Natural

Reserve,

Jiangsu,

China

static chambers GC-MS

(cryofo-

cusing)

(3.5±0.2)E6 µmol/

m
3
/a

(Wang

and Wang,

2017)

Aeluropus lit-
toralis coastal

salt marsh

December Yancheng

Natural

Reserve,

Jiangsu,

China

static chambers GC-MS

(cryofo-

cusing)

(1.7±1.7)E6 µmol/

m
3
/a

(Wang

and Wang,

2017)

coastal salt

marsh mud�at

December Yancheng

Natural

Reserve,

Jiangsu,

China

static chambers GC-MS

(cryofo-

cusing)

0 µmol/

m
3
/a

(Wang

and Wang,

2017)
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site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

Spartina al-
terni�ora
marsh

year-round Great

Sippewis-

sett Marsh,

Falmouth,

Mas-

sachusets,

USA

dynamic cham-

ber, ambient air

TD-GC-

FPD

(-56-

220)E6

(0-

700)E6

(0-

22)E6

(0-

11)E6

(0-

420)E6

µmol/

m
3
/a

(Steudler

and Pe-

terson,

1985)

Spartina al-
terni�ora
marsh

July Cedar Is-

land, North

Carolina,

USA

dynamic cham-

ber, VOC-free

GC-FPD 0.42E6 H2S+COS 6.1E6 µmol/

m
3
/a

(Aneja

et al., 1979)

Spartina al-
terni�ora
marsh

September Cox’s

Landing,

North

Carolina,

USA

dynamic cham-

ber, VOC-free

GC-FPD 5.8E6 H2S+COS 1.3E6 µmol/

m
3
/a

(Aneja

et al., 1979)

Spartina al-
terni�ora
marsh

July/ Au-

gust

North Car-

olina

dynamic cham-

ber, VOC-free

GC-FPD 0.3E6 1.6E6 1.3E6 1.0E6 4.8E6 1.6E6 µmol/

m
3
/a

(?)

Spartina al-
terni�ora
marsh

July Wallops

Island,

Virginia

ambient air di-

rectly

GC-FPD (34-

180)E6

µmol/

m
3
/a

(Goldberg,

AB et al.,

1981)

saline marsh Aransas W.

R., TX, USA

dynamic cham-

ber, VOC-free

GC-FPD 1880 63 2200 0 11900 160 µmol/

m
2
/a

(Adams

et al., 1981)

saline marsh Cedar Is-

land, North

Carolina,

USA

dynamic cham-

ber, VOC-free

GC-FPD 630-

5000

0-9 220-

49100

63-

630

0-

1900

0-16 µmol/

m
2
/a

(Adams

et al., 1981)
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site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

saline marsh Cox’s

Landing,

North

Carolina,

USA

dynamic cham-

ber, VOC-free

GC-FPD (4.4-

16)E6

(0.21-

0.36)E6

0-

55000

28000-

200000

0-

30000

0-

2300

µmol/

m
2
/a

(Adams

et al., 1981)

saline marsh E. Ware-

ham, Mas-

sachusetts.

USA

dynamic cham-

ber, VOC-free

GC-FPD 0 0 19000 120 880 190 µmol/

m
2
/a

(Adams

et al., 1981)

saline marsh Everglades

National

Park,

Florida,

USA

dynamic cham-

ber, VOC-free

GC-FPD 2.3E6 6900 8100 1300 12000 1600 µmol/

m
2
/a

(Adams

et al., 1981)

saline marsh Georgetown,

South Car-

olina,

USA

dynamic cham-

ber, VOC-free

GC-FPD 29000 190 15000 1600 6900 160 µmol/

m
2
/a

(Adams

et al., 1981)

saline marsh Jeanerette,

LA, USA

dynamic cham-

ber, VOC-free

GC-FPD 0 0 900 6 31 0 µmol/

m
2
/a

(Adams

et al., 1981)

saline marsh Lewes,

Delaware,

USA

dynamic cham-

ber, VOC-free

GC-FPD 3000 0 15000 41000 2200 16 µmol/

m
2
/a

(Adams

et al., 1981)

saline marsh Rockefeller

W. R., LA,

USA

dynamic cham-

ber, VOC-free

GC-FPD 2800 31 250 31 630 94 µmol/

m
2
/a

(Adams

et al., 1981)

saline marsh St. Marks

W. R.,

Florida,

USA

dynamic cham-

ber, VOC-free

GC-FPD 41000 2500 38000 1900 33000 2200 µmol/

m
2
/a

(Adams

et al., 1981)
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site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

saline marsh Sanibel

Island, W.

R., Florida,

USA

dynamic cham-

ber, VOC-free

GC-FPD 19E6 730000 25000 63 34000 51000 µmol/

m
2
/a

(Adams

et al., 1981)

saline marsh Wallops

Island,

Virginia,

USA

dynamic cham-

ber, VOC-free

GC-FPD 0 6900 58000 940 43000 1300 µmol/

m
2
/a

(Adams

et al., 1981)

Table A.3.: VSC emissions from microbial mats according to literature.
site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

cyanobacterial

mat

0-5 mm,

oxic

Sapelo

Island,

Georgia,

USA

20 1/1 diluted

slurry,

headspace

headspace-

GC-FID

-

130E6

µmol/

m
3
/a

(Visscher

et al., 1995)

cyanobacterial

mat

0-5 mm,

anoxic

Sapelo

Island,

Georgia,

USA

20 1/1 diluted

slurry,

headspace

headspace-

GC-FID

-

96E6

µmol/

m
3
/a

(Visscher

et al., 1995)

cyanobacterial

mat

5-10 mm,

oxic

Sapelo

Island,

Georgia,

USA

20 1/1 diluted

slurry,

headspace

headspace-

GC-FID

-

11E6

µmol/

m
3
/a

(Visscher

et al., 1995)

cyanobacterial

mat

5-10 mm,

anoxic

Sapelo

Island,

Georgia,

USA

20 1/1 diluted

slurry,

headspace

headspace-

GC-FID

-6E6 µmol/

m
3
/a

(Visscher

et al., 1995)
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site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

diatom mat 0-10 mm,

oxic

Biscaye

Bay,

Florida,

USA

20 1/1 diluted

slurry,

headspace

headspace-

GC-FID

70E6 32E6 µmol/

m
3
/a

(Visscher

et al., 1995)

diatom mat 0-10 mm,

anoxic

Biscaye

Bay,

Florida,

USA

20 1/1 diluted

slurry,

headspace

headspace-

GC-FID

79E6 39E6 µmol/

m
3
/a

(Visscher

et al., 1995)

diatom mat 10-20 mm,

oxic

Biscaye

Bay,

Florida,

USA

20 1/1 diluted

slurry,

headspace

headspace-

GC-FID

µmol/

m
3
/a

(Visscher

et al., 1995)

carbonate sedi-

ment

0-10 mm,

oxic

Biscaye

Bay,

Florida,

USA

20 1/1 diluted

slurry,

headspace

headspace-

GC-FID

2.6E6 µmol/

m
3
/a

(Visscher

et al., 1995)

carbonate sedi-

ment

0-10 mm,

anoxic

Biscaye

Bay,

Florida,

USA

20 1/1 diluted

slurry,

headspace

headspace-

GC-FID

1.8E6 µmol/

m
3
/a

(Visscher

et al., 1995)

algal mat in

hotspring

e�uent

0-3 mm Octopus

Spring, Yel-

lowstone

National

Park, USA

core headspace

GC-FPD

(0.6±
0.2)E6

33000 µmol/

m
3

(Zinder

et al., 1977)

algal mat in

hotspring

e�uent

3-18 mm Octopus

Spring, Yel-

lowstone

National

Park, USA

core headspace

GC-FPD

6000 µmol/

m
3

(Zinder

et al., 1977)
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site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

phototrophic

bacteria

July- Octo-

ber

Lake

Cardagno

0-15 25-

230

20-

150

0-6 µmol/

m
3

(Fritz and

Bachofen,

2000)

hypersaline

cyanobacterial

mat

0-5 mm seawater

evapora-

tion pond,

Guerrero

Negro,

Mexico

20 mat in aquar-

ium

GC-FPD 0-

1E5

20-

200

µmol/

m
3

(Visscher

et al., 2003)

hypersaline

cyanobacterial

mat

0-5 mm seawater

evapora-

tion pond,

Guerrero

Negro,

Mexico

20 pond water,

oxic

GC-FPD (12±10)E3 µmol/

m
2
/a

(Visscher

et al., 2003)

hypersaline

cyanobacterial

mat

0-5 mm seawater

evapora-

tion pond,

Guerrero

Negro,

Mexico

20 pond water,

anoxic

GC-FPD 4800±1700 µmol/

m
2
/a

(Visscher

et al., 2003)
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Table A.4.: VSC emissions from mangrove forests according to literature.
site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

more inland,

open spaces,

abundant man-

grove litter,

non-rooted

1-60 cm Mzinga

creek,

Mtoni

mangrove

forest, Dar

es Salam,

Tanzania

25-32 dissolved, in

situ

electrodes (2-

25)E6

µmol/

m
3

(Lyimo

et al.,

2002a)

more inland,

open spaces,

abundant man-

grove litter,

rooted

1-60 cm Mzinga

creek,

Mtoni

mangrove

forest, Dar

es Salam,

Tanzania

25-32 dissolved, in

situ

electrodes (15)E6 µmol/

m
3

(Lyimo

et al.,

2002a)

landside, close

to land, less

deep mud, lit-

ter, non-rooted

1-60 cm Mzinga

creek,

Mtoni

mangrove

forest, Dar

es Salam,

Tanzania

25-32 dissolved, in

situ

electrodes (2-

6)E6

µmol/

m
3

(Lyimo

et al.,

2002a)

intermediate

between other

stations, non-

rooted

1-60 cm Mzinga

creek,

Mtoni

mangrove

forest, Dar

es Salam,

Tanzania

25-32 dissolved, in

situ

electrodes (1-

5)E5

µmol/

m
3

(Lyimo

et al.,

2002a)
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site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

intermediate

between other

stations, rooted

1-60 cm Mzinga

creek,

Mtoni

mangrove

forest, Dar

es Salam,

Tanzania

25-32 dissolved, in

situ

electrodes (0.5-

2)E6

µmol/

m
3

(Lyimo

et al.,

2002a)

seaside, no lit-

ter, Sonneratia

alba-rich, crab-

holes, rooted

1-60 cm Mzinga

creek,

Mtoni

mangrove

forest, Dar

es Salam,

Tanzania

25-32 dissolved, in

situ

electrodes (0.02-

2)E6

µmol/

m
3

(Lyimo

et al.,

2002a)

Mangrove

sediment with

open areas

(inland site

from above?)

0-5 cm Mzinga

creek,

Mtoni

mangrove

forest, Dar

es Salam,

Tanzania

30 static cham-

ber, CO2/N2

headspace

GC-FPD (0.7±0.3)E6 µmol/

kg/a

(Lyimo

et al.,

2002b)

Mangrove

sediment with

open areas

(inland site

from above?)

5-10 cm Mzinga

creek,

Mtoni

mangrove

forest, Dar

es Salam,

Tanzania

30 static cham-

ber, CO2/N2

headspace

GC-FPD (0.3±0.1)E6 µmol

/kg/a

(Lyimo

et al.,

2002b)
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site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

Mangrove sedi-

ment with open

areas

10-15 cm Mzinga

creek,

Mtoni

mangrove

forest, Dar

es Salam,

Tanzania

30 static cham-

ber, CO2/N2

headspace

GC-FPD (0.3±0.2)E6 µmol/

kg/a

(Lyimo

et al.,

2002b)

Mangrove sedi-

ment with open

areas

15-20 cm Mzinga

creek,

Mtoni

mangrove

forest, Dar

es Salam,

Tanzania

30 static cham-

ber, CO2/N2

headspace

GC-FPD (0.3±0.2)E6 µmol/

kg/a

(Lyimo

et al.,

2002b)

Mangrove sedi-

ment with open

areas

20-25 cm Mzinga

creek,

Mtoni

mangrove

forest, Dar

es Salam,

Tanzania

30 static cham-

ber, CO2/N2

headspace

GC-FPD 0.2E6 µmol/

kg/a

(Lyimo

et al.,

2002b)

Mangrove sedi-

ment with open

areas

25-30 cm Mzinga

creek,

Mtoni

mangrove

forest, Dar

es Salam,

Tanzania

30 static cham-

ber, CO2/N2

headspace

GC-FPD 0.1E6 µmol/

kg/a

(Lyimo

et al.,

2002b)
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site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

Mangrove

sediment with

open areas

(inland site

from above?)

Mzinga

creek,

Mtoni

mangrove

forest, Dar

es Salam,

Tanzania

30 static cham-

ber, CO2/N2

headspace

GC-FPD 33000 14000±900 µmol/

kg/a

(Lyimo

et al., 2009)

Table A.5.: VSC emissions from freshwater wetlands and lakes according to literature.
site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

Strati�ed

alpine lake

(summer)

mixolimnium Lake

Cadagno,

Piora

valley,

Switzer-

land

7.17 direct wa-

ter/sediment

samples

photometric,

GC-FPD

2E6 0 0 (0-

10)E6

0 µmol/

m
3

(Fritz and

Bachofen,

2000)

Strati�ed

alpine lake

(summer)

transition

zone

Lake

Cadagno,

Piora

valley,

Switzer-

land

5-7 direct wa-

ter/sediment

samples

photometric,

GC-FPD

(1-

4)E6

(0-

15)E6

(0-

40)E6

(0-

20)E6

0-

30000

µmol/

m
3

(Fritz and

Bachofen,

2000)

Strati�ed

alpine lake

(summer)

mimolimnium Lake

Cadagno,

Piora

valley,

Switzer-

land

4-5 direct wa-

ter/sediment

samples

photometric,

GC-FPD

(0.25-

0.3)E6

0 (0-

10)E6

(80-

100)E6

0 µmol/

m
3

(Fritz and

Bachofen,

2000)
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site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

Strati�ed

alpine lake

(summer)

water

column

Lake

Cadagno,

Piora

valley,

Switzer-

land

4-17 direct wa-

ter/sediment

samples

photometric,

GC-FPD

0 0 80E6 µmol/

m
3

(Fritz and

Bachofen,

2000)

Strati�ed

alpine lake

(summer)

sediment Lake

Cadagno,

Piora

valley,

Switzer-

land

4-5 direct wa-

ter/sediment

samples

photometric,

GC-FPD

(10-

40)E6

(40-

70)E6

(250-

400)E6

µmol/

m
3

(Fritz and

Bachofen,

2000)

Strati�ed lake epilimnion/

metal-

imnion

Linsley

Pond,

North

Branford,

Connecti-

cut, USA

10-24 direct water

samples

GC-

PFPD

(0-

5)E6

(0-

2)E6

(0-

4)E6

µmol/

m
3

(Hu et al.,

2007)

Strati�ed lake anoxic hy-

polimnium

Linsley

Pond,

North

Branford,

Connecti-

cut, USA

5-10 direct water

samples

GC-

PFPD

(0-

90)E6

(0-

10)E6

(1-

18)E6

µmol/

m
3

(Hu et al.,

2007)

Canal water Desjardins

Canal,

Ontario,

Canada

direct water

samples

GC-

ELCD

(purge

and trap)

430-

5400

120-

350

H2S +

COS

µmol/

m
3

(Caron and

Kramer,

1994)
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site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

Great Lakes water Lake On-

tario,

Ontario,

Canada

direct water

samples

GC-

ELCD

(purge

and trap)

450-

4000

640-

2000

H2S +

COS

µmol/

m
3

(Caron and

Kramer,

1994)

Great Lakes sediment Lake On-

tario,

Ontario,

Canada

direct water

samples

GC-

ELCD

(purge

and trap)

270 320 H2S +

COS

µmol/

m
3

(Caron and

Kramer,

1994)

Lake sediment Harp Lake,

Huntsville,

Ontario,

Canada

direct water

samples

GC-

ELCD

(purge

and trap)

400 520 H2S +

COS

µmol/

m
3

(Caron and

Kramer,

1994)

Bog lake soil water Luther

Lake,

Ontario,

Canada

direct water

samples

GC-

ELCD

(purge

and trap)

6100 170 H2S +

COS

µmol/

m
3

(Caron and

Kramer,

1994)

Bog lake lake water Luther

Lake,

Ontario,

Canada

direct water

samples

GC-

ELCD

(purge

and trap)

1200 820 H2S +

COS

µmol/

m
3

(Caron and

Kramer,

1994)

Bog lake bog water

(shade)

Luther

Lake,

Ontario,

Canada

direct water

samples

GC-

ELCD

(purge

and trap)

7100 2200 H2S +

COS

µmol/

m
3

(Caron and

Kramer,

1994)

Bog lake bog water

(sunlight)

Luther

Lake,

Ontario,

Canada

direct water

samples

GC-

ELCD

(purge

and trap)

11000 760 H2S +

COS

µmol/

m
3

(Caron and

Kramer,

1994)
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site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

Prairie salt lake May -

September

Humboldt

Lake,

Saskatchewan,

Canada

water sample at

50 cm depth

GC-FPD

(purge

and trap)

0-8 0.9-

3.9

0.4-

0.6

0-3 0.7-

4.5

µmol/

m
3

(Richards

et al., 1994)

Prairie salt lake May -

September

Patience

Lake,

Saskatchewan,

Canada

water sample

at50 cm depth

GC-FPD

(purge

and trap)

0-

2.5

1.7-

8.3

0.5-

1.4

0.8-

3.6

0-

3.6

µmol/

m
3

(Richards

et al., 1994)

Prairie salt lake May -

September

Waldsea

Lake,

Saskatchewan,

Canada

water sample at

50 cm depth

GC-FPD

(purge

and trap)

0-

4.7

6.3-

130

0-

0.9

0-

1.8

0-

3.0

µmol/

m
3

(Richards

et al., 1994)

Prairie salt lake May -

September

Bid Quill

Lake,

Saskatchewan,

Canada

water sample at

50 cm depth

GC-FPD

(purge

and trap)

1.4-

18

60-

230

0.6-

1.2

0-6 0-

3.2

µmol/

m
3

(Richards

et al., 1994)

Prairie salt lake May -

September

Little Man-

itou Lake,

Saskatchewan,

Canada

water sample at

50 cm depth

GC-FPD

(purge

and trap)

0-22 3.2-

170

0.4-

1

0-

3.6

0-13 µmol/

m
3

(Richards

et al., 1994)

Prairie salt lake May -

September

Chaplin

Lake East,

Saskatchewan,

Canada

water sample at

50 cm depth

GC-FPD

(purge

and trap)

23-

600

52-

1400

1.5-

1.9

0-

480

5.0-

2100

µmol/

m
3

(Richards

et al., 1994)

Prairie salt lake May -

September

Chaplin

Lake west,

Saskatchewan,

Canada

water sample at

50 cm depth

GC-FPD

(purge

and trap)

0-

650

110-

3100

1.7-

27

0-

130

18-

200

µmol/

m
3

(Richards

et al., 1994)
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site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

Kinosheo May -

September

Hudson

Bay Low-

lands,

Ontario,

Canada

water sample at

50 cm depth

GC-FPD

(purge

and trap)

0-

2.4

0.4-

7.8

0.4-

2.4

0-

2.7

0-

1.8

µmol/

m
3

(Richards

et al., 1994)

Coastal fen May -

September

Hudson

Bay Low-

lands,

Ontario,

Canada

water sample at

50 cm depth

GC-FPD

(purge

and trap)

0 0-

2.8

0-

1.6

0 0 µmol/

m
3

(Richards

et al., 1994)

Interior fen May -

September

Hudson

Bay Low-

lands,

Ontario,

Canada

water sample at

50 cm depth

GC-FPD

(purge

and trap)

0 0-1 0.3-

0.7

0-

1.4

0 µmol/

m
3

(Richards

et al., 1994)

Prairie salt lake May -

September

Humboldt

Lake,

Ontario,

Canada

stagnant �lm

gas exchange

model

0-91 4.5-

34

2.3-

8.0

0-18 2.3-

57

µmol/

m
2
/a

(Richards

et al., 1994)

Prairie salt lake May -

September

Patience

Lake,

Ontario,

Canada

stagnant �lm

gas exchange

model

0-

4.5

3.4-

18

1.1-

4.6

2.3-

11

0-

8.0

µmol/

m
2
/a

(Richards

et al., 1994)

Prairie salt lake May -

September

Waldsea

Lake,

Ontario,

Canada

stagnant �lm

gas exchange

model

0-50 24-

1800

0-

8.0

0-

8.0

0-25 µmol/

m
2
/a

(Richards

et al., 1994)
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site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

Prairie salt lake May -

September

Bid Quill

Lake,

Ontario,

Canada

stagnant �lm

gas exchange

model

0-

100

410-

820

2.3-

10

0-46 0-23 µmol/

m
2
/a

(Richards

et al., 1994)

Prairie salt lake May -

September

Little Man-

itou Lake,

Ontario,

Canada

stagnant �lm

gas exchange

model

0-

180

14-

1100

2.3-

6.9

0-14 0-91 µmol/

m
2
/a

(Richards

et al., 1994)

Prairie salt lake May -

September

Chaplin

Lake East,

Ontario,

Canada

stagnant �lm

gas exchange

model

130-

4500

300-

8700

8.0-

140

0-70 30-

1200

µmol/

m
2
/a

(Richards

et al., 1994)

Prairie salt lake May -

September

Chaplin

Lake west,

Ontario,

Canada

stagnant �lm

gas exchange

model

0-

3500

910-

12000

11-

210

0-

910

100-

1200

µmol/

m
2
/a

(Richards

et al., 1994)

Open bog with

acidic ponds

May -

September

Kinosheo,

Hudson

Bay Low-

lands,

Ontario,

Canada

stagnant �lm

gas exchange

model

0-25 0-82 1.1-

22

0-25 0-

8.0

µmol/

m
2
/a

(Richards

et al., 1994)

Coastal fen May -

September

Hudson

Bay Low-

lands,

Ontario,

Canada

stagnant �lm

gas exchange

model

0 0-39 4.6-

17

0 0 µmol/

m
2
/a

(Richards

et al., 1994)
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site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

Interior fen May -

September

Hudson

Bay Low-

lands,

Ontario,

Canada

stagnant �lm

gas exchange

model

0 0-17 2.3-

9.1

0-17 0 µmol/

m
2
/a

(Richards

et al., 1994)

Hypolimnetic

zone

Small ex-

perimental

lakes

Experimental

Lakes Area,

North-

western

Ontario,

Canada

sediment pore

water

GC-FPD

(cryofo-

cused)

(0.30-

0.36)E6

24000-

210000

84000-

400000

0-

70000

µmol/

m
2
/a

(Richards

et al., 1991)

Small experi-

mental lakes

Experimental

Lakes Area,

North-

western

Ontario,

Canada

direct water

samples

GC-FPD

(cryofo-

cused)

0-

2.8

0.3-

2.7

0-

0.9

0-

3.0

µmol/

m
3

(Richards

et al., 1991)

Small ex-

perimental

lakes fed with

sulfuric acid

Experimental

Lakes Area,

North-

western

Ontario,

Canada

direct water

samples

GC-FPD

(cryofo-

cused)

0-32 0.3-

110

0.2-

1.1

0-

0.3

µmol/

m
3

(Richards

et al., 1991)

NE bog Experimental

Lakes Area,

North-

western

Ontario,

Canada

direct water

samples

GC-FPD

(cryofo-

cused)

0.38 0.7-

110

0 0-

0.3

µmol/

m
3

(Richards

et al., 1991)
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site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

Lakes in Red

Lake Area

Canadian

Shield near

Red Lake,

Ontario,

Canada

direct water

samples

GC-FPD

(cryofo-

cused)

0 0-

5.1

0-

0.7

0 µmol/

m
3

(Richards

et al., 1991)

Anoxic Hy-

polimnion

Strati�ed Lake

Schleinsee,

Germany

direct water

samples

GC-SSD

(cryofo-

cused)

62 11 traces 0.7 µmol/

m
3

(Henatsch

and Jüttner,

1988)

Minerotrophic

Peatland

surface De Bruck,

Nether-

lands

590-

19000

0.06-

1.6

0.02-

0.71

0.03-

0.40

0.02-

0.03

µmol/

m
3

(Lomans

et al., 1997)

Minerotrophic

Peatland

sediment De Bruck,

Nether-

lands

0.3-

0.9

0.02-

0.16

0.01-

0.32

0.13-

0.30

(1-

6)E-

3

µmol/

m
3

(Lomans

et al., 1997)

organic/sulfate

rich sediment

Zegveld

I, Nether-

lands

(0.16-

0.18)E6

µmol/

m
3

(Lomans

et al.,

2001b)

organic/sulfate

rich sediment

Zegveld

II, Nether-

lands

(0.14-

0.19)E6

µmol/

m
3

(Lomans

et al.,

2001b)

orcanig/iron

rich sediment

Hatertse

Vennen,

Nether-

lands

6000-

26000

µmol/

m
3

(Lomans

et al.,

2001b)

organic/iron

rich sediment

Bruuk I,

Nether-

lands

0-

1300

µmol/

m
3

(Lomans

et al.,

2001b)

organic/sulfate

rich sediment

Bruuk II,

Nether-

lands

(0.13-

0.30)E6

µmol/

m
3

(Lomans

et al.,

2001b)
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site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

organic/sulfate

rich sediment

Dekkerswald,

Nether-

lands

(0.14-

0.24)E6

µmol/

m
3

(Lomans

et al.,

2001b)

organic/sulfate

rich sediment

Breukelen,

Nether-

lands

15000-

110000

µmol/

m
3

(Lomans

et al.,

2001b)

organic/sulfate/iron

rich sediment

Tienhoven

I, Nether-

lands

2000-

3000

µmol/

m
3

(Lomans

et al.,

2001b)

organic-rich

sediment

Tienhoven

II, Nether-

lands

3000-

8000

µmol/

m
3

(Lomans

et al.,

2001b)

organic-rich

sediment

Maarssen,

Nether-

lands

(0.10-

0.25)E6

µmol/

m
3

(Lomans

et al.,

2001b)

moist, cal-

careous C.
jamaicense
freshwater

wetland

Everglades

National

Park,

Florida,

USA

12-37 dynamic cham-

ber, VOC-free

27-

1300

0-

1900

0-

140

0-

190

µmol

/m
2
/a

(Cooper

et al., 1987)

moist, sandy

wetland with J.
roemerianus

St. Marks

National

Wildlife

Refuge,

Florida,

USA

19-38 dynamic cham-

ber, VOC-free

160-

770

27-

1800

0 0 µmol/

m
2
/a

(Cooper

et al., 1987)
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site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

moist, peaty

wetland with

D. spicata

Merritt

Island

National

Wildlife

Refuge,

Florida,

USA

15-

32.5

dynamic cham-

ber, VOC-free

0-

42000

0-

6300

0-

470

0-

410

µmol/

m
2
/a

(Cooper

et al., 1987)

moist, peaty

wetland with

A. germians

Rookery

Bay Na-

tional

Estuarine

Sanctuary,

Florida,

USA

13-34 dynamic cham-

ber, VOC-free

82-

220

0-

2700

0-

160

0-

160

µmol/

m
2
/a

(Cooper

et al., 1987)

dry, calcareous

wetland with B.
maritima

Everglades

National

Park,

Florida,

USA

19-23 dynamic cham-

ber, VOC-free

160-

270

270-

1900

27-

82

27-

140

µmol/

m
2
/a

(Cooper

et al., 1987)

Sphagnum peat Sallie’s Fen,

Barring-

ton, New

Hampshire,

USA

3-29.3 static and dy-

namic chamber

incubations (S-

free air)

GC-FPD 35-

3800

32-

480

µmol/

m
2
/a

(de Mello

and Hines,

1994)

Lake of Galilee Israel water samples

(0, 5, 20 m

depth)

GC-MS 0 0-25 µmol/

m
3

(Ginzburg

et al., 1998)
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site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

Lake Con-

stance

depth pro-

�le

Germany/

Switzer-

land/

Austria

water samples GC-FID

(cryo-

genic

purge

and trap)

0.2-

0.4

µmol/

m
3

(Steinke

et al., 2018)

Lake Con-

stance

surface

emissions

Germany/

Switzer-

land/

Austria

water samples GC-FID

(cryo-

genic

purge

and trap)

7.0-

110

µmol/

m
2
/a

(Steinke

et al., 2018)

East Lake,

University

of Electronic

Science and

Technology of

China)

Chengu,

China

water samples MSSF-

CL

5.0-

60

µmol/

m
3

(Leng et al.,

2021)

Qingsgui river Chengdu,

China

water samples MSSF-

CL

0-10 µmol/

m
3

(Leng et al.,

2021)

Zipingpu

and Tuanjie

Reservoir

Chengu,

China

water samples MSSF-

CL

20-

40

µmol/

m
3

(Leng et al.,

2021)

Lake Superior

o�-shore

Canada water samples GC-FPD

(cryo-

genic

purge

and trap)

(5-

44)E6

µmol/

m
2
/a

(Nriagu

and Hold-

way, 1989)
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site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

Lake Erie Canada water samples GC-FPD

(cryo-

genic

purge

and trap)

0.02-

0.05

µmol/

m
2
/a

(Nriagu

and Hold-

way, 1989)

Lake Ontario Canada water samples GC-FPD

(cryo-

genic

purge

and trap)

0.04-

1.5

µmol/

m
2
/a

(Nriagu

and Hold-

way, 1989)

nonsaline

swamp

Brunswick

Co., NC,

USA

dynamic cham-

ber, VOC-free

GC-FPD 2800 160 750 690 µmol/

m
2
/a

(Adams

et al., 1981)

nonsaline

swamp

Elba, NY,

USA

dynamic cham-

ber, VOC-free

GC-FPD 5000 130 190 190 µmol/

m
2
/a

(Adams

et al., 1981)

nonsaline

swamp

Okefenokee

W. R., GA,

USA

dynamic cham-

ber, VOC-free

GC-FPD 31 660 160 690 31 µmol/

m
2
/a

(Adams

et al., 1981)

wet suborder Ames, IA,

USA

dynamic cham-

ber, VOC-free

GC-FPD 4500 94 530 500 µmol/

m
2
/a

(Adams

et al., 1981)

wet suborder Clarkedale,

AR, USA

dynamic cham-

ber, VOC-free

GC-FPD 9.3 3.1 31 94 µmol/

m
2
/a

(Adams

et al., 1981)

wet suborder Georgetown,

SC, USA

dynamic cham-

ber, VOC-free

GC-FPD 250 63 250 160 µmol/

m
2
/a

(Adams

et al., 1981)

wet suborder Hastings,

FL, USA

dynamic cham-

ber, VOC-free

GC-FPD 31 94 31 63 22 µmol/

m
2
/a

(Adams

et al., 1981)

wet suborder Jeanerette,

LA, USA

dynamic cham-

ber, VOC-free

GC-FPD 310 31 31 94 µmol/

m
2
/a

(Adams

et al., 1981)
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site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

freshwater

pond

Belle Val-

ley, OH,

USA

dynamic cham-

ber, VOC-free

GC-FPD 2200 160 630 880 63 µmol/

m
2
/a

(Adams

et al., 1981)

histosol Belle

Glade, FL,

USA

dynamic cham-

ber, VOC-free

GC-FPD 160 31 63 130 6.3 µmol/

m
2
/a

(Adams

et al., 1981)

histosol Brunswick

Co., NC,

USA

dynamic cham-

ber, VOC-free

GC-FPD 2800 190 220 530 µmol/

m
2
/a

(Adams

et al., 1981)

histosol Celeryville,

OH, USA

dynamic cham-

ber, VOC-free

GC-FPD 1500 94 380 190 µmol/

m
2
/a

(Adams

et al., 1981)

histosol Dismal

Swamp,

NC, USA

dynamic cham-

ber, VOC-free

GC-FPD 560-

1400

22-

63

0-

250

3.1-

63

6.3-

9.4

µmol/

m
2
/a

(Adams

et al., 1981)

histosol E. Ware-

ham, MA,

USA

dynamic cham-

ber, VOC-free

GC-FPD 0 410 0 13 94 µmol/

m
2
/a

(Adams

et al., 1981)

histosol Elba, NY,

USA

dynamic cham-

ber, VOC-free

GC-FPD 4900 190 720 4300 µmol/

m
2
/a

(Adams

et al., 1981)

histosol Fairhope,

AL, USA

dynamic cham-

ber, VOC-free

GC-FPD 0 31 31 440 µmol/

m
2
/a

(Adams

et al., 1981)

histosol Fens, MN,

USA

dynamic cham-

ber, VOC-free

GC-FPD 1300 94 310 94 µmol/

m
2
/a

(Adams

et al., 1981)

histosol Lakeland,

FL, USA

dynamic cham-

ber, VOC-free

GC-FPD 2200 340 0 250 µmol/

m
2
/a

(Adams

et al., 1981)

histosol Laingsburg,

MI, USA

dynamic cham-

ber, VOC-free

GC-FPD 1400 340 340 130 µmol/

m
2
/a

(Adams

et al., 1981)

histosol One Stone

Lake, WI,

USA

dynamic cham-

ber, VOC-free

GC-FPD 2600 31 750 380 µmol/

m
2
/a

(Adams

et al., 1981)
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Table A.6.: VSC emissions from rice paddies according to literature.
site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

Zhanjiang rice

paddy �eld

chemically

fertilized

Guangdong

Province,

China

closed chamber GC-FPD

(sorbent

traps)

0 0 980 160 0 0 µmol/

kg/a

(Yang et al.,

1998)

Zhanjiang rice

paddy �eld

organic

and chem-

ically

fertilized

Guangdong

Province,

China

closed chamber GC-FPD

(sorbent

traps)

0 0 1300 330 160 0 µmol/

kg/a

(Yang et al.,

1998)

Changsha rice

paddy �eld

chemically

fertilized

Hunan

Province,

China

closed chamber GC-FPD

(sorbent

traps)

0 0 1100 160 660 8200 µmol/

kg/a

(Yang et al.,

1998)

Changsha rice

paddy �eld

organic

and chem-

ically

fertilized

Hunan

Province,

China

closed chamber GC-FPD

(sorbent

traps)

0 0 1800 330 490 1100 µmol/

kg/a

(Yang et al.,

1998)

Yingtan rice

paddy �eld

chemically

fertilized

Jianxi

Province,

China

closed chamber GC-FPD

(sorbent

traps)

0 160 330 160 0 0 µmol/

kg/a

(Yang et al.,

1998)

Yingtan rice

paddy �eld

organic

and chem-

ically

fertilized

Jianxi

Province,

China

closed chamber GC-FPD

(sorbent

traps)

0 330 490 0 0 0 µmol/

kg/a

(Yang et al.,

1998)

Wuxian rice

paddy �eld

chemically

fertilized

Jiangsu

Province,

China

closed chamber GC-FPD

(sorbent

traps)

160 490 8800 330 2000 2900 µmol/

kg/a

(Yang et al.,

1998)

Wuxian rice

paddy �eld

organic

and chem-

ically

fertilized

Jiangsu

Province,

China

closed chamber GC-FPD

(sorbent

traps)

0 650 11000 330 3300 3400 µmol/

kg/a

(Yang et al.,

1998)
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site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

Nanjing rice

paddy �eld

chemically

fertilized

Jiangsu

Province,

China

closed chamber GC-FPD

(sorbent

traps)

160 490 6200 160 1800 2600 µmol/

kg/a

(Yang et al.,

1998)

Nanjing rice

paddy �eld

organic

and chem-

ically

fertilized

Jiangsu

Province,

China

closed chamber GC-FPD

(sorbent

traps)

0 490 9100 330 2600 3100 µmol/

kg/a

(Yang et al.,

1998)

Rice Paddy annual cy-

cle

Xiaolingwei,

Nanjing,

China

closed chamber GC-FPD

(sorbent

traps)

0-

2300

other 0-

1300

µmol/

m
2
/a

(Yang et al.,

1998)

Arid Oase Rice

Paddy �eld

no rice Sandaoba,

Urumqi,

Xinjiang

Uygur Au-

tonomous

Region,

China

static chambers GC-FPD

(cryofo-

cusing)

-53-

220

0-

110

µmol/

m
2
/a

(Jing et al.,

2017)

Arid Oase Rice

Paddy �eld

rice

planted

Sandaoba,

Urumqi,

Xinjiang

Uygur Au-

tonomous

Region,

China

static chambers GC-FPD

(cryofo-

cusing)

-

310-

0

16-

200

µmol/

m
2
/a

(Jing et al.,

2017)
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site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

Arid Oase Rice

Paddy �eld

rice

planted,

urea at 10 g

N/m
2

Sandaoba,

Urumqi,

Xinjiang

Uygur Au-

tonomous

Region,

China

static chambers GC-FPD

(cryofo-

cusing)

-

480-

16

0-

250

µmol/

m
2
/a

(Jing et al.,

2017)

Arid Oase Rice

Paddy �eld

rice

planted,

urea and

(NH4)2SO4

at 10 g

N/m
2

and

2.5 g S/m
2

Sandaoba,

Urumqi,

Xinjiang

Uygur Au-

tonomous

Region,

China

static chambers GC-FPD

(cryofo-

cusing)

-

430-

47

0-

160

µmol/

m
2
/a

(Jing et al.,

2017)

Table A.7.: VSC emissions from temperate soils according to literature.
site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

agricultural

soil

Ames, Iowa 25.5 dynamic cham-

ber, VOC-free

mobile

GC-FPD

9.9 15 46 9.9 µmol/

m
2
/a

(Goldan

et al., 1987)

agricultural

soil

Celeryville,

Ohio, USA

22 dynamic cham-

ber, VOC-free

mobile

GC-FPD

76 9.9 110 23 µmol/

m
2
/a

(Goldan

et al., 1987)

Al�sol Wadesville,

IN, USA

dynamic cham-

ber, VOC-free

GC-FPD 31 0 31 63 63 63 µmol/

m
2
/a

(Adams

et al., 1979)

Inceptisol Philo, OH,

USA

dynamic cham-

ber, VOC-free

GC-FPD 88 0 6.3 69 38 44 µmol/

m
2
/a

(Adams

et al., 1979)

Histosol Dismal

Swamp,

NC, USA

dynamic cham-

ber, VOC-free

GC-FPD 560 0 22 0 3.1 3.1 µmol/

m
2
/a

(Adams

et al., 1979)
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site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

Saline Swamp Cedar Is-

land, NC,

USA

dynamic cham-

ber, VOC-free

GC-FPD 610 0 220 50 0 0 µmol/

m
2
/a

(Adams

et al., 1979)

Saline Marsh Cox’s

Landing,

NC, USA

dynamic cham-

ber, VOC-free

GC-FPD 4.4E6 0.2E6 0 0.2E6 0 0 µmol/

m
2
/a

(Adams

et al., 1979)

Alluvial Clay Clarkedale,

AR, USA

dynamic cham-

ber, VOC-free

GC-FPD 13 0 3.1 44 0 0 µmol/

m
2
/a

(Adams

et al., 1979)

mollisol Linneus,

MO, USA

dynamic cham-

ber, VOC-free

GC-FPD 3300 0 94 280 160 0 µmol/

m
2
/a

(Adams

et al., 1981)

mollisol Shreveport,

LA, USA

dynamic cham-

ber, VOC-free

GC-FPD 0 0 31 63 120 0 µmol/

m
2
/a

(Adams

et al., 1981)

mollisol Yankeetown,

IN, USA

dynamic cham-

ber, VOC-free

GC-FPD 2300 0 63 720 660 0 µmol/

m
2
/a

(Adams

et al., 1981)

al�sol Kearnysville,

WV, USA

dynamic cham-

ber, VOC-free

GC-FPD 2600 0 63 910 690 3.1 µmol/

m
2
/a

(Adams

et al., 1981)

al�sol

(wooded)

R.T.P., NC,

USA

dynamic cham-

ber, VOC-free

GC-FPD 0 0 0 130 31 0 µmol/

m
2
/a

(Adams

et al., 1981)

al�sol (culti-

vated)

R.T.P., NC,

USA

dynamic cham-

ber, VOC-free

GC-FPD 250 0 160 94 31 0 µmol/

m
2
/a

(Adams

et al., 1981)

al�sol Shreveport,

LA, USA

dynamic cham-

ber, VOC-free

GC-FPD 0 0 190 63 160 0 µmol/

m
2
/a

(Adams

et al., 1981)

al�sol Stephenvlle,

TX; USA

dynamic cham-

ber, VOC-free

GC-FPD 0 0 9.4 6.3 94 0 µmol/

m
2
/a

(Adams

et al., 1981)

al�sol Wadesville,

IN, USA

dynamic cham-

ber, VOC-free

GC-FPD 310 0 31 63 63 63 µmol/

m
2
/a

(Adams

et al., 1981)

inceptisol Belle Vally,

OH, USA

dynamic cham-

ber, VOC-free

GC-FPD 2300 0.6E6 130 130 310 0 µmol/

m
2
/a

(Adams

et al., 1981)

inceptisol Philo, OH,

USA

dynamic cham-

ber, VOC-free

GC-FPD 94 0 6.2 63 31 44 µmol/

m
2
/a

(Adams

et al., 1981)
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site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

Spodosols E. Ware-

ham, MA,

USA

dynamic cham-

ber, VOC-free

GC-FPD 0 0 410 0 0 6.3 µmol/

m
2
/a

(Adams

et al., 1981)

ultisol Calhoun,

GA, USA

dynamic cham-

ber, VOC-free

GC-FPD 280 0 63 94 340 3.1 µmol/

m
2
/a

(Adams

et al., 1981)

ultisol Fairhope,

AL, USA

dynamic cham-

ber, VOC-free

GC-FPD 16 0 63 31 160 9.4 µmol/

m
2
/a

(Adams

et al., 1981)

Rendzina Jul-Oct Germany 9-13 dynamic cham-

ber, VOC-free

GC-FPD

(cryofo-

cusing)

2200 1700 890 µmol/

m
2
/a

(Staubes

et al., 1989)

Gleysol Jul-Oct Germany dynamic cham-

ber, VOC-free

GC-FPD

(cryofo-

cusing)

630 1600 1400 µmol/

m
2
/a

(Staubes

et al., 1989)

Acrisol May-Oct Germany 9.8-

22.5

dynamic cham-

ber, VOC-free

GC-FPD

(cryofo-

cusing)

2200 1700 1300 µmol/

m
2
/a

(Staubes

et al., 1989)

Acrisol Jul-Oct Germany 9.7-

22.0

dynamic cham-

ber, VOC-free

GC-FPD

(cryofo-

cusing)

2500 2400 1500 µmol/

m
2
/a

(Staubes

et al., 1989)

Acrisol Jul-Oct Germany 9.0-

20.2

dynamic cham-

ber, VOC-free

GC-FPD

(cryofo-

cusing)

970 3100 5000 µmol/

m
2
/a

(Staubes

et al., 1989)

Hortisol Apr-Nov Germany 0.1-

24.6

dynamic cham-

ber, VOC-free

GC-FPD

(cryofo-

cusing)

1300 2600 2000 µmol/

m
2
/a

(Staubes

et al., 1989)

Fluvisol Jul-Oct Germany 9.0-

20.8

dynamic cham-

ber, VOC-free

GC-FPD

(cryofo-

cusing)

4100 3000 3100 µmol/

m
2
/a

(Staubes

et al., 1989)
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site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

Histosol May-Oct Germany 10.0-

22.3

dynamic cham-

ber, VOC-free

GC-FPD

(cryofo-

cusing)

3000 3900 2500 µmol/

m
2
/a

(Staubes

et al., 1989)

Histosol May Germany 7.3-

22.8

dynamic cham-

ber, VOC-free

GC-FPD

(cryofo-

cusing)

13000 10000 1000 µmol/

m
2
/a

(Staubes

et al., 1989)

Histosol May Germany 6.5-

26.0

dynamic cham-

ber, VOC-free

GC-FPD

(cryofo-

cusing)

2700 10000 950 µmol/

m
2
/a

(Staubes

et al., 1989)

Histosol May Germany 13.2 dynamic cham-

ber, VOC-free

GC-FPD

(cryofo-

cusing)

48000 30000 620 µmol/

m
2
/a

(Staubes

et al., 1989)

Histosol May Germany 16.0 dynamic cham-

ber, VOC-free

GC-FPD

(cryofo-

cusing)

18000 8000 520 µmol/

m
2
/a

(Staubes

et al., 1989)

Maize �eld year-round Tsukuba,

Japan

0-30 closed chamber GC-FPD

(cryofo-

cusing)

0-

110000

0-

16000

0-

26000

µmol/

m
2
/a

(Kanda

et al., 1995)

wheat �eld year-round Tsukuba,

Japan

0-30 closed chamber GC-FPD

(cryofo-

cusing)

0-

53000

0-

26000

0-

26000

µmol/

m
2
/a

(Kanda

et al., 1995)

beech forest -

fermentation

layer

Darmstadt,

Germany

20 dynamic cham-

ber, ambient air

GC-FPD

(cryofo-

cusing)

0 0-

7.1

-22-

7.0

-5.8-

0

µmol/

kg/a

(Kesselmeier

and Hu-

bert, 2002)

beech forest -

leaf litter layer

Darmstadt,

Germany

20 dynamic cham-

ber, ambient air

GC-FPD

(cryofo-

cusing)

0-33 0-

130

-85-

50

-4.6-

7.5

µmol/

kg/a

(Kesselmeier

and Hu-

bert, 2002)
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Table A.8.: VSC emissions from subtropical soils according to literature.
site location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

monsoon evergreen

broadleaf forest soil with

litter

6.0-

32

-33-

4.1

-3.5-

6.0

µmol/

m
2
/a

(Yi et al.,

2010)

monsoon evergreen

broadleaf forest soil with-

out litter

13-

66

-32 -

-11

-3.8-

1.6

µmol/

m
2
/a

(Yi et al.,

2010)

broadleaf mixed forest soil

with litter

5.4-

21

-19-

24

0-

5.0

µmol/

m
2
/a

(Yi et al.,

2010)

broadleaf mixed forest soil

without litter

9.8-

25

-68-

11

0.9-

5.0

µmol/

m
2
/a

(Yi et al.,

2010)

pine forest with litter 3.5-

12

-15-

140

1.6-

2.8

µmol/

m
2
/a

(Yi et al.,

2010)

pine forest without litter 9.2-

33

-81-

92

2.2-

14

µmol/

m
2
/a

(Yi et al.,

2010)

Table A.9.: VSC emissions from tropical soils according to literature.
site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

rainforest veg-

etation + soil

Wet season Brazil aircraft mea-

surement

GC-FPD

(gold

wool

trapping,

cryofo-

cusin)

840 210 420 53 µmol/

m
2
/a

(Andreae

and An-

dreae,

1988)
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site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

rainforest soil wet season Ducke

Reserve,

Brazil

dynamic cham-

ber (VOC-free)

GC-FPD

(gold

wool

trapping,

cryofo-

cusin)

37±16 21±5.3 210±21 µmol/

m
2
/a

(Andreae

and An-

dreae,

1988)

rainforest veg-

etation + soil

dry season Brazil aircraft mea-

surement

GC-FPD

(gold

wool

trapping,

cryofo-

cusin)

580 53 240±100 µmol/

m
2
/a

(Andreae

et al., 1990)

rainforest soil Suriname 25
◦
C dynamic cham-

ber (VOC-free)

PTR-MS 200±800 µmol/

m
2
/a

(Jardine

et al., 2015)

well-drained

rainforest soil

Ivory coast �uorescence3200 µmol/

m
2
/a

(Delmas

and Ser-

vant, 1983)

�ooded rain-

foest soil

Ivory coast �uorescence77000 µmol/

m
2
/a

(Delmas

and Ser-

vant, 1983)

Abidjan soil dry season Ivory coast �uorescence10000 µmol/

m
2
/a

(Delmas

and Ser-

vant, 1983)

rainforest La Selva,

Costa Rica

GC-FPD

(gold

wool

trapping,

cryofo-

cusin)

5.3-

210

µmol/

m
2
/a

(Andreae

and An-

dreae,

1988)
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site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

rainforest soil Billings

Reservoir,

Brazil

dynamic cham-

ber (ambient

air)

GC-FPD

(cryofo-

cusing)

-

9500-

92000

0-

140000

0 22000-

170000

3200-

22000

µmol/

m
2
/a

(Jaeschke

et al., 1994)

vegetated rain-

forest soil

Serra do

Mar, Brazil

dynamic cham-

ber (ambient

air)

GC-FPD

(cryofo-

cusing)

-

320-

100

0-53 0-

320

-

210-

0

-26-

26

µmol/

m
2
/a

(Jaeschke

et al., 1994)

estuary Radio

Universal,

Brazil

dynamic cham-

ber (ambient

air)

GC-FPD

(cryofo-

cusing)

32-

410

0 0-

520

530-

12000

74-

1400

µmol/

m
2
/a

(Jaeschke

et al., 1994)

Sacoglottis gab.

Forest edge

ground level

Reserve

de Campo,

Cameroon

plant cuvette GC-FPD

(cryofo-

cusing)

total S 850-

2400

µmol/

m
2
/a

(Kesselmeier

et al., 1993)

Sacoglottis gab.

In the forest

canopy top (45

m)

Reserve

de Campo,

Cameroon

plant cuvette GC-FPD

(cryofo-

cusing)

toal S 19000 µmol/

m
2
/a

(Kesselmeier

et al., 1993)

Porterandia

clad. Forest

edge near

ground

Reserve

de Campo,

Cameroon

plant cuvette GC-FPD

(cryofo-

cusing)

total S 1000 µmol/

m
2
/a

(Kesselmeier

et al., 1993)

Amazon rain-

forest

ATTO,

Brasil

eddy covariane PTR-MS 0.8-

6.0

µmol/

m
3

(Jardine

et al., 2015)

rainforest veg-

etation + soil at

35 m height

Reserve

de Campo,

Cameroon

tower measure-

ment

GC-FPD

(cryofo-

cusing)

n.d. 18 4.4 µmol/

m
3

(Kesselmeier

et al., 1993)
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site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

rainforest veg-

etation + soil

Impfondo,

Congo

direct air

sampling on

ground

GC-FPD

(gold

wool

trapping,

cryofo-

cusin)

1.7±0.7 1.2±0.6 24 µmol/

m
3

(Bingemer

et al., 1992)

rainforest veg-

etation + soil

Impfondo,

Congo

simulation GC-FPD

(gold

wool

trapping,

cryofo-

cusin)

330±170 µmol/

m
2
/a

(Bingemer

et al., 1992)

Table A.10.: VSC emissions from arctic soils according to literature.
site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

Antarctic

Ocean Atmo-

sphere

Drake

Passage,

Antarctica

direct air sam-

pling

GC-FPD

(gold

wool

trapping,

cryofo-

cusin)

0-

0.15E-

3

(1.7-

8.3)E-

3

µmol/

m
3

(Berresheim

et al., 1989)

Antarctic

Ocean Atmo-

sphere

Gerlache

Strait,

Antarctica

direct air sam-

pling

GC-FPD

(gold

wool

trapping,

cryofo-

cusin)

0-

0.09E-

3

(0.7-

9.8)E-

3

µmol/

m
3

(Berresheim

et al., 1989)
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site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

Antarctic

Ocean Atmo-

sphere

Brans�eld

Strait,

Antarctica

direct air sam-

pling

GC-FPD

(gold

wool

trapping,

cryofo-

cusin)

0 (4.6-

5.7)E-

3

µmol/

m
3

(Berresheim

et al., 1989)

Antarctic

Ocean Atmo-

sphere

Coastal

Shelf /

Gerlache

Strait,

Antarctica

direct air sam-

pling

GC-FPD

(gold

wool

trapping,

cryofo-

cusin)

0 (1.5-

2.8)E-

3

µmol/

m
3

(Berresheim

et al., 1989)

Arctic Ocean

Atmosphere

Ba�n Bay,

Lancaster

Sound,

Nares

Strait,

Canada/Greenland

direct air sam-

pling

HR-ToF-

CIMS

7.3-

4400

µmol/

m
2
/a

(Mungall

et al., 2016)

wet meadow

grass and sedge

Yukon-

Kuskokwim

delta,

Bethel,

Alaska,

USA

dynamic cham-

ber (VOC-free

air)

GC-FPD

(cryofo-

cusing)

24-

89

11-

46

0-

9.6

µmol/

m
2
/a

(Hines,

1992)

wet meadow

moss

Yukon-

Kuskokwim

delta,

Bethel,

Alaska,

USA

dynamic cham-

ber (VOC-free

air)

GC-FPD

(cryofo-

cusing)

13-

83

2.0-

78

0-29 µmol/

m
2
/a

(Hines,

1992)
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site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

upland mixed Yukon-

Kuskokwim

delta,

Bethel,

Alaska,

USA

dynamic cham-

ber (VOC-free

air)

GC-FPD

(cryofo-

cusing)

0-44 20-

110

0-11 µmol/

m
2
/a

(Hines,

1992)

upland

Labroador

Tea

Yukon-

Kuskokwim

delta,

Bethel,

Alaska,

USA

dynamic cham-

ber (VOC-free

air)

GC-FPD

(cryofo-

cusing)

4.4-

73

25-

88

0 µmol/

m
2
/a

(Hines,

1992)

upland moss Yukon-

Kuskokwim

delta,

Bethel,

Alaska,

USA

dynamic cham-

ber (VOC-free

air)

GC-FPD

(cryofo-

cusing)

0-67 29-

74

0 µmol/

m
2
/a

(Hines,

1992)

upland lichen Yukon-

Kuskokwim

delta,

Bethel,

Alaska,

USA

dynamic cham-

ber (VOC-free

air)

GC-FPD

(cryofo-

cusing)

7.0-

9.6

96-

110

0 µmol/

m
2
/a

(Hines,

1992)

lake Yukon-

Kuskokwim

delta,

Bethel,

Alaska,

USA

dynamic cham-

ber (VOC-free

air)

GC-FPD

(cryofo-

cusing)

6.1-

7.0

25 0-

9.6

µmol/

m
2
/a

(Hines,

1992)
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Table A.11.: VSC emissions from human and animal waste according to literature.
site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

�sh waste static chamber GC-MS 64000 230000 1.8 4.8 190 DMTS 2300 µmol/

kg/a

(He et al.,

2018)

�sh waste static chamber GC-MS EtSH 2900 µmol/

kg/a

(He et al.,

2018)

pork waste static chamber GC-MS 97 190000 390 DMTS 290 µmol/

kg/a

(He et al.,

2018)

pork waste static chamber GC-MS EtSH 59 µmol/

kg/a

(He et al.,

2018)

suburban and

rural land�lls

Southeast

Spain

cartridge sam-

pling

GC-MS 0-59 0-

0.6

0.6-

5.2

0-

1.1

EtSH 0-26 µmol/

m
3

(Borras

et al., 2016)

Reactive Acti-

vated sludge

Philadelphia’s

Northeast

Water

Pollution

Control

Plant, USA

water samples GC-MS

(purge

and trap)

32 62 0 0 0-74 µmol/

m
3

(Cheng

et al., 2005)

Primary tank Philadelphia’s

Northeast

Water

Pollution

Control

Plant, USA

water samples GC-MS

(purge

and trap)

0-44 0-

810

80-

12000

0 0-64 µmol/

m
3

(Cheng

et al., 2005)

Aeration tank Philadelphia’s

Northeast

Water

Pollution

Control

Plant, USA

water samples GC-MS

(purge

and trap)

0-97 0-

5300

0-

20000

0 0-

440

µmol/

m
3

(Cheng

et al., 2005)
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site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

Upstream of a

siphon

winter Sydney,

Australia

direct air GC-SCD

(cryofo-

cusing)

110 18 1.8 0.18 0.21 EtSH 0 µmol/

m
3

(Wang

et al., 2015)

Upstream of a

siphon

summer Sydney,

Australia

direct air GC-SCD

(cryofo-

cusing)

330 27 3.3 0.36 0.47 EtSH 0 µmol/

m
3

(Wang

et al., 2015)

pump stations

wet well

winter Sydney,

Australia

direct air GC-SCD

(cryofo-

cusing)

11 1.5 0.8 0.08 0.16 EtSH 0 µmol/

m
3

(Wang

et al., 2015)

pump stations

wet well

summer Sydney,

Australia

direct air GC-SCD

(cryofo-

cusing)

34 7.5 1.4 0.12 0.21 EtSH 0 µmol/

m
3

(Wang

et al., 2015)

inlet (down-

stream of

siphon)

winter Sydney,

Australia

direct air GC-SCD

(cryofo-

cusing)

32 86 1.0 0.05 0.08 EtSH 0 µmol/

m
3

(Wang

et al., 2015)

inlet (down-

stream of

siphon)

summer Sydney,

Australia

direct air GC-SCD

(cryofo-

cusing)

140 15 1.0 0.13 0.17 EtSH 0 µmol/

m
3

(Wang

et al., 2015)

outlet (after ac

unit)

winter Sydney,

Australia

direct air GC-SCD

(cryofo-

cusing)

0.8 0.4 1.1 0.14 0.44 EtSH 0 µmol/

m
3

(Wang

et al., 2015)

outlet (after ac

unit)

summer Sydney,

Australia

direct air GC-SCD

(cryofo-

cusing)

3.2 0.1 1.0 0.23 0.76 EtSH 0 µmol/

m
3

(Wang

et al., 2015)

intensive pig

production

facility

Groenhoej,

Jutland,

Denmark

direct air PTR-MS 2000-

3600

2000-

3500

µmol/

a

(Feilberg

et al., 2010)
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site speci�cs location T

(
◦
C)

measurement

method

instrument H2S MeSH DMS COS CS2 DMDS other other unit source

agricultural

soil

QualiAgro

site,

Feucherolles,

France

dynamic cham-

ber (VOC-free

air)

PTR-MS (1.6±
0.6)E6

(0.82±
0.16)E6

diethyl

sul�de

(3.2±
0.7)E6

µmol/

kg/a

(Abis et al.,

2018)

soil amended

with bio-waste

compost

QualiAgro

site,

Feucherolles,

France

dynamic cham-

ber (VOC-free

air)

PTR-MS (0.76±
0.44)E6

(1.1±
0.25)E6

diethyl

sul�de

(3.2±
1.8)E6

µmol/

kg/a

(Abis et al.,

2018)

soil with farm-

yard manure

QualiAgro

site,

Feucherolles,

France

dynamic cham-

ber (VOC-free

air)

PTR-MS (1.35±
0.03)E6

(0.95±
0.22)E6

diethyl

sul�de

(3.8±
0.5)E6

µmol/

kg/a

(Abis et al.,

2018)

soil amended

with co-

composting

green wastes

with sewage

sludge

QualiAgro

site,

Feucherolles,

France

dynamic cham-

ber (VOC-free

air)

PTR-MS (1.2±
0.3)E6

(1.45±
0.25)E6

diethyl

sul�de

(12±
2)E6

µmol/

kg/a

(Abis et al.,

2018)

soil with mu-

nicipal solid

waste compost

QualiAgro

site,

Feucherolles,

France

dynamic cham-

ber (VOC-free

air)

PTR-MS (1.3±
0.4)E6

(0.95±
0.32)E6

diethyl

sul�de

(5.1±
0.6)E6

µmol/

kg/a

(Abis et al.,

2018)
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S1 Experimental  

Table S1: Measured ions (m/z in u) for SIFT-MS and PTR-MS to compare the compounds of the VOC standard. 

substance m/z(SIFT-MS ) in u m/z(PTR-MS) in u 

 H3O
+ NO+ O2

+ 

α-pinene 81, 137, 155 136 93 81, 137 

1,4-dichlorobenzene 147 146 146 148 

2-butenal 71, 89 69 69, 70 71 

acetaldehyde 45, 63 43 43 45 

acetone 59, 77 88 43, 58 59 

acetonitrile 42, 60 71 - 42 

acrolein 57, 75 55, 86 28, 55 75 

benzene 79 78, 108 78 79 
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S2 SIFT-MS optimization to reduce background 

 

Figure S1: Background as recorded for different flow restrictors in the multi-port inlet: capillaries from silica coated stainless steel (as 

provided by Syft Technologies, grey bars), from PEEK (blue bars), and a Swagelok needle valve (yellow bars). The ion intensity is normalized 

to 106 counts of the reagent ion and the air flow entering the system in sccm. (b) is a zoomed-in version of (a), to visualize differences better. 

The reagent ions as well as their water clusters and isotopic peaks are not shown to improve clarity.  

We chose to use the needle valve since it consistently shows lowest contamination in the range <150 u.  
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Figure S2: Relative improvement of the instrument background (instrument being flushed with VOC free air) after changing the o-rings in the 

system to FEP coated FKM o-rings. Comparing the critical intensity 𝑰𝑳𝑶𝑫  =  𝑰𝒃𝒂𝒄𝒌𝒈𝒓𝒐𝒖𝒏𝒅 
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ +  𝟑 ∙  𝒔𝒅(𝑰𝒃𝒂𝒄𝒌𝒈𝒓𝒐𝒖𝒏𝒅) before (old) and after 

(new) the change, normalized to the critical intensity after the o-ring change. (a) complete display of all improvement factors, (b) zoomed plot 

for lower relative improvements. The data was normalized to 106 reagent ion counts before comparing it. Changes in secondary reagent ions, 

i.e. H3O
+ / 30, 32, 37, 55, 73, NO+ / 19, 32, 37, 48, O2

+ / 19, 30, 37 as well as reagent ion isotopic peaks were removed from the data before 

plotting. The curves are LOESS fits of the critical intensities with regard to the three reagent ions.  

We found H3O
+ 63, 65, 67, and 114 u and O2

+ 63, and 64, which might all be different ions of difluorovinylidene quenching products and 

residual monomers, [CF2CH]+, [CF2CH3]
+, [CF2CH5]

+, [C2F4CH2]
+, and [CF2CH2]

+. H3O
+ 100 u might be [C2F4]

+, 202 u might be [C4F8H2]
+, 

196 and 146 u could be [HC2F4CO2H]+ and [HCF2CO2H]+, NO+ 169 could be [C3F7]
+, and O2

+ 102 amu could be [C2F4H2]
+ which might be 

CI



 

 

byproducts in the PTFE production or degradation. This all hints to the fact that the previous o-rings in the system degassed small contaminants 

that could come from their production process.   
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Figure S3: Complete results of the carrier gas flow optimization for helium carrier gas and zero air dilution gas, UFT = 50 V, TFT = 140°C, 90% 

humidity at 25°C. (a), (b): for the different reagent ions H3O
+, NO+, and O2

+, the detected primary and secondary reagent ions symbolized by 

their mass are shown 19 = H2O
+, 37 = H3O

+· H2O, 55 = H3O
+· 2 H2O, 73 = H3O

+· 3 H2O, 30 = NO+, 48 = NO+· H2O, 32 = O2
+. (a): absolute 
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ion counts, (b): proportion of reagent ions relative to the water clusters. (c–h): behaviour of the product ions upon reaction with H3O
+ (19 + 37 

+ 55, (c, d)), NO+ (e, f), and O2
+ (g, h) as reagent ions. (c, e, g): absolute ion counts, (d, f, h): counts normalized to reagent ion counts. 
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Figure S4: Complete results of the carrier gas flow optimization for helium carrier gas and zero air dilution gas, UFT = 50 V, TFT = 140°C, 90% 

humidity at 25°C, picture section of Fig. S3 for low carrier gas flows <100 sccm. (a), (b): for the different reagent ions H3O
+, NO+, and O2

+, the 

detected primary and secondary reagent ions symbolized by their mass are shown 19 = H2O
+, 37 = H3O

+· H2O, 55 = H3O
+· 2 H2O, 73 = H3O

+· 

3 H2O, 30 = NO+, 48 = NO+· H2O, 32 = O2
+. (a): absolute ion counts, (b): proportion of reagent ions relative to the water clusters. (c–h): 

behaviour of the product ions upon reaction with H3O
+ (19 + 37 + 55, (c, d)), NO+ (e, f), and O2

+ (g, h) as reagent ions. (c, e, g): absolute ion 

counts, (d, f, h): counts normalized to reagent ion counts. 
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Figure S5: Complete results of the flow tube temperature for helium carrier gas and zero air dilution gas, UFT = 50 V, ϕFT  = 395 sccm, 90% 

humidity at 25°C.(a–b) for the different reagent ions H3O
+, NO+, and O2

+, the detected primary and secondary reagent ions symbolized by their 

mass are shown 19 = H2O
+, 37 = H3O

+· H2O, 55 = H3O
+· 2 H2O, 73 = H3O

+· 3 H2O, 30 = NO+, 48 = NO+· H2O, 32 = O2
+. (a) absolute ion 

counts, (b) proportion of reagent ions relative to the water clusters. (c–h) behaviour of the product ions upon reaction wih H3O
+ (19 + 37 + 55, 

c, d), NO+ (e, f), and O2
+ (g, h) as reagent ions. (c, e, g) absolute ion counts, (d, f, h) counts normalized to reagent ion counts. 
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Figure S6: Flow tube voltage optimization for helium carrier gas and zero air dilution gas, ϕFT = 395 sccm, TFT = 140°C, 90% humidity at 

25°C. (a–b) for the different reagent ions H3O
+, NO+, and O2

+, the detected primary and secondary reagent ions symbolized by their massare 

shown 19 = H2O
+, 37 = H3O

+· H2O, 55 = H3O
+· 2 H2O, 73 = H3O

+· 3 H2O, 30 = NO+, 48 = NO+· H2O, 32 = O2
+. (a) absolute ion counts, (b) 

proportion of reagent ions relative to the water clusters. (c–h) behaviour of the product ions upon reaction with H3O
+ (19 + 37 + 55, c, d), NO+ 

(e, f), and O2
+ (g, h) as reagent ions. (c, e, g) absolute ion counts, (d, f, h) counts normalized to reagent ion counts. 
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Figure S7: Carrier gas flow optimization for nitrogen carrier gas and zero air dilution gas, UFT = 50 V, TFT = 140°C, 90% humidity at 25°C. 

(a–b) for the different reagent ions H3O
+, NO+, and O2

+, the detected primary and secondary reagent ions symbolized by their mass are shown 

19 = H2O
+, 37 = H3O

+· H2O, 55 = H3O
+· 2 H2O, 73 = H3O

+· 3 H2O, 30 = NO+, 48 = NO+· H2O, 32 = O2
+. (a) absolute ion counts, (b) 

proportion of reagent ions relative to the water clusters. (c–h) behaviour of the product ions upon reaction with H3O
+ (19 + 37 + 55, c, d), NO+ 

(e, f), and O2
+ (g, h) as reagent ions. (c, e, g) absolute ion counts, (d, f, h) counts normalized to reagent ion counts. 
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Figure S8: Carrier gas flow optimization for nitrogen carrier gas and zero air dilution gas, UFT = 50 V, TFT = 140°C, 90% humidity at 25°C, 

picture section of Fig. S7 for low carrier gas flows. (a–b) for the different reagent ions H3O
+, NO+, and O2

+, the detected primary and secondary 

reagent ions symbolized by their mass are shown 19 = H2O
+, 37 = H3O

+· H2O, 55 = H3O
+· 2 H2O, 73 = H3O

+· 3 H2O, 30 = NO+, 48 = NO+· 

H2O, 32 = O2
+. (a) absolute ion counts, (b) proportion of reagent ions relative to the water clusters. (c–h) behaviour of the product ions upon 
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reaction with H3O
+ (19 + 37 + 55, c, d), NO+ (e, f), and O2

+ (g, h) as reagent ions. (c, e, g) absolute ion counts, (d, f, h) counts normalized to 

reagent ion counts. 
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Figure S9: Flow tube temperature optimization for nitrogen carrier gas and zero air dilution gas, UFT = 50 V, ϕFT = 5 TorrL s-1, 90% humidity 

at 25°C. (a–b) for the different reagent ions H3O
+, NO+, and O2

+, the detected primary and secondary reagent ions symbolized by their mass are 

shown 19 = H2O
+, 37 = H3O

+· H2O, 55 = H3O
+· 2 H2O, 73 = H3O

+· 3 H2O, 30 = NO+, 48 = NO+· H2O, 32 = O2
+. (a) absolute ion counts, (b) 

proportion of reagent ions relative to the water clusters. (c–h) behaviour of the product ions upon reaction with H3O
+ (19 + 37 + 55, c, d), NO+ 

(e, f), and O2
+ (g, h) as reagent ions. (c, e, g) absolute ion counts, (d, f, h) counts normalized to reagent ion counts. 
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Figure S10: Flow tube voltage optimization for nitrogen carrier gas and zero air dilution gas, ϕFT = 5 TorrL s-1, TFT = 140°C, 90% humidity at 

25°C. (a–b) for the different reagent ions H3O
+, NO+, and O2

+, the detected primary and secondary reagent ions symbolized by their mass are 

shown 19 = H2O
+, 37 = H3O

+· H2O, 55 = H3O
+· 2 H2O, 73 = H3O

+· 3 H2O, 30 = NO+, 48 = NO+· H2O, 32 = O2
+. (a) absolute ion counts, (b) 
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proportion of reagent ions relative to the water clusters. (c–h) behaviour of the product ions upon reaction with H3O
+ (19 + 37 + 55, c, d), NO+ 

(e, f), and O2
+ (g, h) as reagent ions. (c, e, g) absolute ion counts, (d, f, h) counts normalized to reagent ion counts. 

Table S2: LODs (in ppb, derived from Blank, 3*sd), of the SIFT-MS with nitrogen carrier gas of the different compounds and relative 

humidities at 25°C. 

compound m/zreag / m/zprod Dry 30% 

humidity 

60% 

humidity 

90% 

humidity 

methanol 19 / 33 0.720 0.342 0.385 0.803 

acetonitrile 19 / 42 0.075 0.053 0.063 0.251 

acetaldehyde 19 / 45 0.429 0.288 0.240 0.281 

acrolein 19 / 57 0.112 0.219 0.348 1.077 

isoprene 19 / 69 0.120 0.142 0.167 0.264 

butanone 19 / 73 0.112 0.191 0.152 0.229 

toluene 19 / 93 0.048 0.164 0.100 0.222 

o-xylene 19 / 107 0.074 0.126 0.193 0.272 

a-pinene 19 / 137 0.317 0.064 0.319 0.168 

dichlorobenzene 19 / 147 0.131 0.120 0.196 2.609 

isoprene 30 / 68 0.094 0.110 0.141 0.182 

2-butenal 30 / 69 0.084 0.077 0.033 0.060 

benzene 30 / 78 0.063 0.181 0.098 0.215 

toluene 30 / 92 0.127 0.058 0.094 0.098 

butanone 30 / 102 0.116 0.093 0.116 0.114 

o-xylene 30 / 106 0.073 0.212 0.106 0.090 

chlorobenzene 30 / 112 0.145 0.193 0.238 0.219 

α-pinene 30 / 136 0.125 0.240 0.292 0.359 

dichlorobenzene 30 / 146 0.175 0.144 0.155 0.239 

2-butenal 32 / 69 0.026 0.177 0.166 0.181 

butanone 32 / 72 0.113 0.140 0.192 0.460 

benzene 32 / 78 0.080 0.109 0.064 0.136 

toluene 32 / 92 0.066 0.050 0.081 0.087 

α-pinene 32 / 93 0.049 0.088 0.130 0.214 

chlorobenzene 32 / 112 0.132 0.219 0.079 0.192 

dichlorobenzene 32 / 146 0.194 0.093 0.117 0.171 
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Table S3: Sensitivities ± 95% confidence interval (in cps/ppb, based on product ion counts normalized to 106 reagent ion counts, df = 26), of 

the SIFT-MS with nitrogen carrier gas of the different compounds and relative humidities at 25°C. NA: LOD was over 2 ppb so that not 

enough calibration points remained for a calibration.  

compound m/zreag / m/zprod Dry 30% 

humidity 

60% 

humidity 

90% 

humidity 

methanol 19 / 33 111 ± 2    104 ± 2    110 ± 2    36.2 ± 0.8 

acetonitrile 19 / 42 235 ± 2    236 ± 1    232 ± 2    109.0 ± 0.8 

acetaldehyde 19 / 45 200 ± 2    195 ± 2    194 ± 2    85 ± 1    

acrolein 19 / 57 220 ± 4    223 ± 3    219 ±3    118 ± 3    

isoprene 19 / 69 135 ± 1    129 ± 1    124 ± 2    29.8 ± 0.4 

butanone 19 / 73 264 ± 1    252 ± 2    250 ± 2    148 ± 2    

toluene 19 / 93 137 ± 1    130.2 ± 0.9 127 ± 1    21.5 ± 0.7 

o-xylene 19 / 107 144.4 ± 0.8 137.2 ± 0.9 135 ± 1    28.4 ± 0.3 

a-pinene 19 / 137 63.1 ± 0.6 63.4 ± 0.9 59.0 ± 0.6 36.1 ± 0.5 

dichlorobenzene 19 / 147 71.0 ± 0.9 64.1 ± 0.6 62.8 ± 0.8 3.4 ± 0.3 

isoprene 30 / 68 82.9 ± 0.9 83.2 ± 0.8 79.6 ± 0.8 71.1 ± 0.6 

2-butenal 30 / 69 204 ± 2    201 ± 2    194 ± 1    186 ± 3    

benzene 30 / 78 71.6 ± 0.6 72.3 ± 0.7 67.3 ± 0.9 60.3 ± 0.6 

toluene 30 / 92 131.7 ± 0.8 134 ± 1    125 ± 1    115.9 ± 0.5 

butanone 30 / 102 130 ± 1    127.0 ± 0.9 121.0 ± 0.8 130 ± 2    

o-xylene 30 / 106 114 ± 0.8 111 ± 1    106 ± 1    103.5 ± 0.9 

chlorobenzene 30 / 112 87.8 ± 0.9 86 ± 1    80.1 ± 0.7 75 ± 1    

α-pinene 30 / 136 61.4 ± 0.5 60.4 ± 0.9 56.1 ± 0.7 62.1 ± 0.9 

dichlorobenzene 30 / 146 60.0 ± 0.7 59.2 ± 0.7 56.2 ± 0.6 48.6 ± 0.9 

2-butenal 32 / 69 136 ± 1    132.2 ± 0.9 128 ± 1    109 ± 2    

butanone 32 / 72 51.5 ± 0.5 50.9 ± 0.7 48.6 ± 0.7 60.1 ± 0.9 

benzene 32 / 78 88.8 ± 0.6 86.4 ± 0.5 85.3 ± 0.7 108.8 ± 0.7 

toluene 32 / 92 113.6 ± 0.7 112.1 ± 0.8 104.9 ± 0.7 133.9 ± 0.7 

α-pinene 32 / 93 64.6 ± 0.6 66.2 ± 0.5 62.1 ± 0.4 80 ± 1    

chlorobenzene 32 / 112 75.0 ± 0.8 74 ± 1    72.6 ± 0.7 89 ± 1    

dichlorobenzene 32 / 146 54.2 ± 0.5 53.2 ± 0.7 48.3 ± 0.5 62.0 ± 0.7 
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Table S4: SNR at 1 ppb ± 95% upper and lower confidence interval (CIu and CIl), based on product ion counts normalized to 106 reagent ion 

counts, df = 7) of the SIFT-MS with nitrogen carrier gas of the different compounds and relative humidities at 25°C. NA: LOD was over 2 ppb 

so that not enough calibration points remained for a calibration.  

compound m/zreag / 

m/zprod 

dry 30% humidity 60% humidity 90% humidity 

 SNR CIu CIl SNR CIu CIl SNR CIu CIl SNR CIu CIl 

methanol 19 / 33 1.6 0.7 0.5 1.9 0.4 0.4 1.7 0.5 0.4 1.8 0.6 0.4 

acetonitrile 19 / 42 6.6 3.0 2.2 8.6 3.8 2.9 5.4 1.5 1.2 3.6 2.6 1.5 

acetaldehyde 19 / 45 1.6 0.4 0.3 1.3 0.2 0.2 1.4 0.2 0.2 1.4 0.2 0.2 

acrolein 19 / 57 5.4 1.2 1.1 2.6 0.5 0.4 2.0 0.5 0.5 1.1 0.1 0.1 

isoprene 19 / 69 6.7 5.1 3.1 5.3 2.9 2.0 5.1 3.5 2.2 2.6 1.7 1.2 

butanone 19 / 73 3.6 1.0 0.9 2.3 0.7 0.6 2.6 0.5 0.4 1.5 0.3 0.3 

toluene 19 / 93 8.3 2.1 1.7 6.6 6.0 3.4 6.4 2.8 2.0 3.4 1.3 1.1 

o-xylene 19 / 107 7.4 3.3 2.5 5.8 2.7 1.9 5.3 4.7 2.7 2.1 0.9 0.7 

a-pinene 19 / 137 5.4 6.4 3.2 5.1 0.9 0.8 3.5 3.2 2.0 2.5 0.8 0.6 

dichlorobenzene 19 / 147 5.5 4.1 2.7 5.2 2.7 2.0 4.8 4.7 3.0 1.5 1.3 0.9 

isoprene 30 / 68 6.4 3.6 2.7 5.1 2.7 2.0 6.2 4.6 3.0 4.6 2.7 1.7 

2-butenal 30 / 69 6.6 5.0 3.0 5.7 1.9 1.5 5.8 1.0 0.9 1.8 1.0 0.8 

benzene 30 / 78 3.9 1.1 1.0 4.4 3.0 2.0 4.4 1.7 1.4 4.8 4.5 2.5 

toluene 30 / 92 8.2 8.7 4.7 9.4 4.5 3.3 7.3 4.3 2.9 6.4 3.9 2.7 

butanone 30 / 102 4.3 2.1 1.5 4.1 1.2 1.0 3.6 1.0 0.8 2.3 1.1 0.9 

o-xylene 30 / 106 5.4 1.7 1.4 5.1 5.2 2.9 5.3 3.2 2.3 6.0 3.6 2.5 

chlorobenzene 30 / 112 4.5 1.5 1.1 3.8 2.0 1.5 3.9 2.3 1.6 3.6 2.6 1.7 

α-pinene 30 / 136 4.6 1.5 1.2 5.4 4.2 2.6 3.5 2.9 1.9 3.5 2.9 1.6 

dichlorobenzene 30 / 146 5.9 4.3 2.6 5.4 3.5 2.5 4.6 2.7 2.0 3.0 1.5 1.1 

2-butenal 32 / 69 4.2 1.0 0.9 3.7 1.9 1.4 3.9 1.9 1.3 1.7 1.0 0.8 

butanone 32 / 72 3.4 0.7 0.7 1.9 0.3 0.3 2.2 0.5 0.4 1.6 0.7 0.5 

benzene 32 / 78 5.5 3.2 2.4 6.9 4.1 2.8 5.0 1.2 1.0 3.4 1.2 0.9 

toluene 32 / 92 9.1 3.8 2.7 7.5 2.4 1.9 7.3 4.8 3.5 6.4 3.8 2.7 

α-pinene 32 / 93 5.8 1.6 1.4 4.9 1.7 1.4 4.4 2.3 1.7 3.7 1.7 1.2 

chloro-benzene 32 / 112 5.0 2.6 2.0 3.7 2.3 1.6 3.3 0.8 0.7 2.7 1.0 0.8 

dichloro-

benzene 

32 / 146 

5.5 5.1 2.8 7.3 4.2 3.1 5.1 2.6 1.9 3.4 2.1 1.6 
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S3 robustness of SIFT-MS over time 

 

Figure S11: Robustness of calibrations of the SIFT-MS. The calibrations in May, December and January show considerable differences as one 

can see from the LOD changes (left panel) and sensitivity changes (right panel). This might be due to the o-ring change in September and a 

detector breakdown end-December. Both times, repairs were necessary. Still, a regular calibration should be done at least after each 

maintenance and if possible before every important experiment. 

 

Figure S12: Long-term signal stability of the SIFT-MS tested with a standard of 2 ppm toluene. The Neumann trend test does not indicate a 

trend (p = 95%, n = 10).  
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S4 Humidity dependence of product ion intensities of the SIFT-MS 

 

Figure S13: Humidity dependence of methanol signal, CH3OH2
+ (19 / 33) (a) and its first water cluster, CH3OH· H3O

+ (19 / 51) (b). Humidity 

is measured as the ratio of the H3O
+∙H2O and the H3O

+ intensity, cf. Fig. 8.  

 

S4.1 Calculation of the expected isoprene count on m/z(H3O
+
) = 69 u 

The intensity of H3O
+/69 u is ca. 1800 cps for 10 ppb VOC standard. However, the standard contains isoprene, so we think what 

we see here is more isoprene emissions than methanol. We quickly checked that by calculating how much isoprene signal should 

be there from NO+/68 u, at the highest calibration standard of 10 ppb and 90% humidity: 

𝐼𝐻3𝑂+ 69⁄ 𝑢 = 𝐼𝑁𝑂+ 68 𝑢⁄ ⋅

𝑘𝐻3𝑂+ ⋅ 𝐼𝐻3𝑂+

19𝑢

+ 𝑘𝐻3𝑂+ ⋅ 𝐼𝐻3𝑂+ 37⁄ 𝑢

𝑘𝑁𝑂+ ⋅ 𝐼𝑁𝑂+ 30 𝑢⁄
 

=  1800 𝑐𝑝𝑠 ⋅
2.0 ⋅ 10−9 𝑐𝑚3

𝑚𝑜𝑙𝑒𝑐 ⋅ 𝑠
⋅ 1.75 ⋅ 106𝑐𝑝𝑠 + 1.5 ⋅ 10−9 𝑐𝑚3

𝑚𝑜𝑙𝑒𝑐 ⋅ 𝑠
⋅ 1.2 ⋅ 10−9𝑐𝑝𝑠

1.7 ⋅ 10−9 𝑐𝑚3

𝑚𝑜𝑙𝑒𝑐 ⋅ 𝑠
⋅ 2.15 ⋅ 106 𝑐𝑝𝑠

= 2320 𝑐𝑝𝑠 

The higher count rate than observed probably shows that the system is not in thermal equilibrium anymore and the kinetic 

constants do not fit perfectly. However, it still implies that the H3O
+/68 u signal is mostly from isoprene and not from methanol.  
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Figure S14: Humidity dependence of acetaldehyde (19/45) (a) and its water cluster (19/63) (b). Humidity is measured as the ratio of the 

H3O
+∙H2O and the H3O

+ intensity, cf. Fig. S20.  

In dry air, m/z = 45 amu shows a very high background. In dry state there is a very high background that does not occur when the system is 

wet. It cannot be found when reacting with NO+, but the reaction is roughly five times slower, so that the intensity is not high enough to detect 

acetaldehyde via this reaction. The background might either be due to the transfer line bypassing the water bubbler in dry state or desorption of 

a compound forming m/z = 45 when all the surfaces are dry.  

 

Figure S15: Humidity dependence of toluene (m/z = 93 u) intensity. (a) Absolute counts vs. relative humidity at 25°C. (b) Relative intensity 

per reagent intensity vs. the ratio of H3O
+ and its first water cluster as a measure of humidity.  

At mixing ratios smaller than 2 ppb, none of the plots is linear for the dry state.  
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S5 Evaluation of calibration procedures 

Table S5: Compounds and their ions evaluated for the calibration. 

reagent ion m/z (u) compound product ion 

H3O
+ 33 methanol CH5O

+ 

H3O
+
 42 acetonitrile CH4CN

+
 

H3O
+ 45 acetaldehyde C2H5O

+ 

H3O
+ 47 ethanol C2H7O

+ 

H3O
+ 51 methanol CH3OH2

+· H2O 

H3O
+ 57 acrolein C3H5O

+ 

H3O
+ 60 acetonitrile CH4CN+· H2O 

H3O
+ 63 acetaldehyde C2H5O

+· H2O 

H3O
+ 65 ethanol C2H7O

+· H2O 

H3O
+ 69 isoprene C5H9

+ 

H3O
+ 75 acrolein C3H5O

+· H2O 

H3O
+ 93 toluene C7H9

+ 

H3O
+ 107 o-xylene C8H11

+ 

H3O
+ 113 chlorobenzene C6H6

35Cl+ 

H3O
+ 137 α-pinene C10H17

+ 

H3O
+ 147 1, 4-dichlorobenzene C6H5

35Cl2
+ 

NO+ 45 ethanol C2H5O
+ 

NO+ 55 acrolein C3H3O
+ 

NO+ 63 ethanol C2H5O
+· H2O 

NO+ 68 isoprene C5H8
+ 

NO+ 69 2-butenal C4H5O
+ 

NO+ 74 acetaldehyde C2H4O· NO+ 

NO+ 78 benzene C6H6
+ 

NO
+
 88 acetone C3H6O· NO

+
 

NO+ 92 toluene C7H8
+ 

NO+ 102 butanone C4H8O· NO+ 

NO+ 106 o-xylene C8H10
+ 

NO+ 108 benzene C6H6· NO+ 

NO+ 112 chlorobenzene C6H5
35Cl+ 

NO+ 136 α-pinene C10H16
+ 
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Figure S16: Correlation of the intensity ratio of the reagent ion water clusters with the relative humidity. The results are not entirely linear, but 

the deviance is so small that they were approximated linearly. 

 

 

Figure S17: Effect of normalization to H3O
+ vs. to both H3O

+ and H3O
+∙ H2O. The latter makes the data more humidity dependent, but it 

accounts for effects seen for methanol, where a drop in H3O
+ leads to a pseudo signal increase if not corrected for the first water cluster. 
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S6 Comparison of SIFT-MS to PTR-MS 

 

Figure S18: Instrument sensitivity ± 95 % confidence interval (df = 26) of PTR-MS and the different SIFT-MS reagent ions for different 

VOCs at 30 % humidity. Sensitivity is defined here as the slope of the calibration curve.  

  5 

Figure S19: Signal to noise ratio (SNR) at 1 ppb (± 95 % CI, df = 7) of PTR-MS and the different SIFT-MS reagent ions for different 

VOCs at 30 % humidity. The values above the biggest error bars resemble the values of the confidence intervals out of the depicted range. 

The high positive confidence interval is due to the high relative error of the blank.  
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Figure S20: Humidity-dependence as a change in signal intensity with humidity for mixing ratios between 0.25 and 10 ppb of the α-

pinene signal for PTR-MS (a) and the different SIFT-MS reagent ions (b–d) with their most abundant product ion. 

We observed that PTR-MS tends to be less robust against humidity. As the example for α-pinene in Fig. 4 shows, PTR-MS has an 

optimum at low humidity whereas the SIFT-MS with H3O
+ and O2

+ shows a rather stable signal. However, one has to note that this has to 5 
be tested for each compound product ion separately, as the humidity dependence of α-pinene upon reaction with NO+ illustrates. Humidity 

affects the sensitivity to a greater extent than the LOD, so especially for PTR-MS, a calibration in the targeted humidity-range or 

calibrating also for humidity using Eq. (9) is advisable. 

  

CXXIV



 

28 

 

Table S7: LODs (in ppb, derived from Blank, 3*sd) of the PTR-MS of the different compounds for the different humidities at 25°C. n.d.: 

intensities were not measured at this m/z and humidity.  

Compound m/z dry 30% humidity 60% humidity 90% humidity 

methanol 33 0.618 0.681 0.685 0.835 

acetonitrile 42 0.026 0.020 n.d. n.d. 

acetaldehyde 45 0.266 0.188 n.d. n.d. 

acrolein 57 0.055 0.051 n.d. n.d. 

acetone 59 0.043 0.049 0.029 0.028 

isoprene 69 0.070 0.061 0.065 0.159 

2-butenal 71 0.024 0.015 0.024 0.034 

butanone 73 0.095 0.033 0.072 0.072 

benzene 79 0.066 0.060 0.019 0.026 

toluene 93 0.137 0.110 0.077 0.071 

o-xylene 107 0.061 0.107 n.d. n.d. 

α-pinene 137 0.049 0.025 0.050 0.037 

dichlorobenzene 148 0.000 0.150 n.d. n.d. 
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Table S8: LODs (in ppb, derived from Blank, 3*sd), of the SIFT-MS with Helium carrier gas of the different compounds and relative 

humidities at 25°C. 

compound m/zreag / m/zprod LOD (ppb) 

  dry 30% humidity 60% humidity 90% humidity 

methanol 19 / 33 >2 1.047 >2 1.367 

acetonitrile 19 / 42 0.111 0.133 0.081 0.139 

acetaldehyde 19 / 45 1.315 0.934 0.999 0.852 

acrolein 19 / 57 0.332 0.382 0.341 0.281 

acetone 19 / 59 0.378 0.347 0.501 0.416 

isoprene 19 / 69 0.460 0.333 0.318 0.434 

2-butenal 19 / 71 0.176 0.093 0.159 0.109 

butanone 19 / 73 0.142 0.186 0.126 0.164 

benzene 19 / 79 0.107 0.132 0.195 0.171 

toluene 19 / 93 0.072 0.124 0.120 0.154 

o-xylene 19 / 107 0.093 0.064 0.106 0.100 

α-pinene 19 / 137 0.088 0.091 0.147 0.078 

dichlorobenzene 19 / 147 0.047 0.066 0.138 0.195 

isoprene 30 / 68 0.189 0.337 0.242 0.175 

2-butenal 30 / 69 0.171 0.121 0.117 0.136 

benzene 30 / 78 0.082 0.081 0.080 0.070 

toluene 30 / 92 0.031 0.026 0.025 0.027 

butanone 30 / 102 0.452 0.497 0.390 0.393 

o-xylene 30 / 106 0.098 0.039 0.074 0.074 

chlorobenzene 30 / 112 0.091 0.157 0.137 0.124 

α-pinene 30 / 136 0.489 0.398 0.498 0.457 

dichlorobenzene 30 / 146 0.057 0.066 0.065 0.051 

2-butenal 32 / 69 0.217 0.239 0.250 0.249 

butanone 32 / 72 0.652 0.455 0.866 0.528 

benzene 32 / 78 0.151 0.117 0.151 0.118 

toluene 32 / 92 0.084 0.063 0.091 0.063 

α-pinene 32 / 93 0.098 0.080 0.121 0.144 

chlorobenzene 32 / 112 0.122 0.097 0.087 0.128 

dichlorobenzene 32 / 146 0.079 0.038 0.087 0.078 
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Table S9: Sensitivities ± 95% confidence interval (in cps/ppb, based on product ion counts normalized to 106 reagent ion counts, df = 26) 

of the PTR-MS of the different compounds for the different humidities at 25°C. n.d.: intensities were not measured at this m/z and 

humidity.  

compound m/z sensitivity ± 95% CI (cps/ppb) 

  dry 30% humidity 60% humidity 90% humidity 

methanol 33 14.3 ± 0.6   14.3 ± 0.4    12.2 ± 0.2    9.2 ± 0.4 

acetonitrile 42 25.5 ± 0.4   25.1 ± 0.3    n.d. n.d. 

acetaldehyde 45 21.4 ± 0.3   20.9 ± 0.3    n.d. n.d. 

acrolein 57 19 ± 1      21.4 ± 0.3    n.d. n.d. 

acetone 59 28.8 ± 0.4   27.8 ± 0.3    26.2 ± 0.2    24.7 ± 0.4    

isoprene 69 9.39 ± 0.05 10.60 ± 0.03 4.22 ± 0.04 4.17 ± 0.02 

2-butenal 71 31 ± 1      32.4 ± 0.4    14.9 ± 0.2    12.8 ± 0.3    

butanone 73 28 ± 1      28.4 ± 0.3    16.2 ± 0.2    14.1 ± 0.3    

benzene 79 17.0 ± 0.3    16.7 ± 0.3    n.d. n.d. 

toluene 93 20.1 ± 0.3    19.0 ± 0.2    15.8 ± 0.1    16.7 ± 0.3    

o-xylene 107 22.6 ± 0.2    21.6 ± 0.3    n.d. n.d. 

a-pinene 137 8.2 ± 0.2    8.5 ± 0.1    6.08 ± 0.07 6.1 ± 0.2    

dichlorobenzene 148 0.90 ± 0.04 0.84 ± 0.04 n.d. n.d. 
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Table S10: Sensitivities ± 95% confidence interval (in cps/ppb, based on product ion counts normalized to 106 reagent ion counts, df = 

26), of the SIFT-MS of the different compounds and relative humidities at 25°C. NA: LOD was over 2 ppb so that not enough calibration 

points remained for a calibration.  

compound m/zreag / m/zprod sensitivity ± 95% CI (cps/ppb) 

  dry 30% humidity 60% humidity 90% humidity 

methanol 19 / 33 NA 17 ± 0.5 NA 14.7 ± 0.4 

acetonitrile 19 / 42 48.2 ± 0.3 42.2 ± 0.3 38.6 ± 0.4 34.8 ± 0.3 

acetaldehyde 19 / 45 42 ± 1     36 ± 1     32.7 ± 0.7 29.5 ± 0.5 

acrolein 19 / 57 51.2 ± 0.8 44.6 ± 0.6 40.5 ± 0.5 38.8 ± 0.5 

acetone 19 / 59 68.7 ± 0.8 57.7 ± 0.6 52.2 ± 0.6 47.0 ± 0.5 

isoprene 19 / 69 27.2 ± 0.4 23.7 ± 0.3 18.7 ± 0.3 15.6 ± 0.2 

2-butenal 19 / 71 76.3 ± 0.8 67.3 ± 0.5 61.6 ± 0.8 56.6 ± 0.4 

butanone 19 / 73 71.7 ± 0.8 60.6 ± 0.5 56.1 ± 0.5 51.4 ± 0.3 

benzene 19 / 79 43.3 ± 0.4 29.5 ± 0.3 20.9 ± 0.3 16.2 ± 0.2 

toluene 19 / 93 29.6 ± 0.2 26.0 ± 0.2 23.0 ± 0.2 20.4 ± 0.2 

o-xylene 19 / 107 56.6 ± 0.6 43.8 ± 0.4 33.1 ± 0.4 25.0 ± 0.3 

a-pinene 19 / 137 30.3 ± 0.2 25.9 ± 0.2 22.3 ± 0.2 19.5 ± 0.2 

dichlorobenzene 19 / 147 50.6 ± 0.3 31.5 ± 0.2 19.8 ± 0.2 12.2 ± 0.2 

isoprene 30 / 68 13.5 ± 0.2 14.6 ± 0.3 15.6 ± 0.2 15.6 ± 0.2 

2-butenal 30 / 69 46.2 ± 0.5 50.2 ± 0.3 53.5 ± 0.5 52.9 ± 0.4 

benzene 30 / 78 27.8 ± 0.3 30.0 ± 0.3 30.0 ± 0.3 29.6 ± 0.3 

toluene 30 / 92 73.6 ± 0.5 78.4 ± 0.6 78.4 ± 0.5 77.9 ± 0.4 

butanone 30 / 102 4.7 ± 0.2 6.3 ± 0.2 7.6 ± 0.2 7.7 ± 0.1 

o-xylene 30 / 106 48.8 ± 0.4 52.5 ± 0.6 53.2 ± 0.4 52.4 ± 0.4 

chlorobenzene 30 / 112 42.6 ± 0.4 46.4 ± 0.3 47.5 ± 0.4 47.0 ± 0.4 

α-pinene 30 / 136 4.7 ± 0.1 5.9 ± 0.1 6.5 ± 0.2 5.7 ± 0.2 

dichlorobenzene 30 / 146 27 ± 0.4 25.2 ± 0.3 24.1 ± 0.4 23.2 ± 0.3 

2-butenal 32 / 69 5.3 ± 0.2 6.8 ± 0.2 6.9 ± 0.3 7.1 ± 0.2 

butanone 32 / 72 23.4 ± 0.3 25.8 ± 0.3 26.4 ± 0.3 26.9 ± 0.2 

benzene 32 / 78 37.1 ± 0.3 41.7 ± 0.3 43.2 ± 0.3 44.2 ± 0.3 

toluene 32 / 92 21.9 ± 0.2 24.2 ± 0.2 25.1 ± 0.3 26.3 ± 0.2 

α-pinene 32 / 93 32.7 ± 0.3 35.6 ± 0.2 38.3 ± 0.3 38.4 ± 0.3 

chlorobenzene 32 / 112 28.2 ± 0.3 30.7 ± 0.3 33.0 ± 0.3 32.6 ± 0.4 

dichlorobenzene 32 / 146 NA 17.0 ± 0.5 NA 14.7 ± 0.4 
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Table S11: SNR at 1 ppb, upper and lower confidence interval (based on product ion counts normalized to 106 reagent ion counts, p = 

95%, df = 7) of the PTR-MS of the different compounds for the different humidities at 25°C. n.d.: intensities were not measured at this m/z 

and humidity. Inf: infinite value, I(Blank) = 0.  

compound m/z dry 30% humidity 60% humidity 90% humidity 

  SNR CI
u 

CI
l 

SNR CI
u
 CI

l
 SNR CI

u
 CI

l
 SNR CI

u
 CI

l
 

methanol 33 1.2 1.5 0.9 1.2 1.5 0.9 1 1.8 0.4 1.2 1.4 1 

acetonitrile 42 130 2330 -10 190 830 -40 n. d.  n. d.  n. d.  n. d.  n. d.  n. d.  

acetaldehyde 45 2.4 3.3 1.6 2.5 3.5 1.7 n. d.  n. d.  n. d.  n. d.  n. d.  n. d.  

acrolein 57 16 81 2 33 138 6 n. d.  n. d.  n. d.  n. d.  n. d.  n. d.  

acetone 59 49 526 2 39 176 8 31 60 15 67 265 16 

isoprene 69 25 527 -6 28 122 3 54 1125 -6 22 918 -1 

2-butenal 71 23 109 3 132 1377 6 165 647 -32 70 465 7 

butanone 73 6.7 15.3 2.5 42 125 12 21 70 5 1 179 -1 

benzene 79 34 156 6 76 1067 3 n. d.  n. d.  n. d.  n. d.  n. d.  n. d.  

toluene 93 7.9 18.4 3.1 12 31 4 16 38 6 12 22 6 

o-xylene 107 14 28 6 14 43 4 n. d.  n. d.  n. d.  n. d.  n. d.  n. d.  

α-pinene 137 80 220 -20 220 410 -60 80 670 -10 160 300 -50 

dichloro-

benzene 
148 

Inf Inf Inf 39 56 -20 n. d.  n. d.  n. d.  n. d.  n. d.  n. d.  
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Table S12: SNR at 1 ppb ± 95% confidence interval, based on product ion counts normalized to 106 reagent ion counts, df = 7) of the 

SIFT-MS of the different compounds and relative humidities at 25°C. NA: LOD was over 2 ppb so that not enough calibration points 

remained for a calibration.  

compound m/zreag / m/zprod dry 30% humidity 60% humidity 90% humidity 

 SNR CI
u
 CI

l
 SNR CI

u
 CI

l
 SNR CI

u
 CI

l
 SNR CI

u
 CI

l
 

methanol 19 / 33 1.1 1.6 0.8 1.3 1.8 0.9 1.3 2.3 0.5 1.4 2.3 0.7 

acetonitrile 19 / 42 18 182 -1 21 1013 -1 15 46 4 10 30 2 

acetaldehyde 19 / 45 1.2 1.5 0.9 1.2 1.5 0.9 1.2 1.6 0.9 1.3 1.7 0.9 

acrolein 19 / 57 1.7 2.6 1.1 2.1 3.6 1 2.3 3.5 1.4 2.4 3.6 1.5 

acetone 19 / 59 1.8 2.8 1.1 2.3 3.6 1.4 1.6 2.5 0.9 2.2 3.3 1.3 

isoprene 19 / 69 3.6 8.4 1.2 4.6 12 1.3 2.8 5.5 1.1 3.5 9.2 0.7 

2-butenal 19 / 71 2.1 4.5 0.5 4.6 7 2.8 2.5 4.7 0.9 2.8 4.1 1.8 

butanone 19 / 73 3.3 4.8 2.1 4.3 7.4 2.2 3.2 5.4 1.6 4.1 6.8 2.2 

benzene 19 / 79 13 34 4 15 56 2 9.4 31.8 1.9 11 38 2 

toluene 19 / 93 30 145 5 22 162 1 9.8 28.2 1.9 9.7 25.9 2.3 

o-xylene 19 / 107 24 177 1.9 26 86 6 18 75 3 12 30.2 3.7 

α-pinene 19 / 137 14 37 3 19 65 4 12 46 2 13 27.1 5.3 

dichlorobenzene 19 / 147 33 188 2 34 225 0 21 1129 -3 11 53 0 

isoprene 30 / 68 9.4 35.8 1.4 8.6 96.1 -0.7 11 116 -1 12 61 0 

2-butenal 30 / 69 3.3 8.1 0.8 7.5 17.1 2.4 4.7 11.6 0.9 5.3 10.1 2.5 

benzene 30 / 78 17 52 4 23 97 3 20 61 3 22 71 5 

toluene 30 / 92 59 234 11 55 167 14 54 144 17 62 200 15 

butanone 30 / 102 8.5 119.8 -1.3 6.4 63.1 -0.7 4.1 18.7 -0.2 6.8 62.1 -0.3 

o-xylene 30 / 106 27 278 2 42 156 6 29 173 3 25 93.7 5.6 

chlorobenzene 30 / 112 6.1 10.2 3.1 6.4 12.9 2.8 6.7 13.4 2.7 6.5 11.7 3.1 

α-pinene 30 / 136 10 48 -4 7.3 64.8 -1.4 5.5 35.8 -0.5 4.7 19.3 0.1 

dichlorobenzene 30 / 146 37 952 -1 32 202 2 26 136 2 38 174 6 

2-butenal 32 / 69 2.3 5.3 0.7 5.2 12.9 1.6 2.4 4.9 0.9 2.7 5.6 0.9 

butanone 32 / 72 2.8 10.3 -0.2 3.3 8.8 0.6 2.1 6.6 0.3 2.7 5.6 0.9 

benzene 32 / 78 12 43 3 12 34 3 9 22.7 3 12 35 3 

toluene 32 / 92 28 165 4 40 350 2 31 472 -1 27 105 5 

α-pinene 32 / 93 24 170 1 22 103 3 21 157 1 17 147 0 

chlorobenzene 32 / 112 11 32 3 11 27 4 9.9 18.1 5 11 30 3 

dichlorobenzene 32 / 146 43 259 -12 70 1233 -1 25 268 0 24 113 3 
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Table S1: product ions tracked in the SIM scan 

reagent ion (m/z (u)) product ion m/z (u) ion formula (substance) 

H3O
+
 (19) 19 H3O

+
 

37 H5O2
+
 

55 H7O3
+
 

69 C5H9
+
 (isoprene / MBO) 

73 H9O4
+
 

NO
+
 (30) 30 NO

+
 

48 NO
+
∙H2O 

68 C5H8
+
 (isoprene) 

69 C5H9
+
 (MBO) 

O2
+
 (32) 32 O2

+ 

43 C3H7
+
 (MBO) 

53 C4H5
+
 (isoprene) 

58 C3H6O
+
 (MBO) 

59 C3H7O
+
 (MBO) 

67 C5H7
+
 (isoprene) 

68 C5H8
+
 (isoprene) 

69 C5H9
+
 (MBO) 

71 C4H7O
+
 (MBO) 

86 C5H10O
+
 (MBO) 

CXXXI



  Supplementary Material 

 2 

  

Figure S1: Scheme of the tree chamber setup 

 

 

Figure S2: Relative intensity of the reagent ions (normalized to the biggest intensity in the peak 

area) when measuring isoprene and MBO that is humidified by normal and deuterated water. 
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Figure S3: Diurnal cycle of isoprene and MBO emissions of the second Picea abies tree (for all 

trees, cf. Figure 5). The measured intensities were normalized to 10
6
 reagent ion counts. Black: 

control, empty chamber. Yellow: the tree, individual 2. Dots: mean ± 95% CI of the SIFT-MS 

measurement. A sudden Zero value indicates instrument malfunctioning (before a firmware 

update, software did not always switch on the VICI valve for long measurements).  Dashed 

lines: interference extrapolated from m/z(NO
+
) = 69 u (MBO interference on the isoprene 

signal, ) and m/z(O2
+
) = 67 u (isoprene interference on the MBO signal) – mean ± 95% CI. 

Basically, if the signal at m/z(O2
+
) = 67 u is isoprene, then a maximum of 1.4% (for lower 

carrier gas flows) and 2.9% (for higher carrier gas flows) of this signal will be seen at m/z(O2
+
) 

= 71 u where we measure MBO. These values are represented by the dashed lines in the graphs. 

If the intensity of m/z(O2
+
) = 71 u is higher than this signal, we also measure MBO. This also 

works the other way round, for MBO interference on isoprene. 

Table S2: Needle/leaf dry weights of the three replicates of the different tree species.  

Tree species / replicate 1  2  3  

Pinus ponderosa 7.27 g 4.40 g 2.11 g 

Picea abies 22.60 g 37.00 g 14.26 g 

Picea glauca sp. 1 20.34 g 28.04 g 16.05 g 

Picea glauca sp. 2 9.50 g 6.04 g 5.89 g 

Poplar 4.05 g 6.17 g 7.39 g 

 

Table S3: Air flow through the chambers.  

Chamber 1  2  3  Control 

Flow  3.2 L/min 3.5 L/min 3.5 L/min 3.4 L/min 
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Figure S4: Ratio of the MBO signal at m/z(O2
+
) = 71 u versus the isoprene signal at m/z(O2

+
) = 

67 u. The black lines mark an extrapolation of the ratio calculated based on the standard 

measurements under humid conditions, cf. Error! Reference source not found.. Points below this 

range are considered to be the result of isoprene interference on the MBO signal, points above 

the range are considered to represent genuine MBO signals.  

 

Figure S5: Isoprene and MBO emission rate in µg per g leaf/needle dry weight per hour (mean 

± 95% CI) for the five different tree species evaluated. The extrapolated interference 

background was subtracted before calculating the emission rates.  
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Figure S6: Isoprene and MBO emission rate in µg per g leaf/needle dry weight per hour (mean 

± 95% CI) for the five different tree species evaluated. Both are based on their signals upon 

reaction with O2
+
. The extrapolated interference background was subtracted before calculating 

the emission rates. 
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Figure S7: SIFT-MS mass spectra of the three P. abies trees at 3 pm (where the emissions are 

highest in this tree). The intensities are normalized to 10
6
 reagent ion counts. Since only one 

spectrum was measured, no error bars could be calculated. m/z = 19, 30, 32, 37 u (the reagent 

ions) are not shown due to their high intensity. Monoterpenes as sum parameter can be 

measured on m/z(H3O
+
) = 137 u, m/z(NO

+
) = 136 u, and m/z(O2

+
) = 136 u, sesquiterpenes on 

m/z(H3O
+
) = 205 u, m/z(NO

+
) = 204 u, and m/z(O2

+
) = 204 u.  
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Figures S1 to S45 
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SUPPLEMENTARY INFORMATION TEXT 

INTRODUCTION: HYPOTHESES.  

(1) There are two main processes leading to VSC emissions: sulfate reduction with subsequent 

methylation and cleavage of organic matter. Sulfate reduction needs a redox potential of 0 mV at 

pH = 4.1 (see Table S6), whereas methylation and cleavage reactions are independent of the 

redox potential. We can thus separate sulfate-reduction-originated VSC emissions from organic-

matter originated emissions both by tracking redox potential changes and by labelling with 

34SO4
2-.  

(2) VSC emissions can not only be generated by (methylated) methionine and cysteine, but 

from all compounds in the organic matter that contain methylthio and dimethyl sulfonio groups. 

We can find these other precursors for VSCs by identifying the structures of sulfur-containing 

dissolved and acetonitrile-extractable organic metabolites whose abundance correlates with VSC 

emissions.  

(3) The initially formed VSCs may be transformed by rapid reactions altering the profile of 

what is emitted in the environment. In a dynamic chamber, the air gets exchanged quickly (every 
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2-3 min in our case), so that VSCs cannot build up in the headspace. In a static chamber, we do 

not flush out the headspace, so an equilibrium can be formed. With this, we can look at the 

quick, immediate formation reactions in dynamic chambers (like in hypothesis (2)), and then see 

how they are transformed into each other in static chambers.  

(4) Methanogens, sulfate reducers and methylotrophs are the main contributors to VSC 

formation in the fen. Bromoethanesulfonate (BES) inhibiting methanogens, tungstate inhibiting 

sulfate reducers, and chloroform inhibiting methylotrophs indicate whether those microbial 

groups are involved in VSC cycling. Other microbes potentially involved in VSC cycling can be 

identified by correlating their abundance with VSC emissions. 

RESULTS: COS AND DMSO.  

In dynamic chamber incubations, N-acetyl methionine, and thiophene-3-carboxylic acid 

enhance COS emissions substantially from our soils (Figure S23). This might be interference 

signals from acetate, but we did not see a similar behavior on other acetate signals. No 

significant DMSO or CS2 emissions were observed (Figure S24-25). 

In static chamber incubations, we observed substantial carbonyl sulfide (COS) and dimethyl 

sulfoxide (DMSO) emissions when adding organic sulfur compounds to soil in static chamber 

incubations (Figure S30, S31). Due to the small headspace volume, we had to restrict our 

methods to VSCs and could not verify COS and DMSO against interfering compounds. 

Assuming the signals we measured were actually COS and DMSO, we did see an interesting 

pattern: DMSO appeared to spike after 1-2 d, whereas COS mixing ratios steadily increased over 
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the duration of the incubation. Therefore, COS could be a terminal metabolite for organic S or 

VSC degradation.  

When adding inhibitors, COS was increased with glutaraldehyde and stayed constant for the 

others (Figure S30), whereas DMSO emissions increased in the presence of all inhibitors except 

BES (Figure S31). This suggests that COS and DMSO can be produced abiotically, and only 

their degradation is performed by microbes. 

In the long-term incubation, COS increased in the first week, and then steadily decreased 

(Figure S34), indicating it might be consumed by the soils, as reported previously (1). This 

coincided with similar observations for other volatile aldehydes and acids we relate to general 

metabolism (Figure S33), although COS mixing ratios in the headspace persisted longer. 

RESULTS: 34S-LABELLING IN STATIC CHAMBERS.  

An attempt to repeat the labelling experiment by incubating the same Na2
34SO4-labeled soils in 

static chambers after storing them for four weeks (4°C, aerobic in plastic bags) was unsuccessful. 

We found some labelled Me2S emissions in the beginning, but even after a week of incubation, 

no sulfate reduction was observed (Figure S17). Either the sulfate reducing populations became 

inactive during storage or the septa of the chambers were not gas-tight anymore, preventing a 

decline in the redox potential and hence the occurrence of sulfate-reducing conditions. A 

depletion of organic food sources seems unlikely since the organic content of the soil was ~30%. 
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RESULTS: 16S RRNA MICROBIAL COMMUNITY ANALYSIS.  

Amplicon sequencing of the bacterial and archaeal 16S rRNA gene revealed the microbial 

communities observed in the microcosm incubations across all time points were dominated by 

Acidobacteria, Proteobacteria, Firmicutes, Verrucomicrobia, and Actinobacteria which 

accounted for up to 86.8% of the sequence reads in each sample, all of which have members 

associated with dissimilatory S cycling processes (sulfate/sulfite reduction and sulfur oxidation). 

In addition, members of the Chloroflexi, Nitrospirae, Planctomycetes, Spirochaetes, 

Rokubacteria, Omnitrophicaeota, Crenarchaeota, and Euryarchaeota phyla also contain lineages 

involved in dissimilatory S cycling and are present in the amplicon sequencing data at relative 

abundances ranging between 0.04% (Omnitrophicaeota) and 2.2% (Chloroflexi). Overall, the 

microbial community composition on the phylum level remained stable throughout the course of 

the incubation period, with exception of Firmicutes, which increased from 0.13% (n=1) at T0 to 

11.5% (n=4) after 3 weeks (Figure S43, 44).  

Upon further investigation into the representative amplicon sequences, we identified 

microorganisms on the Genus-level involved in dissimilatory S cycling and potentially linked to 

microbially-mediated Me2S, H2S and MeSH emissions in the Schlöppnerbrunnen fen. 

Acidobacteria subdivisons 1, 2, and 3 (SD1, SD2, SD3) were the most abundant subset of genera 

present in both the native soil and over time in the microcosm incubations, and are known active 

sulfur cycling microorganisms with a putative dissimilatory S metabolism (2). In total, 33 genera 

were identified with known representative members capable of either sulfate reduction, sulfite 
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reduction, or S oxidation. In addition to Acidobacteria SD1, SD2, and SD3, among the most 

abundant sequences linked to dissimilatory S cycling were Thermodesulfovibrio (up to 2.9% 

total abundance), Acidobacteria SD13 (up to 2.2% total abundance), Syntrophobacter (up to 

1.1% total abundance), and Desulfobacca (up to 0.8% total abundance).  Hyphomicrobium and 

Thiobacillus, both of which have been previously linked to Me2S, H2S and MeSH degradation 

(3-5), were also detected in abundances ranging from 0.018-0.043% and 0.004-0.21%, 

respectively. At T4, a noticeable shift in the number of sequences linked the less abundant 

genera (Fig 4D) linked to S cycling was observed. The average number of sequences (n=4 or 

n=5) linked to Sulfurimonas (0.22-1.18% total abundance), Sulfuricella (0.12-0.68% total 

abundance), Pseudomonas (0.06-0.25% total abundance), Sulfuritalea (0.03-0.13% total 

abundance), Thiobacillus (0.03-0.17% total abundance), Sulfuricurvum (0.02-0.05% total 

abundance), uncultured Hydrogenophilaceae (0.03-0.06%), Paludibacterium (0.02-.67%), and 

Desulfosporosinus (0.03-0.13% total abundance) all increased in abundance from T0 to week 3, 

suggesting the contribution of these microorganisms to dissimilatory S cycling and potentially 

Me2S, H2S and MeSH degradation/emissions, increases over time in the microcosm incubations 

(Figure S45).  

DISCUSSION: SOIL DRYOUT.  

The exact shape of the emission over time is not only dependent on the redox potential, but 

also on soil humidity and substrate availability. We observe the typical optimum curve of VSC 

emissions over the dryout which can also emerge from the soil humidity: At high humidity, the 
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soil is completely flooded such that gases diffuse slowly through the water-filled pores. Gas 

exchange improves when pores start to become air-filled instead of water-filled, but eventually, 

microbial activity will drop again when water becomes limiting. Also, in the three weeks of 

incubation, the more labile carbon might be degraded, as no new food source was added. There 

is also considerable variability between the three soil replicates. Since we did not homogenize 

the soil by sieving, but kept the complete fibrous material of the organic layer, this can reflect 

soil heterogeneity, different pore sizes and substrate availabilities in the soil. Large variations 

were also observed in the redox potentials in the small chambers as it dried out. Still, Me2S and 

MeSH peak between 2 and 4 g H2O/gdw, whereas H2S peaks at 4-5 g H2O/gdw and towards dry 

soil, so indicates that there are different processes and/or microbial groups involved in their 

formation.  

 

SUPPLEMENTARY METHODS 

GENERAL.  

Nitrogen and Helium gases were 6.0 grade and purchased from Westfalen AG, Münster, 

Germany. VOC-free air was generated using a PAG 003 pure air generator (Ecophysics, 

Dürnten, Switzerland). Deionized water was produced using a TKA GenPure pure water system 

with X-CAD and UV-UF (JWT GmbH, Jena, Germany). Acetonitrile and water used for the 

organic matter metabolomics extractions were UHPLC grade (Thermo Fischer Scientific GmbH, 

Dreieich, Germany). KCl, agarose, and the organic sulfur substrates were analytical grade 
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(Sigma Aldrich/Merck, Darmstadt, Germany). Methylcysteine S-oxide was purchased from 

BIOZOL Diagnostika Vertrieb GmbH, Eching, Germany. Gonyol and Dimethylsulfonioacetate 

were synthesized as described in literature (6). A VSC-standard with 1 ppm hydrogen sulphide, 

methanethiol, dimethyl sulphide, carbonyl sulphide, and carbon disulfide in nitrogen (Air 

Liquide Deutschland GmbH, Krefeld, Germany) was used to calibrate the SIFT-MS. A gas 

calibration unit (GCU, Ionicon, Innsbruck, Austria) was used to humidify the air and dilute the 

standard gas in VOC-free air.  

STATISTICAL ANALYSES.  

Statistical analyses were done using R 4.0.3, in RStudio 1.3.1093, with the packages tidyverse 

0.4.3, corrplot 0.84, chron 2.3-56, factoextra 1.0.7, GGally 2.1.0, ggplot2 3.3.3, Hmisc 4.4-2, 

lme4 1.1-26, lubridate 1.7.9.2, mgcv 1.8-33, nlme 3.1-149, plot3D 1.3, RColorBrewer 1.1-2, 

reshape2 1.4.4, sjPlot 2.8.7, stats 4.0.3, and xlsx 0.6.5. 95% confidence intervals were calculated 

as 𝐶𝐶(𝑐) = 𝑠𝑠(𝑥) ∗ 𝑡(0.95,𝑛𝑥 − 1)/𝑠𝑠𝑠𝑡(𝑛𝑥).  

SOIL PARAMETERS 

Soil humidity. 20 g field-moist soil samples were dried at 40°C for 72 h in a drying oven (E28, 

BINDER GmbH, Germany). Their weight before and after drying was noted. These samples 

were used for the Nmin and sulfate extractions. Then, the soil was dried at 105°C for 24 h, 

cooled down in an exsiccator with fresh desiccant and weighed.  
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Redox potential. For the incubation, the redox potential was measured directly in the soil slurry 

using a GMH 3511 handheld redox-meter with a GR105 redox electrode (Greisinger, 

Regenstauf, Germany). For the soil dryout curves, redox probes were built into the chamber like 

displayed in Figure S 2. 30 small platinum electrodes were distributed in the chamber in six 

clusters. For each cluster, there was a salt bridge connecting it to an Ag/AgCl reference electrode 

(3M KCl, Merck Millipore, Darmstadt, Germany). Additionally, the temperature was tracked at 

the chamber bottom by two temperature sensors. The salt bridge was manufactured by adding a 

hot 3 M KCl solution with 1% agarose and 1.5 g/L Akasolv AquaCare water bath conserver 

(Akadia-Chemie, Mannheim, Germany) into 1/8” PFA tubes. One end was inserted into the 

redox chamber and covered with a lit whenever unused, the other end was inserted into the 

container for the reference electrode filled with 3 M KCl.  

pH. 5 g air-dried soil was extracted with 25 mL deionized water using an overhead shaker (1 h 

shaking, 1 h settling, Reax20, Heidolph Instruments GmbH & CO. KG, Schwabach, Germany), 

decanted and then the pH of the supernatant was measured using a pH Meter 538 MultiCal® 

(WTW, Weilheim, Germany). The same procedure was repeated with 1 M KCl solution.  

Sulfate content. 5 g air-dried soil was extracted with 50 mL 0.0125 M CaCl2 solution for 1 h 

using an overhead shaker (Reax20, Heidolph Instruments GmbH & CO. KG, Schwabach, 

Germany). The soil was filtered off over Whatman folded paper filters (GE Healthcare Europe 

GmbH, Frankfurt a.M., Germany) and the filtrate was measured with a DX 500 Ion 

chromatograph (Thermo Fisher Scientific GmbH, Idstein, Germany).  
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Nitrite/nitrate and ammonia content. 5 g air-dried soil was extracted with 50 mL 2 M KCl 

solution for 1 h using an overhead shaker (Reax20, Heidolph Instruments GmbH & CO. KG, 

Schwabach, Germany). The soil was filtered off over Whatman folded paper filters (GE 

Healthcare Europe GmbH, Frankfurt a.M., Germany) and the filtrate was measured via Flow 

Injection Analysis (Quikchem QC85S5, Lachat Instruments, Hach Company, Loveland CO, 

USA) 

Nitrite was measured in situ by filtering off 10 mL of the water in the submerged soil using the 

Whatman folded paper filters and using the Spectroquant nitrite test kit measured by the 

Spectroquant Move100 Colorimeter (Merck KGaA, Darmstadt, Germany).  

Element analysis. For measuring the C and N content, 250 mg of air-dried, sieved (4 mm), and 

ground soil samples were supplemented with 450 mg WO3 and combusted and analyzed using a 

Vario MAX Elemental Analyzer (Elementar Analysensysteme GmbH, Hanau, Germany). To 

measure the inorganic carbon content, the samples were combusted at 450°C for 16 h prior to the 

WO3 addition.  

For measuring the S content, 30 mg air-dried, sieved, ground soil samples were added to 6x6 mm 

tin boats. These were folded and placed in 8x8 mm tin boats that were additionally filled with 

60 mg WO3. The samples were analyzed using a Vario EL II Elemental Analyzer (Elementar 

Analysensysteme GmbH, Hanau, Germany).  
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Organic Matter Composition and Metabolomics. The frozen samples were stored until the 

water content was determined. With the dry weights, it was calculated how much fresh soil 

would be needed to resemble 5 g air-dry soil. As the soil was already submerged, the soil was 

centrifuged off directly using a Z 383K Universal High Speed Centrifuge (Hermle LaborTechnik 

GmbH, Wehingen, Germany) at 6000 rpm. 4 mL of the filtrate were dried down using a RVC 2-

25 CDplus rotary vacuum concentrator (Martin Christ Gefriertrocknungsanlagen GmbH, 

Osterode, Germany) and resuspended in 400 µL acetonitrile:water (1:1 v/v) mixture. 10 µL 40 

µM ribitol in water was added as an internal standard. This was measured using UHPLC-MS. A 

quality control sample was created by pipetting aliquots of every sample together. The sample 

sequence was set up in a way that all samples were measured in a random order, and every 8 

samples, an acetonitrile/water blank and the quality control was measured. The samples were 

measured on a Dionex UltiMate 3000 (Thermo Fisher Scientific, Dreieich, Germany) coupled to 

a Q-Exactive Plus mass spectrometer (Thermo Fisher Scientific, Dreieich, Germany). A 

Synergi™ 4 µm Hydro-RP polar end-capped C18 analytical column (Phenomenex, 

Aschaffenburg, Germany) was flushed using a gradient (0-1 min: 100 % H2O with 1% ACN and 

0.1 % formic acid, 1-10 min: linear gradient to 100% ACN with 0.1% formic acid, 10-12 min: 

100% ACN with 0.1% formic acid). Each sample was measured with three technical replicates. 

Positive and negative polarity were measured in separate runs. A window of m/z = 100-1200 u 

was used with a resolution of 280.000.  
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The residual soil was then extracted with 10 mL acetonitrile, centrifuged, and the supernatant 

was again dried down and resuspended in 400 µL acetonitrile. Enough quality control sample for 

8 individual QC samples was prepared from aliquots of these samples. 10 µL 40 µM ribitol in 

water was added as an internal standard. The samples and QC sample was dried down in an 

exsiccator overnight. 50 µL methoxyamine in pyridine was added (20 µg/mL), heated to 60°C 

for 1 h and then left to derivatize completely at room temperature overnight. The QC sample was 

split up into the individual QC samples. 2 µL of alkane standard mix (C7-C40, 100 µg/ml in 

hexane, Supelco, Munich, Germany) was added to one QC sample. The samples were measured 

using a Q Exactive GC Orbitrap GC-MS/MS with a Q Exactive orbitrap mass spectrometer, a 

Trace™ 1310 GC equipped with a TriPlus™ RSH™ Autosampler (Thermo Fisher Scientific, 

Dreieich, Germany) with automatic sample derivatization. The samples were additionally 

derivatized by adding 50 µL BSTFA and heating to 60°C for 1 h directly before the analysis. The 

analysis was performed on a Zebron ZB-SemiVolatiles column (30 m × 0.25 mm × 0.25 µm, 

Phenomenex, Aschaffenburg, Germany) using a temperature gradient (2 min at 80°C, then heat 

to 120°C with a rate of 20°/min, hold for 1 min, then heat to 250°C with a rate of 5°C/min, then 

heat to 320°C at 10°C/min and hold for 2 min). 1 µL sample was injected into the injector at 

250°C at a split ratio of 1:10. Masses were recorded between m/z = 60 and 500 u with a 

resolution of 120.000.  

The data analysis was done using Xcalibur and Compound Discoverer 4.0 (Thermo Fischer 

Scientific, Dreieich, Germany) as well as Metaboanalyst (7) and R 3.6.1 to 4.0.3 (8). Features 
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were detected and integrated with Compound Discoverer. Peaks were picked between 100 and 

5000 Da, with a minimum signal to noise ratio threshold (SNR) of 1.5. The peaks were aligned 

with a maximum shift of 2 min and a mass tolerance of 5 ppm. Compounds were detected with a 

mass tolerance of 5 ppm, an intensity tolerance of 30%, a SNR-threshold of 3, a minimum peak 

intensity of 105, and a sum formula up to C90H190Br3F6K2N10Na2O18P3S5, with adducts of H+, 

Na+, K+, NH4
+, Cl-, acetonitrile, formic acid, methanol, and H abstractions. Compunds were 

grouped and merged with a mass tolerance of 5 ppm and a maximum retention time shift of 0.1 

min. Fragments of [M+H]+ and [M-H]- were used in the feature list. ChemSpider, mzCloud, 

mzVault, and MassList search was done by sum formula and mass, with a maximum mass 

deviation of 5 ppm and an SFit Threshold and Range of 20. Gaps were filled with a 5 ppm mass 

tolerance and an ANR threshold of 1.5. Background compounds were eliminated if the 

sample/blank ratio was below 5. The S isotopic pattern was matched with a mass tolerance of 5 

ppm, an intensity tolerance of 30%, and an SNR threshold of 3. Element compositions were 

predicted with 5 ppm mass tolerance, sumformulas between CH and 

C90H190Br3Cl8F18N10O18P3S5, 0-40 double-bond equivalents, a H/C ratio between 0.1 and 3.5, 

and pattern matching.  

Statistical Analyses were done with MetaboAnalyst. Therefore, the data was normalized using 

log transformation and Pareto scaling. Principal component analyses and partial-least squares 

discriminant analyses (PLS-DA) were done with the data. From the PLS-DA, the variable 

importance in projection (VIP score) was calculated for the first axis. For the selection of 
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individual features, we used the VIP score and not the correlation coefficient, as it would also 

capture substances first increasing and then decreasing during the analysis. The feature selection 

criteria were: VIP > 1, max(intensity, autoclaved controls)/min(intensity, autoclaved controls) < 

5, max(intensity, samples)/min(intensity, samples) > 5, max/min(intensity, sample) > 

2*(max/min(intensity, autoclaved controls)). These features were then investigated manually. 

MS² spectra were acquired on the samples with the highest peak intensity using the same LC-

method as above, at NCE = 50 eV. If possible, we coinjected organic sulfur compound standards 

for confirming the substances. These compounds were also used in a calibration between 10 ng/L 

and 10 µg/L. The calibration was used to quantify these substances in the incubation samples. 

NUCLEIC ACID EXTRACTION AND ILLUMINA MISEQ AMPLICON SEQUENCING OF THE 16S 

RRNA GENE.  

DNA was extracted from sediment sampled from microcosm incubations described in section 

‘Prolonged Incubation in Closed Chambers under Argon’ using the DNeasy PowerSoil 

Extraction kit (Qiagen) following the manufacturer's protocol at 5 different time points.  DNA 

was extracted in triplicate from samples taken at the following pre-selected time points: 0, 1, 7, 

14, 21, 28 d.  Amplicon sequencing of prokaryotes (bacteria and archaea) 16S rRNA genes was 

carried out targeting the V4 region using the Earth Microbiome Project primer pair, 515F-806R 

(9-12).  Illumina libraries were generated using the NEBNext Ultra II FS DNA library 

preparation kit (New England Biolabs) according to the manufacturer’s protocol. Size selection 
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was performed using the AMPure XP beads (Beckman Coulter). The sequencing was performed 

in‐house on an Illumina MiSeq platform using v3 chemistry with 2 × 300 bp read lengths. 

Amplicon sequence reads were first subjected to primer sequence removal by cutting the 5’ to 3’ 

end based on primer sequence length. Next, read pairs were paired-end assembly and checked for 

quality control using the -fastq_mergepairs (-fastq_minmergelen = expected amplicon size) and -

fastq_filter (-fastq_maxee = 0.5) functions implemented in usearch (v 11)(13). The operational 

taxonomic units (OTU) were clustered using vsearch (v 1.10.2) (97% sequence identity, de 

novo)(14). Low abundant OTUs (<10 sequence reads) were removed. The representative 

sequences were taxonomically assigned against SILVA (release 128) (15) using the uclust 

algorithm (13) implemented in vsearch (minimum similarity of 90%). An OTU table including 

determined taxonomic affiliations and available metadata was assembled for downstream 

analysis with QIIME 2 (v 2020.2).  Raw reads were deposited at the ENA under accession xxx. 

The correlation and the heatmap was done in R 4.0.3 using the Hmisc 4.4-2, tidyverse 1.3.0, and 

corrplot 0.4.3 packages. Correlation with time was done for all individual samples; results were 

considered significant if the correlation was larger than 0.5 or smaller than -0.5. For the heatmap, 

the relative abundance data was averaged for each time point (n = 4 for t = 4 w, n = 5 for the 

others). These results were centered and scaled by their mean relative abundance, i.e. 

𝑠𝑟𝑟.𝐴. 𝑐ℎ𝑎𝑛𝑎𝑟 (𝑇1) = (𝐴(𝑇1) −  �̅�)/�̅�. 
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CO2, CH4, AND N2O EMISSIONS.  

To make sure the samples are well equilibrated with room air, the chambers were opened for 10 

min before the analysis. Then, Schott bottle caps with butyl rubber plugs were placed onto the 

Schott bottles containing the sample. After 5, 20, and 35 min, 50 mL headspace was taken out 

with a syringe and inserted into a previously evacuated 20 mL headspace vial. The headspace 

was measured using a Nexis GC-2030 with a BID discharge ionization detector and a HS-20 

autosampler (Shimadzu, Jena, Germany). The sample was injected using a split ratio of 1:9, and 

a purge flow of 2 mL/min. Sample and transfer line were kept at 150°C, the auto sampler at 

60°C. The SH-Rt-QBond column (30 m x 0.53 m x 20 µm) was operated with a temperature 

gradient (40°C for 2.5 min, then heat to 120°C at 10°C/min, then hold for 1.5 min) and 3.34 

mL/min He carrier gas flow.  

SIFT-MS MEASUREMENTS – GENERAL.  

Volatile gas emissions were measured using a Syft Voice200ultra SIFT-MS equipped with a 

positive ion source (Syft Technologies GmbH, Darmstadt, Germany). The instrument was 

optimized as published in (16). 100 mL/min sample gas flow, 312 mL/min Helium carrier gas 

flow, 140°C flow tube temperature and 50 V flow tube voltage were used. Unless stated 

otherwise, 1 s scan time and 100.000 cps count limit were used. A calibration at 0, 0.2, 0.5, 1, 2, 

5, 10, 20 ppb of the VSC standard diluted with VOC-free air, in dry air and at 30%, 60% and 

90% humidity at 25°C was done every six months.  
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Mixing ratios were calculated from the calibration as  

𝜒 = 𝑎 ⋅ 𝐼𝑝𝑝𝑝𝑝
𝐼𝑝𝑟𝑟𝑟

+ 𝑏 ⋅
𝐼𝐻3𝑂+⋅𝐻2𝑂
𝐼𝐻3𝑂+

+ 𝑐 (1) 

𝑎, 𝑏, 𝑐 are regression parameters from the calibration, 𝐶𝑝𝑝𝑝𝑝 and 𝐶𝑝𝑟𝑟𝑟 the intensity (cps) of the 

product ion of the analyte and its corresponding reagent ion, and 𝐶𝐻3𝑂+⋅𝐻2𝑂 and 𝐶𝐻3𝑂+the 

intensity (cps) of the H3O+/37 u water cluster and its corresponding reagent ion H3O+/19 u, as a 

measure of the air humidity.  

In case there was no calibration available, the mixing ratios (in ppb) were calculated as  

𝜒 = 1.0035 ⋅ 10−10 𝑇𝑝𝑝𝑝⋅𝑐𝑚3

𝐾⋅𝑚𝑝𝑚𝑟𝑐𝑚𝑚𝑟⋅𝑠
⋅ 𝑇𝐹𝐹
𝑝𝐹𝐹

⋅ � 𝜑𝑐𝑟𝑝𝑝
𝜑𝑠𝑟𝑠𝑝

+ 1� ⋅
∑ 𝐼𝑝𝑟𝑟𝑟,𝑖⋅

𝐼𝐼𝐹𝑖
𝑏𝑝𝑖

𝑖

∑ 𝑘𝑗⋅𝐼𝑝𝑝𝑝𝑝,𝑖⋅𝐼𝐼𝐹𝑗𝑗
 (2) 

Where 𝑇𝐹𝑇 and 𝑝𝐹𝑇 are the flow tube temperature and pressure, 𝜑𝑐𝑟𝑝𝑝 and 𝜑𝑠𝑟𝑚𝑝 the carrier gas 

and sample gas flow, 𝐶𝑝𝑟𝑟𝑟,𝑖 and 𝐶𝑝𝑝𝑝𝑝,𝑖 the reagent and their corresponding product ions, 𝐶𝐶𝐹𝑖 

and 𝐶𝐶𝐹𝑗 the corresponding instrument calibration factors, as determined from the instrument 

validation, 𝑏𝑠𝑖 the branching ratio of the product ion as listed in the library, and 𝑘𝑗 the kinetic 

constant of the ionization reaction as listed in the library.  

The first scan was always discarded and the remaining scans were averaged. The gas release rate 

was calculated as  
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𝜙 = 𝜒⋅𝑀⋅𝜑𝑟𝑖𝑝
𝑉𝑠𝑝𝑚⋅𝑚𝑠𝑝𝑖𝑚 𝑝𝑑

 (3) 

𝜙 being the release rate in µmol / gdw h, 𝑀 the molar mass of the compound, 𝜑𝑟𝑖𝑝 the air flow 

through the incubation chamber (cf. Table S3), 𝑉𝑚𝑝𝑚 the molar volume, used 24 L/mol, and 

𝑚𝑠𝑝𝑖𝑚 𝑝𝑑 the soil dry mass.  

The error of the emission rate was calculated as 

Δ𝜙 = 𝑡(95%, 𝑛𝑚𝑟𝑟𝑠 − 1) ⋅ 𝑀 ⋅ �𝜙𝑟𝑖𝑝⋅Δ𝜒
𝑚𝑠𝑝𝑖𝑚 𝑝𝑑

+ 𝜒⋅𝜑𝑟𝑖𝑝⋅Δ𝑉𝑠𝑝𝑚
𝑉𝑠𝑝𝑚
2 ⋅𝑚𝑠𝑝𝑖𝑚 𝑝𝑑

 +  𝜒⋅Δ𝜑𝑟𝑖𝑝
𝑉𝑠𝑝𝑚⋅𝑚𝑠𝑝𝑖𝑚 𝑝𝑑

+  𝜒⋅𝜑𝑟𝑖𝑝⋅Δ𝑚𝑠𝑝𝑖𝑚 𝑝𝑑
𝑉𝑠𝑝𝑚⋅𝑚𝑠𝑝𝑖𝑚 𝑝𝑑

2 � (4) 

𝑡(95%,𝑛𝑚𝑟𝑟𝑠 − 1) is the t-distribution at 95% and the degrees of freedom being the number of 

measurements per time point – 1. Δχ is the standard deviation of the mixing ratios that was 

calculated based on the individual measurements per time point. Δ𝑉𝑚𝑝𝑚 = 0.72 L/mol is the error 

of the molar volume for 5 K and 0.02 bar deviation of the temperature and pressure. Δ𝜑𝑟𝑖𝑝 is the 

reading error of the gas flow measurements, and Δ𝑚𝑠𝑝𝑖𝑚 𝑝𝑑 the reading error of the weight 

measurement.  

SIFT-MS MEASUREMENTS FOR PROLONGED INCUBATION.  

11 scans were done per measurement. Scan time per ion was 500 ms for most ions, 1 s for the 

reagent ion m/z = 19, 30, and 32 u, and 5 s for dimethyl sulfide (H3O+ / 63 u and O2
+ / 62 u), 

methanethiol (H3O+ / 49 u) and carbonyl sulfide (O2
+ / 60 u), Table S1.  

CLIV



 

 

19 

 

Table S1: Details of the SIFT-MS settings of the method used in the prolonged incubation with 

11 measurement repetitions each. 

Reagent 

ion 

Product ion m/z Analyte and product ion 

H3O+ 18 ammonia, NH4
+ 

H3O+ 31 formaldehyde, CH3O+ 

H3O+ 33 methanol, CH5O+ 

H3O+ 35 hydrogen sulfide, H3S+ 

H3O+ 36 ammonia, NH4
+.H2O 

H3O+ 43 pyruvic acid, C2H3O+ 

H3O+ 45 acetaldehyde, C2H5O+ 

H3O+ 49 methyl mercaptan, CH4S.H+ 

H3O+ 49 formaldehyde, H2CO.H+.H2O 

H3O+ 51 methanol, CH3OH2
+.H2O 

H3O+ 53 hydrogen sulfide, H3S+.H2O 

H3O+ 59 acetone, C3H7O+ 

H3O+ 59 propanal, C3H7O+ 

H3O+ 61 acetic acid, CH3COOH2
+ 

H3O+ 63 dimethyl sulfide,(CH3)2S.H+ 

H3O+ 63 acetaldehyde, C2H5O+.H2O 

H3O+ 67 methyl mercaptan, CH4S.H+.H2O 

H3O+ 69 methanol, CH3OH.H+.(H2O)2 

H3O+ 77 ethyl methyl sulfide, CH3SHC2H5
+ 

H3O+ 77 acetone, (CH3)2CO.H+.H2O 

H3O+ 77 propanal, C3H7O+H2O 
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Reagent 

ion 

Product ion m/z Analyte and product ion 

H3O+ 79 acetic acid, CH3COOH2
+.H2O 

H3O+ 81 acetaldehyde, C2H5O+.2H2O 

H3O+ 89 butanoic acid, C3H7COOH2
+ 

H3O+ 91 lactic acid, CH3CH(OH)COOH2
+ 

H3O+ 95 dimethyl disulfide, (CH3)2S2.H+ 

H3O+ 95 ethyl methyl sulfide, 

CH3SHC2H5
+.H2O 

H3O+ 95 propanal, C3H7O+.2H2O 

H3O+ 97 acetic acid, CH3COOH2
+.2H2O 

H3O+ 107 butanoic acid, C3H7COOH2
+.H2O 

H3O+ 123 benzoic acid, C7H6O2.H+ 

H3O+ 137 alpha-pinene, C10H17
+ 

H3O+ 145 octanoic acid, C8H16O2.H+ 

H3O+ 159 dimethyl tetrasulfide, C2H6S4
+ 

H3O+ 163 octanoic acid, C8H16O2.H+ 

H3O+ 177 dimethyl tetrasulfide, C2H6S4H+.H2O 

NO+ 43 acetaldehyde, CH3CO+ 

NO+ 57 propanal, C3H5O+ 

NO+ 61 acetaldehyde, CH3CO+.H2O 

NO+ 62 methanol, NO+.CH3OH 

NO+ 71 Butanoic acid, C3H7CO+ 

NO+ 73 lactic acid, CH3CH(OH)CO+ 

NO+ 78 dimethyl sulfoxide, C2H6OS+ 

NO+ 79 acetaldehyde, CH3CO+.2H2O 

NO+ 88 acetone, NO+.C3H6O 
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Reagent 

ion 

Product ion m/z Analyte and product ion 

NO+ 90 acetic acid, NO+.CH3COOH 

NO+ 94 dimethyl disulfide, (CH3)2S2
+ 

NO+ 104 propanoic acid, NO+.C2H5COOH 

NO+ 108 acetic acid, NO+.CH3COOH.H2O 

NO+ 118 butanoic acid, NO+.C3H7COOH 

NO+ 118 pyruvic acid, C3H4O3.NO+ 

NO+ 120 lactic acid, NO+.CH3CH(OH)COOH 

NO+ 124 dimethylsulfone, C2H6O2S.NO+ 

NO+ 126 dimethyl trisulfide, C2H6S3
+ 

NO+ 136 alpha-pinene, C10H16
+ 

NO+ 146 hexanoic acid, C6H12O2.NO+ 

NO+ 156 dimethyl sulfate, C2H6O4S.NO+ 

NO+ 158 dimethyl tetrasulfide, C2H6S4
+ 

O2
+ 17 ammonia, NH3

+ 

O2
+ 18 ammonia, NH4

+ 

O2
+ 34 hydrogen sulfide, H2S+ 

O2
+ 35 ammonia, NH3

+.H2O 

O2
+ 36 ammonia, NH4

+.H2O 

O2
+ 43 acetone, C2H3O+ 

O2
+ 45 formic acid, HCOO+ 

O2
+ 48 methyl mercaptan, CH4S+ 

O2
+ 57 propanal, C3H5O+ 

O2
+ 58 acetone, C3H6O+ 

O2
+ 58 propanal, C3H6O+ 

O2
+ 60 carbonyl sulfide, COS+ 
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Reagent 

ion 

Product ion m/z Analyte and product ion 

O2
+ 60 butanoic acid, CH3COOH+ 

O2
+ 62 dimethyl sulfide, (CH3)2S+ 

O2
+ 74 propanoic acid, C2H5COOH+ 

O2
+ 88 butanoic acid, C3H7COOH+ 

O2
+ 93 alpha-pinene, C7H9

+ 

O2
+ 94 dimethyl disulfide, (CH3)2S2

+ 

O2
+ 94 dimethylsulfone, C2H6O2S+ 

O2
+ 95 dimethylsulfone, C2H7O2S+ 

O2
+ 96 dimethyl sulfate, CH4O3S+ 

O2
+ 122 benzoic acid, C7H6O2

+ 

O2
+ 126 dimethyl trisulfide, C2H6S3

+ 

SIFT-MS MEASUREMENTS FOR DRYOUT.  

All chambers were measured in an alternating fashion. Each time every chamber was measured, 

a one-point calibration was done with the VSC calibration standard that was diluted to 1 ppb in 

pure air.  

Full scans of all three reagent ions were measured between m/z = 15 and 150 u, with 1 s scan 

time and a count limit of 100.000 counts. For the ions of hydrogen sulfide, methanethiol, 

carbonyl sulfide and dimethyl sulfide with H3O+ / 35, 49, 63 u, and O2
+ / 34, 48, 60, 62 u, the 

scan time was extended to 5 s.  
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SIFT-MS MEASUREMENT FOR SUBSTANCE ADDITION, AND SULFATE LABELLING 

EXPERIMENTS.  

Six scans of the analytes mentioned in table were done with a scan time of 1 s and 100.000 cps 

count limit, Table S2.  

Table S2: Details of the SIM scan used for the substance addition in dynamic chambers and the 

labelling experiment. 

Reagent 

ion 

Product 

ion m/z analyte and product ion 

H3O+ 35 hydrogen sulphide, H3S+ 

H3O+ 49 methanethiol, CH4S∙H+ 

H3O+ 51 methanethiol-34S, CH4
34S∙H+ 

H3O+ 53 hydrogen sulphide, H3S+∙H2O 

H3O+ 63 dimethyl sulphide, (CH3)2S∙H+ 

H3O+ 65 dimethyl sulphide-34S, (CH3)2
34S∙H+ 

H3O+ 67 methanethiol, CH4S∙H+∙H2O 

H3O+ 77 carbon disulfide, CS2∙H+ 

H3O+ 77 methyl ethyl sulfide, C3H8S∙H+ 

H3O+ 79 dimethyl sulphoxide, C2H6OS∙H+ 

H3O+ 79 carbon disulphide-34S, C32S34S∙H+ 

H3O+ 81 dimethyl sulphoxide-34S, C2H6O34S∙H+ 

H3O+ 81 carbon disulphide-(34S)2, C34S2∙H+ 

H3O+ 89 methyl propenyl sulfide, C4H8S∙H+ 

H3O+ 91 diethyl sulfide, C4H11S+ 
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H3O+ 95 dimethyl disulphide, (CH3)2S2∙H+ 

H3O+ 95 dimethylsulphone, C2H6O2S∙H+ 

H3O+ 95 methyl ethyl sulfide, C3H8S∙H+∙H2O 

H3O+ 97 dimethyl disulphide-34S, (CH3)2
32S34S∙H+ 

H3O+ 97 dimethylsulphone-34S, C2H6O2
34S∙H+ 

H3O+ 99 dimethyl disulphide-(34S)2, (CH3)2
34S2∙H+ 

H3O+ 99 sulfuric acid, H3SO4
+ 

H3O+ 113 dimethylsulphone, C2H6O2S∙H2O∙H+ 

H3O+ 115 di-2-propenyl sulfide, (C3H5)2S∙H+ 

H3O+ 115 dimethylsulphone-34S, C2H6O2
34S∙H+∙H2O 

H3O+ 123 ethyl disulfide, C4H10S2∙H+ 

H3O+ 127 methyl sulfate, C2H6O4S∙H+ 

H3O+ 127 methyl sulfate, C2H6O4S∙H+ 

H3O+ 127 dimethyl trisulphide, C2H6S3H+ 

H3O+ 129 dimethyl trisulphide-34S, C2H6(32S)2
34S∙H+ 

H3O+ 145 methyl sulfate, C2H6O4S∙H2O∙H+ 

H3O+ 145 dimethyl trisulfide, C2H6S3H+∙H2O 

H3O+ 159 dimethyl tetrasulphide, C2H6S4∙H+ 

H3O+ 161 dimethyl tetrasulphide-34S, C2H6(32S)3
34S∙H+ 

H3O+ 177 dimethyl tetrasulfide, C2H6S4∙H+∙H2O 

NO+ 62 dimethyl sulphide, (CH3)2S+ 

NO+ 64 dimethyl sulphide-34S, (CH3)2
34S+ 

NO+ 78 dimethyl sulphoxide, C2H6OS+ 

NO+ 80 dimethyl sulphoxide-34S, C2H6O34S+ 

NO+ 88 methyl propenyl sulfide, C4H8S+ 

Reagent 

ion 

Product 

ion m/z analyte and product ion 
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NO+ 90 diethyl sulfide, C4H10S+ 

NO+ 94 dimethyl disulphide, (CH3)2S2
+ 

NO+ 96 dimethyl disulphide-34S, (CH3)2
32S34S+ 

NO+ 98 dimethyl disulphide-(34S)2, (CH3)2(34S)2
+ 

NO+ 99 glutaraldehyde, C5H7O2
+ 

NO+ 108 dimethyl sulphoxide, C2H6OS∙NO+ 

NO+ 108  dimethyl sulphoxide-34S, C2H6O34S∙NO+ 

NO+ 114 di-2-propenyl sulfide, (C3H5)2S+ 

NO+ 122 ethyl disulfide, C4H10S2
+ 

NO+ 124 dimethylsulphone, C2H6O2S∙NO+ 

NO+ 126 dimethyl trisulphide, C2H6S3
+ 

NO+ 126 dimethylsulphone-34S, C2H6O2
34S∙NO+ 

NO+ 128 dimethyl trisulphide-34S, C2H6(32S)2
34S+ 

NO+ 156 methyl sulfate, C2H6O4S∙NO+ 

NO+ 158 dimethyl tetrasulphide, C2H6S4
+ 

NO+ 160 dimethyl tetrasulphide-34S, C2H6(32S)3
34S+ 

O2
+ 34 sulphur dioxide-34S, 34SO2

+ 

O2
+ 36 hydrogen sulphide, H2S+ 

O2
+ 46 hydrogen sulphide-34S, H2

34S+ 

O2
+ 46 dimethyl sulphide, CH2S+ 

O2
+ 46 dimethyl disulphide, CH2S+ 

O2
+ 47 dimethyl disulphide-34S, CH2

34S+ 

O2
+ 47 dimethyl sulphide, CH3S+ 

O2
+ 48 methanethiol, CH3S+ 

O2
+ 48 dimethyl sulphide-34S, CH2

34S+ 

O2
+ 48 methanethiol, CH4S+ 

O2
+ 48 dimethyl disulphide-(34S)2, CH2

34S+ 
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O2
+ 49 dimethyl disulphide-34S, CH2

34S+ 

O2
+ 49 dimethyl sulphide-34S, CH3

34S+ 

O2
+ 50 methanethiol-34S, CH3

34S+ 

O2
+ 60 methanethiol-34S, CH4

34S+ 

O2
+ 61 carbonyl sulphide, COS+ 

O2
+ 61 diethyl sulfide, C2H5S+ 

O2
+ 61 dimethyl disulphide, CH3CH2S+ 

O2
+ 61 dimethyl disulphide-34S, CH3CH2

32S+ 

O2
+ 61 dimethyl trisulphide, C2H5S+ 

O2
+ 62 dimethyl trisulphide-34S, C2H5

32S+ 

O2
+ 62 dimethyl sulphide, (CH3)2S+ 

O2
+ 62 carbonyl sulphide-34S, CO34S+ 

O2
+ 63 diethyl sulfide, C2H6S+ 

Reagent 

ion 

Product 

ion m/z analyte and product ion 

O2
+ 63 dimethyl disulphide-(34S)2, CH3CH2

34S+ 

O2
+ 63 dimethyl disulphide-34S, CH3CH2

34S+ 

O2
+ 64 dimethyl trisulphide-34S, C2H5

34S+ 

O2
+ 73 dimethyl sulphide-34S, (CH3)2

34S+ 

O2
+ 75 methyl propenyl sulfide, C3H5S+ 

O2
+ 76 diethyl sulfide, C3H7S+ 

O2
+ 78 carbon disulfide, CS2

+ 

O2
+ 78  dimethyl sulphoxide, C2H6OS+ 

O2
+ 78  dimethyl sulphoxide-34S, C2H6O34S+ 

O2
+ 78 carbon disulphide-34S, C32S34S+ 

O2
+ 78 dimethyl trisulphide, CH2S2

+ 

O2
+ 79 dimethyl trisulphide-34S, CH2

34S2
+ 
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O2
+ 79 dimethyl disulphide, CH3S2

+ 

O2
+ 79 dimethyl trisulphide, CH3S2

+ 

O2
+ 80 dimethylsulphone, CH3O2S+ 

O2
+ 80 carbon disulphide-(34S)2, C(34S)2

+ 

O2
+ 80 dimethyl trisulphide, CH4S2

+ 

O2
+ 81 dimethyl trisulphide-34S, CH4(32S)2

+ and CH2
32S34S+ 

O2
+ 81 dimethyl disulphide-34S, CH3

32S34S+ 

O2
+ 81 dimethyl trisulphide-34S, CH3

32S34S+ 

O2
+ 82 dimethylsulphone-34S, CH3O2

34S+ 

O2
+ 82 dimethyl trisulphide-34S, CH4

32S34S+ 

O2
+ 83 glutaraldehyde, C5H6O+ 

O2
+ 83 dimethyl disulphide-(34S)2, CH3(34S)2

+ 

O2
+ 85 trichloromethane, CH(35Cl)2

+ 

O2
+ 88 trichloromethane, CH35Cl37Cl+ 

O2
+ 90 methyl propenyl sulfide, C4H8S+ 

O2
+ 94 diethyl sulfide, C4H10S+ 

O2
+ 94 ethyl disulfide, C2H6S2

+ 

O2
+ 94 dimethyl disulphide, (CH3)2S2

+ 

O2
+ 95 dimethylsulphone, C2H6O2S+ 

O2
+ 96 dimethylsulphone, C2H7O2S+ 

O2
+ 96 dimethyl disulphide-34S, (CH3)2

32S34S+ 

O2
+ 97 dimethylsulphone-34S, C2H6O2

34S+ 

O2
+ 98 dimethylsulphone-34S, C2H6O2

34SH+ 

O2
+ 111 dimethyl disulphide-(34S)2, (CH3)2(34S)2

+ 

O2
+ 113 dimethyl trisulphide, CH3S3

+ 

O2
+ 122 dimethyl trisulphide-34S, CH3(32S)2

34S+ 

O2
+ 126 ethyl disulfide, C4H10S2

+ 
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O2
+ 128 dimethyl trisulphide, C2H6S3

+ 

 

SIFT-MS MEASUREMENTS FOR STATIC CHAMBER MEASUREMENTS.  

A 60 s SIM scan with 1 s scan time per ion and a count limit of 100,000 counts was done for 

measuring dimethyl sulfide, methanethiol, hydrogen sulfide, carbonyl sulfide, and dimethyl 

sulfoxide, Table S3.  

Table S3: Details of the SIFT-MS settings of the short (60 s) VSC method with 5 measurement 

repetitions each, as used for the substance manipulation in closed chambers. 

Reagent ion Product ion m/z Analyte and product ion 

H3O+ 35 hydrogen sulphide, H3S+ 

H3O+ 49 methanethiol, CH4S∙H+ 

H3O+ 63 dimethyl sulfide, (CH3)2S∙H+ 

NO+ 62 dimethyl sulfide, (CH3)2S+ 

NO+ 78 dimethyl sulfoxide, C2H6OS+ 

O2
+ 48 methanethiol, CH4S+ 

O2
+ 60 carbon sulfoxide, COS+ 

O2
+ 62 dimethyl sulfide, (CH3)2S+ 

O2
+ 78 dimethyl sulfoxide, C2H6OS+ 
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Figure S 1. Scheme of dryout chamber setup. Three replicates of Schlöppnerbrunnen soil 

and two replicates of an acid-washed sand control were incubated under nitrogen. One 

replicate each was placed on a balance to track the water loss directly; the other ones 

were placed in redox chambers as indicated in Figure S 2. All tubes were continuously 

flushed, both by the nitrogen stream flowing through the chambers and by the pump 

downstream the instrument. The VSC standard was diluted to 1 ppb and measured daily 

(though flowing constantly, to ensure the VSC mixing ratios are in equilibrium with the 

tube walls). The balance weight was also noted down daily. The VSC emissions of the 

chambers were measured continuously one after the other.  
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Figure S 2. Scheme of the redox chambers as viewed from above. Six clusters of 

platinum redox electrodes (small black dots) are distributed in the floor of the chamber, 

sticking out ca. 2 mm. Each cluster is connected to the Ag/AgCl reference electrode via a 

salt bridge (small circles). The temperature is measured by two sensors (small ellipses). 

Air inlet and outlet are on the top of the chamber, with the positions approximately 

shown by the blue dashed circles.  
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Figure S 3. Sampling scheme of long-term anoxic incubation experiment. Pore water and 

cores were sampled, pooled and distributed on 30 flasks which were flushed with Argon 

for 1 h. 5 flasks were autoclaved. Every week, 5 samples + 1 autoclaved control sample 

were used for the different measurements indicated.  
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DRYOUT AND REWETTING 

Table S5: pH of soil slurries from fresh fen soil before the anoxic dryout incubation and 

air-dry soil after being dried under a constant nitrogen flow (anoxic incubation) or a 

constant frlow of VOC-free air (oxic incubation) over three weeks. Slurries were 

prepared by adding distilled water such that the amount of water was equal to 10 x the 

air-dry soil mass.  

 pH of soil slurry 

Soil replicate Before incubation After anoxic incubation After oxic incubation 

1 4.47 4.13 3.79 

2 4.57 3.90 3.75 

3 4.54 4.90 4.44 
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Table S6: Redox potential of possible half reactions happening in soil-water systems at 

25°C  (24). Referenced to Standard Hydrogen Electrode. pH = 3.9, 4.1, and 4.5 are the 

pH reached in the anoxic dryout experiments. For the calculation of the Fe2+/Fe3+-

potential, the correct phase was selected from the phase diagrams in Evangelou (24), and 

the used Fe2+ and Fe3+ contents were 140 and 30 µmol/gdw as reported by Reiche, 

Torburg and Küsel (25).  

 EH (V) 

 pH = 7 pH = 4.5 pH = 3.9 pH = 4.1 

𝑂2 + 4 𝐻+ + 4 𝑟− ⇌ 2 𝐻2𝑂 1.23 0.96 1.00 0.99 

𝑁𝑂3− + 6 𝐻+ + 5 𝑟− ⇌ 𝑁𝑂2− + 𝐻2𝑂 0.85 0.58 0.62 0.61 

𝐹𝑟(𝑂𝐻)3(𝑎𝑚𝑎𝑠𝑝ℎ𝑎𝑜𝑠, 𝑠) + 3𝐻+ + 𝑟− ⇌ 𝐹𝑟2+ + 3 𝐻2𝑂 -0.33 0.11 0.21 0.18 

𝑆𝑂42− + 10 𝐻+ + 8 𝑟− ⇌ 𝐻2𝑆 + 4 𝐻2𝑂 0.31 -0.02 0.02 0.01 

Acetic Acid: 2𝐶𝑂2 + 8 𝐻+ + 8 𝑟− ⇌ 𝐶2𝐻4𝑂2 + 2 𝐻2𝑂 0.10 -0.13 -0.14 -0.17 

Glucose: 6 𝐶𝑂2 + 24 𝐻+ + 24 𝑟−  ⇌ 𝐶6𝐻12𝑂6 + 6 𝐻2𝑂 -0.01 -0.28 -0.24 -0.26 
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Figure S 4. change of redox potential signal for all electrodes in the three chambers 
during anoxic dryout of the Schlöppnerbrunnen soils and the acid-washed sand control 
over the course of 21 d. Secondly raw data shown. The sand had to be re-wetted after 
10 d, since it dried out rather quickly. 
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Figure S 5. Change of VSC emissions with redox potential change for the three 
chambers where the redox potential was measured during the anoxic dryout of the 
Schlöppnerbrunnen soils and acid-washed sand controls over the course of 21 d. Mean ± 
95% CI ntech, intensity = 4. Redox potential distribution was summarized from all 3 
electrodes over 1000 s for each data point (n = 30000).  
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Figure S 6. change of redox potential signal for all electrodes in the three chambers 

during oxic dryout of the Schlöppnerbrunnen soils and the acid-washed sand control over 

the course of 21 d. Secondly raw data shown. The sand had to be re-wetted after 10 d, 

since it dried out rather quickly.   
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Figure S 7. VSC emission rates during dryout of Schlöppnerbrunnen soil under VOC-

free air (acid-washed sand control n = 2, Schlöppnerbrunnen soil n = 3). Every data point 

is 10 scans, mean ± 95% CI. A GAM smoother was applied over all times. The controls 

only had a very low soil humidity, as their density was much higher and even though the 

water added was the same as for the other soils, it never reached that high humidities.   
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Figure S 8: VSC emissions from the two sites at the Schlöppnerbrunnen fen, the M and 

the C site differing in their waterlogging and the amount of iron. Samples were taken 

from two depths as well, to see the influence of a changing water table. They were dried 

and rewetted to 30%, 60%, 100%, and 150% of their water holding capacity. 
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VSC emissions from other soils 
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Figure S 9: Humidity-dependence of VSC emissions from soils from sites from different 

locations. Due to technical difficulties and limited sample size, the data could not be 

quantified properly. Release rates with the same point shapes (squares vs. triangles vs. 

points) were comparable and are normalized to the highest VSC emission from this 

group. Mean ± 95% CI (nsoil = 3, ntech = 10, nsoil = 2 for ATTO and Schlöppnerbrunnen 

sites). Soil from Disko Island, Greenland, was dried out for a similar result, but did not 

yield significant VSC emissions. Since the method was different, it was not included in 

this graph.   
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LABELLING 

 

Figure S 10. Ratio of 34S to 32S emissions for hydrogen sulfide (black), methanethiol 

(blue) and dimethyl sulfide (red) when labelling with Na2
34SO4 (n = 4, solid line, 

replicates have different shapes), and the two controls Na2
32SO4 (dashed line) and 

unspiked soil control (dotted line). Whereas hydrogen sulfide and methanethiol reach 

labelling ratios of approx. 1, dimethyl sulfide shows much less labelling, only about 10% 

of the unlabeled signal.  
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Table S 7. Amount of 34SO4
2- converted to the emitted volatile sulfur compounds. Other 

labelled sulfur compounds were not detected.  

VSC Incorporated amount of 
34S (ppm) 

Hydrogen sulfide 18±3 

Methanethiol 5±3 

Dimethyl sulfide 1.4±0.7 
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Figure S 11. Emissions of H2
32S and H2

34S as well as the ratio of labelled to unlabeled 

H2S in dynamic chamber incubation when adding Na2
32SO4, Na2

34SO4, and a control. N = 

3 for 34SO4-amended soil replicates (different shapes), and N=1 for 32SO4 addition and 

control. Each data point is the mean ± 95% CI of 5 scans.  
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Figure S 12.  Emissions of Me32SH and Me34SH as well as the ratio of labelled to 

unlabeled MeSH in dynamic chamber incubation when adding Na2
32SO4, Na2

34SO4, and a 

control. n = 3 for 34SO4-amended soil replicates (different shapes), and n=1 for 32SO4 

addition and control. Each data point is the mean ± 95% CI of 5 scans.  
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Figure S 13.  Emissions of Me2
32S and Me2

34S as well as the ratio of labelled to 

unlabeled Me2S in dynamic chamber incubation when adding Na2
32SO4, Na2

34SO4, and a 

control. n = 3 for 34SO4-amended soil replicates (different shapes), and n=1 for 32SO4 

addition and control. Each data point is the mean ± 95% CI of 5 scans.  
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Figure S 14. Emissions of 32S-H2S and 34S-H2S as well as the ratio of labelled to 

unlabeled H2S in dynamic chamber incubation when adding cysteine, a 1:1 mixture of S-

methyl methionine and methionine, and a 1:1 mixture of syringic acid and 

trimethoxybenzoic acid to Na2
34SO4-labelled soil. Each manipulation was done on one 

soil. Each data point is the mean ± 95% CI of 5 scans.  
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Figure S 15. Emissions of 32S-MeSH and 34S-MeSH as well as the ratio of labelled to 

unlabeled MeSH in dynamic chamber incubation when adding cysteine, a 1:1 mixture of 

S-methyl methionine and methionine, and a 1:1 mixture of syringic acid and 

trimethoxybenzoic acid to Na2
34SO4-labelled soil. Each manipulation was done on one 

soil. Each data point is the mean ± 95% CI of 5 scans.  
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Figure S 16. Emissions of Me2
32S and Me2

34S as well as the ratio of labelled to unlabeled 

Me2S in dynamic chamber incubation when adding cysteine, a 1:1 mixture of S-methyl 

methionine and methionine, and a 1:1 mixture of syringic acid and trimethoxybenzoic 

acid to Na2
34SO4-labelled soil. Each manipulation was done on one soil. Each data point 

is the mean ± 95% CI of 5 scans.  

 

CLXXXVII



 

 

18 

 

 

Figure S 17. VSC emission upon incubation of the Na2
34SO4-labelled soils (from the 

dynamic labelling experiment) in closed chambers vs. an empty bottle as control. Nsoil = 3 

for the labelled soils, mean ± 95% CI. The control was just one chamber, here the error 

bars are the 95% CI of the 5 technial replicates of each measurement.  
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Figure S 18.  Relation of Me2S and MeSH release rates when spiking with precursor 

substances (colored by substance class) in a dynamic chamber incubation. Every point is 

a measurement in time. Grey dashed line: 1:1 line. Regression curves done for Me2S 

precursors (light blue), MeSH precursors (light green) and all other incubations (gray): 

 𝑫𝑫𝑫 𝒓𝒓𝒓𝒓𝒓𝒓𝒓 =  𝑨 ⋅  𝒓𝒆𝒆(𝑫𝒓𝑫𝑴 𝒓𝒓𝒓𝒓𝒓𝒓𝒓) +  𝑩, mean ± 95% CI.   
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Figure S 19.  VSC release rates during dynamic chamber incubation with different VSC 

precursors (amino acids and derivatives). ntech = 10 per data point, mean ± 95% CI. 

Wherever possible, applied exponential fit 𝚽 = 𝒓 ⋅ 𝐞𝐞𝐞�− 𝒕
𝒃
� + 𝒄, solid lines: fit, dashed 

lines: 95% CI. 
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Figure S 20. VSC release rates during dynamic chamber incubation with different VSC 

precursors (amino acids and derivatives). ntech = 10 per data point, mean ± 95% CI. 

Wherever possible, applied exponential fit 𝚽 = 𝒓 ⋅ 𝐞𝐞𝐞�− 𝒕
𝒃
� + 𝒄, solid lines: fit, dashed 

lines: 95% CI.  
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Figure S 21. VSC release rates during dynamic chamber incubation with different VSC 

precursors. ntech = 10 per data point, mean ± 95% CI. Wherever possible, applied 

exponential fit 𝚽 = 𝒓 ⋅ 𝐞𝐞𝐞 �− 𝒕
𝒃
� + 𝒄, solid lines: fit, dashed lines: 95% CI.  
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Figure S 22. VSC release rates during dynamic chamber incubation with different VSC 

precursors. ntech = 10 per data point, mean ± 95% CI. Wherever possible, applied 

exponential fit 𝚽 = 𝒓 ⋅ 𝐞𝐞𝐞 �− 𝒕
𝒃
� + 𝒄, solid lines: fit, dashed lines: 95% CI.  

CXCV



 

 

6 

 

 

Figure S 23. VSC release rates during dynamic chamber incubation with different VSC 

precursors. ntech = 10 per data point, mean ± 95% CI. Wherever possible, applied 

exponential fit 𝚽 = 𝒓 ⋅ 𝐞𝐞𝐞 �− 𝒕
𝒃
� + 𝒄, solid lines: fit, dashed lines: 95% CI.  
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Figure S 24. DMSO release rates during dynamic chamber incubation with different 

VSC precursors. ntech = 10 per data point, mean ± 95% CI. Wherever possible, applied 

exponential fit 𝚽 = 𝒓 ⋅ 𝐞𝐞𝐞 �− 𝒕
𝒃
� + 𝒄, solid lines: fit, dashed lines: 95% CI.  
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Figure S 25. CS2 release rates during dynamic chamber incubation with different VSC 

precursors. ntech = 10 per data point, mean ± 95% CI. Wherever possible, applied 

exponential fit 𝚽 = 𝒓 ⋅ 𝐞𝐞𝐞 �− 𝒕
𝒃
� + 𝒄, solid lines: fit, dashed lines: 95% CI.  
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Figure S 26. Relation of Me2S and MeSH release rates when spiking with precursor 

substances (colored by substance class) in a dynamic chamber incubation. Every point is 

a measurement in time. Separate regression curves for Me2S precursors (dotted lines, 

mean ±95% CI) and other substances that do not contain dimethyl sulfonio groups (solid 

lines, mean ±95% CI). Grey dashed line: 1:1 line.  
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Figure S 27.  H2S emissions when spiking with different VSC precursor compounds in 

static chambers. nsoil = 3 (6 for control), ntech = 5. Mean ± 95% CI. The different shapes 

mark the 3 (6) different soil replicates.  
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Figure S 28. MeSH emissions when spiking with different VSC precursor compounds in 

static chambers. nsoil = 3 (6 for control), ntech = 5. Mean ± 95% CI. The different shapes 

mark the 3 (6) different soil replicates. 
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Figure S 29. Me2S emissions when spiking with different VSC precursor compounds in 

static chambers. nsoil = 3 (6 for control), ntech = 5. Mean ± 95% CI. The different shapes 

mark the 3 (6) different soil replicates. 
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Figure S 30. COS emissions when spiking with different VSC precursor compounds in 

static chambers. nsoil = 3 (6 for control), ntech = 5. Mean ± 95% CI. The different shapes 

mark the 3 (6) different soil replicates. 
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Figure S 31. DMSO emissions when spiking with different VSC precursor compounds in 

static chambers. nsoil = 3 (6 for control), ntech = 5. Mean ± 95% CI. The different shapes 

mark the 3 (6) different soil replicates. 

 

  

CCIV



 

 

15 

 

 

 

Figure S 32. VSC emissions upon incubation with antibiotics in dynamic chambers. 

Mean ± 95% CI, ntech = 10, nsoil = 3 for the treatments (different shapes), 1 for the 

untreated control.  
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LONG-TERM INCUBATION AND METABOLOMICS 

 

 

Figure S 33. Release rates of VOCs related to general metabolism in long-term 

incubation over 4 weeks. nsoil = 5 per time point. Mean ±95% CI. 
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Figure S 34. Release rates of the different volatile sulfur compounds in long-term 

incubation over 4 weeks. Nsoil = 5 per time point. Mean ±95% CI. 
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Figure S 35. Principle Component Analysis Scores plot of the organic matter extracts 

measured with UHPLS-Orbitrap-MS in negative polarity. Obtained from MetaboanalystR 

after log-transformation and Pareto-Scaling of the data. The five replicates analyzed each 

week were measured three times each (n = 15). The ellipses represent the 95% 

confidence interval of each time point.  
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Figure S 36.  Van Krevelen Diagram of significantly changing substances, as detected 

via UHPLC-MS in positive polarity. Substances are filtered to be at least 3x up-

/downregulated.  
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Figure S 37. Modified Van Krevelen Diagram (with S/C ratio) of significantly changing 

substances, as detected via UHPLC-MS in positive polarity. Substances are filtered to be 

at least 3x up-/downregulated. 
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Figure S 38. Van Krevelen Diagram of significantly changing substances, as detected via 

UHPLC-MS in negative polarity. Substances are filtered to be at least 3x up-

/downregulated. 
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Figure S 39. Modified Van Krevelen Diagram (with S/C ratio) of significantly changing 

substances, as detected via UHPLC-MS in negative polarity. Substances are filtered to be 

at least 3x up-/downregulated. 
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Table S 9. Significantly dysregulated putative sulfur compound features as determined 

with UHPLC-MS in positive polarity. Features were considered significant if VIP > 1 

(VIPscore of the PLS regression over time, as calculated by Metaboanalyst, after log-

transformation and Pareto-scaling of the data), the change in control sample intensity was 

maximum 5 x, and the mean sample intensity change was at least 5-fold, and the sample 

intensity was at least two times the control intensity. Names and sum formulas are 

putative as suggested from Compound Discoverer unless an MS2 spectrum could be 

obtained. Many features had a very small intensity or other peaks close-by, so that no 

MS2 spectrum could be measured.  

Formula m/z (u) 

rt 

(min) log2(4w/0w) 

Puta-

tive MS2 

Coin-

jection Name 

C4H8OS 105.0371 1.4 2.37 x 

  

tetrahydrothiophene1-

oxide 

C4H6O2S 119.0163 1.4 -4.43 x 

  

Divinyl sulfone 

C7H5NS 136.0217 9.3 -2.59 x 

  

4-mercaptobenzonitrile 

C4H8O3S 137.0269 1.4 -4.55 x 

  

S-Methyl-1-thio-D-

glycerate 

C4H2P2S 144.9429 0.9 -3.42 x 

   

C6H13NOS 148.0792 8.2 2.84 x 

  

5-

methylthiopentanaldoxime 

C5H11NO2S 150.0587 7.8 -3.05 x 

  

L-Methionine 

C6H2O3S 154.98 7.7 3.64 x 

  

Thieno[2,3-c]furan-4,6-

dione 

C6H2O3S 154.98 7.5 2.53 x 

  

Thieno[2,3-c]furan-4,6-
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dione 

C6H13NO2S 164.0742 0.9 -3.26 x 

  

Ethionine 

C5H10O4S 167.0376 1.4 -4.41 x 

  

Ethyl 

methylsulfonylacetate 

C6H8N2O2S 173.0448 1.4 -3.24 x 

  

Ethyl 2-amino-4-

thiazolecarboxylate 

C7H11NO2S 174.0587 6.6 3.88 x 

  

4-Prop-2-ynyl-

thiomorpholine 1,1-dioxide 

C5H2O6S 190.9643 1.5 -5.28 x 

   C7H13NO3S 192.0694 7.8 -3.58 x x x N-Acetyl-L-methionine 

C6H14O5S 199.0605 1.1 -2.98 x 

  

1-Thiosorbitol 

C9H15NO3P2S5 204.4635 0.8 3.98 x 

   

C8H15NO3S 206.0851 8.1 3.47 x 

  

Methyl N-acetyl-L-

methioninate 

C10H2S3 218.9396 0.8 -2.38 x 

   C9H15N3O2S 230.0962 1.1 4 x x 

 

Ergothioneine 

C5H2N2O5S2 234.9475 1.1 -2.35 x 

   

C9H15N3O3S 246.0907 1.2 2.96 x 

  

1-[(3,5-Dimethyl-1,2-

oxazol-4-

yl)sulfonyl]piperazine 

C9H17NO6S 268.0852 1.1 -2.69 x   

N-Acetyl-S-(2,3,4-

trihydroxybutyl)-L-

cysteine 

C10H20O4S2 269.0869 1.1 -2.46 x 

  

1,8,11,14-Tetraoxa-4,5-

dithiacyclohexadecane 

C15H2N2S2 274.9728 1.5 -2.37 x 

   C4H7NO7P2S 275.9504 0.9 -4.69 x 

   

C13H9NO2S2 276.0152 9.3 3.39 x 

  

3-(Phenylsulfanyl)-1,2-

benzothiazole 1,1-dioxide 
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C9H16O8S 285.0586 1.2 -2.81 x 

   C4H7NO8P2S 291.9626 0.9 -4.22 x 

   

Formula m/z (u) 

rt 

(min) log2(4w/0w) 

Puta-

tive MS2 

Coin-

jection Name 

C13H29NO3S2 312.166 8.0 -2.68 x 

  

S-[2-(Undecylamino)ethyl] 

hydrogen sulfurothioate 

C15H28O2S2 322.1864 8.9 -3.81 x (x) 

  C11H8O8S2 332.9572 0.9 -3.4 x 

   C17H35NO2S2 350.2176 8.4 -2.33 x 

   

C16H21N3O4S 352.1329 7.0 6.92 x x 

 

?, from MS2 maybe ß-

lactam. CD suggests 

glimepiridine sulfoneamide 

C14H36N6O2S 353.2694 10.0 -0.87 x 

   C17H33NO3S2 364.1971 9.1 -3.61 x 

   C12H27N3O8S 374.1592 1.0 -2.62 x 

   C17H26N2O6S 387.1566 8.1 -2.16 x 

   C15H26N2O10S 427.1364 1.0 2.76 x 

   C15H38N6O7S 447.2593 9.5 -2.08 x 

   C22H48N2O5S 453.3368 9.5 -2.04 x 

   C17H24N6O7S 457.1506 6.7 -4.33 x 

   C23H46N6S2 471.3322 9.1 -5.12 x 

   C25H44N6S2 493.3139 9.9 -3.15 x x 

  C22H48N10OS 501.379 10.0 -4.08 x 

   C10H6O17P2S 984.7681 0.9 -2.02 x 
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Table S 10. Significantly dysregulated putative sulfur compound features as determined 

with UHPLC-MS in negative polarity. Features were considered significant if VIP > 1 

(VIPscore of the PLS regression over time, as calculated by Metaboanalyst, after log-

transformation and Pareto-scaling of the data), the change in control sample intensity was 

maximum 5 x, and the mean sample intensity change was at least 5-fold, and the sample 

intensity was at least two times the control intensity. Names and sum formulas are 

putative as suggested from Compound Discoverer unless an MS2 spectrum could be 

obtained. Many features had a very small intensity or other peaks close-by, so that no 

MS2 spectrum could be measured. 

Formula m/z (u) rt (min) log2(4w/0w) 

Puta-

tive MS2 

Coin-

jection Name 

C2H4O4S 122.9758 1.0 -4.02 x x 

 

Sulfoacetaldehyde 

C2H7NO3S 124.0074 1.1 -4.05 x x x Taurine 

C2H6O4S 124.9914 1.0 -2.7 x 

  

2-Hydroxyethanesulfonate 

C5H4O2S 126.986 7.8 2.36 x x x thiophene-3-carboxylate 

C2H4O5S 138.9707 1.0 -3.15 x x 

 

acetylsulfonic acid 

C3H6O5S 152.9865 1.1 -2.07 x x 

 

3-Sulfopropanoic acid 

C5H12O4S 167.0385 8.3 2.32 x 

  

Monopentyl sulfate 

C7H6O3S 168.9967 7.6 2.81 x x x 

Methyl 2-Formyl-4-

Thiophenecarboxylate 

C6H11NO3S 176.0389 7.6 -2.8 x x x N-formyl methionine 

C7H16O4S 195.0698 8.9 -2.6 x 

  

2-[(2-Methyl-2-

propanyl)oxy]ethyl 

methanesulfonate 

C4H6O7S 196.9762 1.0 -1.86 x x x 2-Sulfosuccinic acid 

C4H8O7S 198.9919 1.0 -2.3 x x 

 

3,4-diihydroxy-2-
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oxobutylsulfate 

C7H6O5S 200.9865 7.3 2.68 x 

  

2-Sulfobenzoic acid 

C6H6O6S 204.9814 1.4 -4.71 x 

  

5-sulfooxymethylfurfural 

C7H13NO4S 206.0494 1.5 -2.42 x x 

 

N-acetyl methionine sulfoxide 

C8H6O5S 212.9865 7.6 2.69 x 

  

2,3-Diformylbenzenesulfonic 

acid  

C8H14N2OS2 217.0467 1.2 2.35 x 

  

(5Z)-4-Propyl-5-(propylimino)-

1,2,4-dithiazolidin-3-one  

C9H15N3O2S 228.0807 1.2 2.4 x 

  

Ergothioneine;Thiolhistidine-

betaine  

C6H8O8S 238.9868 1.2 3.1 x 

   

C9O6S 245.0127 8.3 3.25 x x 

 

3-(3-

sulfooxyphenyl)propanoate 

C8H16O7S 255.0547 1.3 -3.96 x 

   C9H10O7S 261.0074 7.5 -2.43 x (x) 

 

Homovanillicacidsulfate 

C9H6O8S 272.9712 7.8 2.56 x x 

 

2-[3-(Carboxymethyl)-5-

sulfophenyl]acetic acid 

C10H8O8S 286.987 7.7 2.64 x 

   C13H26O3S2 293.1246 8.0 -3.15 x 

   C10H13N3O7S 318.041 1.4 -1.84 x 

   C14H28O4S2 323.1354 7.9 -4.63 x 

   C12H18N6OP2S 355.0678 7.7 4.92 x (x) 

 

acid 

        

Formula m/z (u) 

rt 

(min) log2(4w/0w) 

Puta-

tive MS2 

Coin-

jection Name 

C15H14N4O8S 409.0455 7.2 -2.92 x (x) 

  C16H16O9S2 415.0165 1.5 3.24 x (x) 

  C12H12N10O6S 423.0579 7.9 3.85 x 

   C22H24O3S4 463.0525 8.1 2.68 x 

   

C28H46N4S2 501.3071 10.0 -1.02 x 

  

N,N'-Dinonyl-1H,1'H-2,2'-

bipyrrole-5,5'-dicarbothioamide 

C17H42N6O11S 537.2555 8.5 -4.03 x (x) 

  

CCXIX



 

 

6 

 

C19H30N4O15S 585.1355 1.1 -2.24 x (x) 
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Figure S 42: Concentration of organic sulfur substances during the long-term anoxic 

incubation, mean ± 95% CI (nsoil = 5, ntech = 3, nges = 15). Quantified by UPLC-MS via 

calibration. Gray points were below the limit of quantification (10 * sd(blank 

concentration). Sample concentrations below the limit of detection were not plotted.  
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Microbial community shifts 

 

Figure S 43: Microbial community composition in microcosms containing soil collected in the 

Schlöppnerbrunnen II peatland. 16S rRNA amplicon abundance of phyla relative to all classified 

reads/sequences in the native soil (0d) and microcosm incubations over time (1d – 4w). Taxa 

representing less than 1% (Phylum-level) are grouped together as ‘Others’ (pink). Each bar 

represents the average 16S rRNA amplicon abundance (n=5) of phyla or genera for each time 

point (1d, 1w, 2w, 3w, 4w). 0d represents the microbial composition directly after sampling, 

before peat water addition, 1d the T = 0 for the other analyses, when the peatwater was added 

and the microcosm could adjust overnight. Note, at t = 4 w only 4 replicates are shown due to a 

failed library preparation for this sample prior to amplicon sequencing.  
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Figure S 44: Microbial community composition in microcosms containing soil collected in the 

Schlöppnerbrunnen II peatland. 16S rRNA amplicon abundance of phyla relative to all classified 

reads/sequences in the native soil (0d) and microcosm incubations over time (1d – 4w). Taxa 

representing less than 1% (Phylum-level) are grouped together as ‘Others’ (pink). Each bar 

represents the 16S rRNA amplicon abundance of phyla or genera for each sample at each time 

point (1d, 1w, 2w, 3w, 4w).  
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Figure S 45: Relative abundance of genera associated with dissimilatory S cycling were subset 

(33 total) from the total microbial community composition dataset. 16S rRNA amplicon 

abundance of genera associated with dissimilatory S cycling (sulfate/sulfite reduction and S 

oxidation). Each bar represents the relative 16S rRNA amplicon abundance of the selected 

genera for each sample and time point (1d, 1w, 2w, 3w, 4w).  
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A.5. Li�er VOC Emissions over Time
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10 g litter/bag
60 bags/species
13 species

bags on bare ground 
at tree of same species
covered with surrounding litter
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5 replicates per time point
per analysis

water-extractable 
organic carbon
(Simon Benk)

microbial community
(Witoon Purahong, 

UFZ Halle)

respiration
greenhouse gases

VOCs
(Eliane Gomes-Alves and

Ann-Sophie Lehnert)

nutrients
(Iris Kuhlmann)

Figure A.1.: General scheme of the li�er degradation in the field and the analyses done for under-
standing the degradation processes. Red date: date where we resampled fresh li�er
for the VOC analysis.
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for GC-BID

incubation 24 h, 20°C

only TD (t = 0, 100, 400 d)

with SPME (t = 200 d)
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measurement

equilibrate
with room

SIFT-MS

for TD-GC-MS

5 min 50 mL/min
evacuation

for GC-MS

2 min 40 mL/min

Figure A.2.: Scheme of the li�er incubation and di�erent types of gas samples analyzed for the
li�er degradation project.
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Figure A.3.: Methanol, acetaldehyde, acetic acid, acetonitrile, and hydrogen sulfide emission of
the di�erent tree li�er types over time. Mean ± 95% CI, (n = 4 per li�er type and time
point).
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Figure A.4.: Sum sesquiterpene, geosmin, isoprene, dimethyl, and acetone emission of the di�erent
tree li�er types over time. Mean ± 95% CI, (n = 4 per li�er type and time point). Note
that the acetone emission is depicted on a logarithmic scale.
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Figure A.5.: Sum monoterpene, β-pinene, camphene, and limonene emission of the di�erent tree
li�er types over time. Mean ± 95% CI, (n = 4 per li�er type and time point). Note
that the monoterpene and limonene emissions are depicted on a logarithmic scale;
monoterpene emissions are depicted twice for comparability on both axis types.
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emission of the di�erent tree li�er types over time. Mean ± 95% CI, (n = 4 per li�er
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The data for the PCA was centered and scaled. The individual contributions of the
third and higher axes are smaller than 10% and very similar to each other and thus
considered negligible..

CCXXXVI



Table A.12.: Mixed-e�ect model for acetaldehyde emissions. The model is acetaldehyde ∼
expTime + humidity + (expTime|plant). expTime = e−time. The confidence intervals
are bootstrapped (nsim = 1000), p-values were calculated via the Kenward-Roger ap-
proximation.

Predictors Estimates CI p
Intercept 2.8 -1.2 – 6.9 0.167

expTime 41 30 – 53 <0.001
humidity 5.0 3.7 – 6.4 < 0.001
Random e�ects

σ2 123

τ00plant 9.48

τ00plant.isConiferTRUE 263

ρ01plant 0.48

ICC 0.46

Nplant 13

Observations 150

Marginal R
2

/ Conditional R
2

0.623 / 0.796

Table A.13.: Mixed-e�ect model for acetone emissions. The model is acetone ∼ plant. The con-
fidence intervals are bootstrapped (nsim = 1000), p-values were calculated via the
Kenward-Roger approximation.

Predictors Estimates CI p
Intercept (P. menzesii) 162 112 – 211 p < 0.001
plant (Quercus sp.) -156 -228 – -82 p < 0.001
plant (F. excelsior) -148 -218 – -78 p < 0.001
plant (P. abies) -159 -230 – -89 p < 0.001
plant (C. betulus) -157 -233 – -81 p < 0.001
plant (P. avium) -156 -226 – -86 p < 0.001
plant(P. sylvestris) -142 -214 – -72 p < 0.001
plant (L. decidua) -140 -210 – -870 p < 0.001
plant (Tilia sp.) -148 -218 – -78 p < 0.001
plant (P. tremula) -149 -220 – -79 p < 0.001
plant(Populus hybrid) -152 -222 – -82 p < 0.001
Observations 170
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Table A.14.: Mixed-e�ect model for methanol emissions. The model is methanol ∼ expTime +
(expTime|plant). expTime = e−time. The confidence intervals are bootstrapped
(nsim = 1000), p-values were calculated via the Kenward-Roger approximation.

Predictors Estimates CI p
Intercept 0.1 -6.6 – 6.7 0.984

expTime 116 -60 – 293 0.179

Random e�ects

σ2 1.29E3

τ00plant 13

τ11plant.expT ime 73E3

ρ01plant 1.00

ICC 0.93

Nplant 13

Observations 202

Marginal R
2

/ Conditional R
2

0.115 / 0.938

Table A.15.: Mixed-e�ect model for monoterpene emissions. The model is monoterpenes ∼ time
∗ isConifer + (isConifer|plant). The confidence intervals are bootstrapped (nsim =
1000), p-values were calculated via the Kenward-Roger approximation.

Predictors Estimates CI p
Intercept 1.82 -1200 – 1200 0.998

time -0.0 - 5.2 – 5.2 0.999

isConiferTRUE 7500 -780 – 16000 0.069

time:isConiferTRUE -17 -26 – -8 <0.001
Random e�ects

σ2 2.0E7

τ00plant 0

τ00plant.isConiferTRUE 3.2E7

ρ01plant
Nplant 13

Observations 202

Marginal R
2

/ Conditional R
2

0.236 / NA
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Figure A.8.: Carbon and nitrogen contents (mass percent relative to dry mass) as well as ∆13C and
∆15N signals of the di�erent tree li�er types over time. Mean ± 95% CI, (n = 5 per
li�er type an time point).
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Figure A.9.: Ca, Fe, K, Mg, and P contents of the di�erent tree li�er types over time. Mean ± 95%
CI, (n = 5 per li�er type an time point).

CCXL



bacteria & archaea fungi

A
ce

r 
ps

eu
do

pl
at

an
us

C
ar

pi
nu

s 
be

tu
lu

s

F
ag

us
 s

yl
va

tic
a

F
ra

xi
nu

s 
ex

ce
ls

io
r

P
op

ul
us

 tr
em

ul
a

P
ru

nu
s 

av
iu

m

Q
ue

rc
us

sp
.

T
ili

a
sp

.

La
ri

x 
de

ci
du

a

P
ic

ea
 a

bi
es

P
in

us
 s

yl
ve

st
ri

s

P
se

ud
ot

su
ga

 m
en

zi
es

ii

A
ce

r 
ps

eu
do

pl
at

an
us

C
ar

pi
nu

s 
be

tu
lu

s

F
ag

us
 s

yl
va

tic
a

F
ra

xi
nu

s 
ex

ce
ls

io
r

P
op

ul
us

 tr
em

ul
a

P
ru

nu
s 

av
iu

m

Q
ue

rc
us

sp
.

T
ili

a
sp

.

La
ri

x 
de

ci
du

a

P
ic

ea
 a

bi
es

P
in

us
 s

yl
ve

st
ri

s

P
se

ud
ot

su
ga

 m
en

zi
es

ii

0%

25%

50%

75%

100%

ab
un

da
nc

e 
(%

)

Acidobacteriota

Actinobacteriota

Bacteroidota

Bdellovibrionota

Cyanobacteria

Deinococcota

Firmicutes

Myxococcota

Proteobacteria

Verrucomicrobiota

Ascomycota

Basidiomycota

Planctomycetota

unknown

other

Figure A.10.: Relative abundance of the di�erent bacterial/archaeal and fungal phyla at t = 0 for the
di�erent tree species, based on their 16S-RNA-sequences. Phyla with an abundance
< 0.5% were merged to "other".
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Figure A.11.: Correlation coe�icients of the di�erent VOCs correlating with the bacterial/archaeal
and fungal phylum abundances at t = 0.
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