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Abstract

How fair do people perceive government decisions based on algorithmic predictions? And to what 

extent can the government delegate decisions to machines without sacrificing perceived procedural 

fairness? Using a set of vignettes in the context of predictive policing, school admissions, and refugee-

matching, we explore how different degrees of human–machine interaction affect fairness percep-

tions and procedural preferences. We implement four treatments varying the extent of responsibility 

delegation to the machine and the degree of human involvement in the decision-making process, 

ranging from full human discretion, machine-based predictions with high human involvement, ma-

chine-based predictions with low human involvement, and fully machine-based decisions. We find 

that machine-based predictions with high human involvement yield the highest and fully machine-

based decisions the lowest fairness scores. Different accuracy assessments can partly explain these 

differences. Fairness scores follow a similar pattern across contexts, with a negative level effect and 

lower fairness perceptions of human decisions in the context of predictive policing. Our results shed 

light on the behavioral foundations of several legal human-in-the-loop rules.
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Machine-learning algorithms are increasingly used to predict risks and assist public officials in their 

decisions. While the initial discussion has focused on the algorithmic assistance of judges in sentenc-

ing, pre-trial, or bail decisions (Kleinberg et al., 2018), similar algorithmic decision aids are rapidly ex-

panding to other areas of public decision-making (Engstrom et al., 2020; Huq, 2020a). Some of the 

most notable applications include the prediction of crime to deploy police forces more effectively (Joh, 

2016; Simmons, 2018), the matching of refugees with municipalities based on predicted integration 

success (Acharya et al., 2022; Ahani et al., 2021; Bansak et al., 2018), and the admission of students 

to schools based on their chances of completing their degree (Kearns & Roth, 2019; Muratov et al., 

2017).  

With the increasing application of machine-learning algorithms in public-sector decision-making, the 

fairness of these decision aids becomes increasingly important. Vivid illustrations can be found in the 

growing number of court cases touching upon fairness problems. In Houston Federation of Teachers 

v. Houston Independent School District, for example, a group of teachers argued that the score of an 

algorithmic system used to evaluate their performance and terminate their contracts was the source 

of an unfair deprivation of their constitutional rights (see Crawford & Schultz, 2019).1 And following 

the Wisconsin Supreme Court’s verdict in State v. Loomis,2 a group of researchers argued that the 

COMPAS software used to predict recidivism was not fairer than predictions made by humans, not 

even than those made by lay people (Dressel & Farid, 2018). Yet, it remains unclear what drives as-

sessments of algorithmic fairness and whether the absence of human judgment in algorithmic proce-

dures affects the sentiment of not being treated fairly.  

Perceptions of procedural fairness have been found to shape the perceived legitimacy of government 

actions and compliance with the law (Tyler, 2003, 2006). Hence, people’s subjective evaluations are 

normatively relevant not only because democratic governance has to be in some way responsive to 

citizens’ procedural preferences, but also because people’s fairness perceptions might define the suc-

cess of algorithmic governance because of their link to legitimacy and compliance (Cuéllar & Huq, 

2022; Scurich & Krauss, 2020; Simmons, 2018; see also Wang, 2018). Fairness perceptions could, 

therefore, be predictive for the future role of algorithms in public-sector decision-making (Nagtegaal, 

2021; Simmons, 2018).  

Despite recent trends toward partial or even full algorithmic governance (see Cuéllar & Huq, 2022; 

Engstrom et al., 2020), its effects on the perceived fairness of public decision-making are not yet well 

understood. In particular, current studies do not reflect the growing applications of algorithmic deci-

sion aids in different policy fields. Moreover, the design of human–machine interactions when an al-

gorithm assists a human decision-maker has received comparatively little attention so far.  

In this article, we address the perceived fairness of algorithmically assisted decision procedures in the 

public sector. We study how procedural fairness perceptions vary with the degree of machine involve-

ment in the decision-making process, and whether fairness perceptions systematically differ across 

different policy contexts. The broad scope of our study including a diverse set of policy areas and 

different human-algorithmic decision procedures is likely to contribute to a better understanding of 

 

1 Houston Federation of Teachers v. Houston Independent School District, 251 F Supp 3d 1168 (SD Tex 2017). 

2 State v. Loomis, 881 N.W.2d 749 (Wis. 2016). 



   

 

what drives the acceptance of algorithmic decisions and how far algorithmic governance can go with-

out sacrificing procedural fairness. 

The Psychology of Algorithmic Fairness 

Perceived Procedural Fairness in Algorithmic Public Decision-Making 

Algorithmic fairness can be conceptualized in different ways. One line of research studies the fairness 

of algorithmic predictions from a normative perspective. This research ultimately tries to improve al-

gorithmic predictions measured by some normative standard, such as statistical parity, equality of 

false-positives, equality of false-negatives, or equality of predictive accuracy (see, e.g., Barocas et al., 

2023; Berk et al., 2021; Chouldechova, 2017; Corbett-Davies et al., 2017; Hellman, 2020; Kleinberg et 

al., 2017). In the tradition of fairness research in social psychology, we are concerned with the per-

ceived fairness of algorithmic decisions. A common distinction is made according to the object of fair-

ness judgments, that means, whether they refer to decision outcomes (distributive fairness) or to the 

decision-making procedure (procedural fairness; see Lind & Tyler, 1988; Walker et al., 1979). While 

achieving distributive fairness may be an important element of legitimacy, for example, by defining a 

social-welfare function that captures a preference for more equitable outcomes (Rambachan et al., 

2020), it is argued that the guarantees of procedural fairness are no less important for the law and 

define the level of compliance and cooperation with legal authorities (see Tyler, 2006; Tyler & Jackson, 

2014).  

Previous findings in procedural justice research suggest that part of the effect of fair procedures on 

perceived legitimacy is mediated by the fact that fair procedures yield more accurate outcomes (Tyler 

& Sevier, 2014). Likewise, one could expect that more accurate procedures are already perceived as 

fairer: In the literature on algorithmic fairness, Wang (2018) has shown that accuracy indeed affects 

fairness judgments. Studying the fairness of specific features used in algorithmic predictions, Grgić-

Hlača, Zafar, et al. (2018) find that fairness ratings increase when it is assumed that a feature enhances 

the accuracy of the prediction. In the study of Albach and Wright (2021), how a specific feature con-

tributes to the accuracy of the decision emerges as people’s main concern when they form their fair-

ness assessment of the use of this feature in an algorithmic decision-making process.3 The introduction 

of algorithms into a decision-making procedure might change the perceived accuracy of this proce-

dure. According to objective measures, algorithms regularly outperform human decision-makers in 

prediction tasks (Grove et al., 2000; Kleinberg et al., 2018; Meehl, 1954). Yet, these objective measures 

need not be congruent with people’s subjective evaluations.  

Moreover, as procedural justice theory emphasizes, people are not merely concerned with outcomes, 

but independently evaluate the fairness of the decision procedures (Lind & Tyler, 1988; Tyler, 2006). 

In the procedural justice research, two components, among others, emerged as especially important 

for the perceived fairness of a procedure: decision-making, which means the way in which legal au-

thorities come to their decisions (e.g., neutral, aimed at accuracy, transparent), and treatment, which 

means how legal authorities treat people when they interact with them (dignity, respect) (Tyler & 

 

3 For a non-legal setting, Yin et al. (2019) report experimental evidence that the stated accuracy of a machine-learning 

model may affect self-reported trust in the model. 



   

 

Blader, 2000; see also Trinkner et al., 2018). Both components might convey information about one’s 

status in the social group (Lind & Tyler 1988; Tyler & Blader, 2000; Tyler & Lind, 1992). However, de-

cision-making and personal treatment could be affected when an algorithm becomes part of the de-

cision process (Simmons, 2018; Wang, 2018). People might potentially perceive algorithmic decision-

making as rather neutral and free of personal bias, but also as discriminatory; the fact that a computer 

program processes one’s case as a mere data point might also affect whether a person feels treated 

with human dignity (Simmons, 2018). Therefore, it seems plausible that fairness evaluations could 

change when algorithms enter public decision-making processes. Knowing how the public’s percep-

tions of fairness and accuracy are influenced by the role algorithms play in public decision-making may 

ultimately help policy-makers in designing algorithmically enhanced decision procedures more effec-

tively and in accordance with people’s preferences (Scurich & Krauss, 2020).  

Recognizing the behavioral dimension of fairness perceptions, a growing literature has turned its at-

tention to the perceived fairness of algorithmic decision procedures (for a summary, see Starke et al., 

2021). On the one hand, empirical evidence in the legal domain suggests a preference for human 

decision-making processes.4 Chen et al. (2022) report evidence from a vignette study —with three 

scenarios covering a consumer refund, a pre-trial bail decision, and a custodial sentencing decision—

and show that a human judge is perceived as fairer than an algorithmic judge. Similarly, Yalcin et al. 

(2022) find higher trust in a human judge than in an algorithmic judge in divorce cases in two vignette 

experiments. Focusing on decisions in the criminal-justice context, and using a representative sample 

of the U.S. population, Wang (2018) reports in several vignette studies that the use of a computer 

algorithm in bail decisions is disliked compared to other expert procedures, with fairness perceptions 

being affected by information about the accuracy of the procedure. Yet, people’s dislike for algorithms 

in bail decisions seems not to depend just on the inaccuracy of such decisions, but also on the distri-

bution of false-positive rates across groups (Harrison et al., 2020). Within a sample of 600 participants, 

Simmons (2018), however, reports no differences in fairness perceptions between bail decisions made 

by a judge with or without the assistance of a “computer program.”  

On the other hand, several studies also show that people assess automated decision-making as fairer 

than the human alternative.5 Araujo et al. (2020), for example, report similar fairness ratings for algo-

rithmic and human decisions across different contexts. Yet, when the consequences of decisions are 

severe, people in their study judge algorithmic decision-making as fairer (e.g., the administrative de-

cision whether to issue a fine for wrong parking vs. the prosecutorial decision to bring criminal 

charges). In an experiment on policing by Miller and Keiser (2021), black participants prefer traffic 

control by automated red-light cameras to a police officer when shown a picture that suggests an 

underrepresentation of black citizens in the municipal police department. In a survey study, Marcin-

kowski et al. (2020) find that students rate university admissions decisions made by an algorithm as 

fairer, and the procedure as less biased, compared to a human admissions committee. Studying 

 

4 This strand of literature is in line with more general evidence showing that people prefer human over algorithmic deci-

sions (see, e.g., Lee & Baykal, 2017; Lee et al., 2019) and that humans tend to distrust algorithmic outputs, a phenomenon 

sometimes referred to as algorithm aversion (Dietvorst et al., 2015).  
5 This strand of literature is in line with evidence showing that humans tend to appreciate the use of algorithms in specific 
commercial contexts, a phenomenon sometimes dubbed algorithm appreciation (Logg et al., 2019). 



   

 

fairness perceptions of public employees, Nagtegaal (2021) reports that human decision making is 

perceived as fairer than fully algorithmic decision-making for more complex tasks that cannot easily 

be quantified, whereas the ranking was the other way around for simpler tasks. Descriptively, a com-

bination of a human and an algorithm was in the middle but not statistically different from human 

decision-making. 

Decision Context 

In light of these inconclusive results, further empirical investigations of the procedural fairness of al-

gorithmic legal decision-making are inherently valuable. One key insight of the previous literature, 

however, is that fairness perceptions seem to be context-dependent (Starke et al., 2021). Yet, the 

overwhelming majority of the studies in the legal domain focus on the criminal-justice system (see, 

e.g., Dodge et al., 2019; Grgić-Hlača, Redmiles, et al., 2018; Grgić-Hlača, Zafar, et al., 2018; Harrison 

et al., 2020; Imai et al., 2021; Simmons, 2018; Wang, 2018). While algorithmically assisted decision-

making has indeed been very prominent in the context of criminal justice, it is difficult to extrapolate 

the results to other domains. Only a few studies have extended this relatively narrow contextual 

scope, exploring fairness perceptions in the context of university admissions (Marcinkowski et al., 

2020), parking offenses and criminal charges (Araujo et al., 2020), child protective services and unem-

ployment aid (Albach & Wright, 2021),6 the enforcement of traffic laws (Miller & Keiser, 2021), and 

divorce cases (Yalcin et al., 2022). Our study is designed to generate additional evidence that is robust 

across different areas of the law. With our set of vignettes covering predictive policing, school admis-

sions, and refugee-matching, we can compare the fairness of the different algorithmic decision aids 

in three practically relevant public-law contexts. 

Human–Machine Interaction 

Finally, we add to a newer strand of research that explicitly focuses on the interaction between algo-

rithms and human decision-makers (Green & Chen, 2019a, 2019b; Imai et al., 2021). Considering the 

risks of discrimination, in-group bias, or automation bias in algorithmic decision-making, legal scholars 

have been discussing whether and to what extent the law actually grants a right to a human decision 

(Huq, 2020b; Williams, 2022). Computer scientists have also voiced claims in favor of human-in-the-

loop, human-on-the-loop, or human-in-command requirements (Binns, 2022; Yaghini et al., 2021). 

This corresponds to the basic model of Art. 22 (1) EU General Data Protection Regulation, formulating 

the principle that no person shall be subject to a decision based on fully automated data processing.7 

Under Art. 14 (1) of the proposed EU Artificial Intelligence Act (AI Act), high-risk AI systems, such as 

predictive schooling systems like the one we explore in this study, shall be designed and developed in 

such a way that they can be effectively overseen and fully understood by humans. Others have been 

more optimistic about the future of purely machine-made decisions and have argued that the outputs 

generated by machine-learning algorithms should be used as micro-directives (Casey & Niblett, 2017).

 

6 Albach and Wright (2021) additionally investigate the fairness of specific features in the context of bail, hospital resources, 

insurance rates, and loans. 
7 Art. 22(3) GDPR contains several exceptions to this principle. This indicates that the material scope of the right to a hu-

man decision may be context dependent rather than universal, as several use cases will likely be exempted from the right. 



   

 

 Most current algorithmic decision-making practices are based on the premise that decisions cannot 

or should not be entirely delegated to a machine. Rather, there is some interaction between a human 

decision-maker and an algorithmic decision aid. While the recent literature has included these hybrid 

decisions as a third category in the spectrum spanning fully human and fully algorithmic decisions 

(Nagtegaal, 2021), only relatively little attention has been paid to the effects of different degrees of 

human control when humans and algorithms work together. Therefore, in addition to comparing the 

perceived fairness of human and algorithmic decision procedures, we explore procedures in which 

human decision-makers are assisted by algorithmic decision aids and exert different levels of control 

over the final outcome. 

Overview of the Study 

We report results from an online vignette experiment covering three areas of public-sector decisions: 

predictive policing, school admissions, and refugee-matching. Treatments differ in whether (a) a hu-

man, (b) an algorithm, or (c) a human assisted by an algorithm makes the decision. The latter case is 

split into two treatments: one in which the algorithm’s assessment of the facts only provides addi-

tional information for the human decision-maker, and one in which the human more often than not 

just relies on the algorithm’s assessment, hence practically delegating the decision to the machine in 

most of the cases. Without knowing the outcomes of the procedure for any particular case, partici-

pants judge the fairness of the procedure they are presented with.  

Previous research suggests that whether an algorithm is part of a decision-making procedure affects 

participants’ fairness perceptions. While some of these results seem to be context- and task depend-

ent, many studies in the realm of decision-making in (criminal) law find a preference for human deci-

sion-makers. This preference should lead to an increase of fairness ratings with the degree of human 

involvement in the process. However, even if people generally prefer human decision-making, they 

might also prefer a procedure that processes as much information as possible without sacrificing hu-

man control. Therefore, human–machine interactions —at least with high human involvement—

might also be judged as fairer than procedures in which only humans or algorithms decide. We test 

our hypotheses in different contexts of public decision making. We do not have clear predictions on 

how context and procedure might interact, but we know from the literature that the perceived rela-

tive fairness of machine-based and human decision procedures might change with context.  

Overall, our results suggest a prevalence of strong fairness preferences for hybrid machine-human 

decision procedures with a high degree of human involvement. However, people do not seem to care 

much whether a human does all the work or whether a machine does most of the work. These results 

provide important guidance for the interpretation and for the design of legal rules aimed at organizing 

the division of labor between humans and algorithms in the public sector. 

Method 

In this section, we report the design of our study as well as the experimental procedures, including all 

data exclusions, all manipulations, and all measures in the study. 

 



   

 

Design 

Treatments 

Our main research question concerns the fairness perceptions of different forms of algorithmic assis-

tance in public-sector decision making. We explore these differences based on between-subject treat-

ment comparisons. In the between-subjects design, we study four treatments that differ in the extent 

to which the decision is based on algorithmic assistance. This design choice is motivated by the obser-

vation that machine assisted decision procedures vary in the level of automation (see Cummings, 

2004; Manzey et al., 2012). Moreover, many human decision procedures cover algorithm-based exe-

cutions that the human needs to approve, while many algorithmic decision procedures allow humans 

to veto an otherwise automatic execution.  

In our HUMAN treatment, the decision is entirely made by a human decision-maker and solely based 

on a human assessment of the facts. Participants therefore read that a human decision-maker will 

conduct an in-depth analysis of the case material and assess the risk or the success probability. Partic-

ipants also read that the human decision-maker has discretion in making the decision. On the other 

end of the spectrum, in the MACHINE treatment, the decision is entirely controlled by a computer 

algorithm. Participants read that a computer algorithm will conduct the in-depth analysis of the case 

material and assess the risk or the success probability. Furthermore, the computer algorithm will make 

the final decision that no human decision-maker can override.  

Between those extremes, we implement two treatments with algorithmically assisted decision-mak-

ing. In both treatments, a human who has discretion in making the decision has the final say. Yet, the 

degree of algorithmic assistance and the level of human involvement and control—high or low—dif-

fers between treatments. In the HIGH treatment, the computer’s assessment of the facts and the 

resulting probabilities are always accompanied by a human assessment. Participants therefore read 

that the decision will never be based on the computer algorithm alone, but that the human decision-

maker will always conduct his or her own analysis before making the final decision. In the LOW treat-

ment, by contrast, the human input in the decision-making process is heavily reduced as the decision 

will usually be based on the computer algorithm alone. The human decision-maker will only sometimes 

conduct his or her own analysis, meaning that the human decision-maker will in some cases conduct 

an in-depth analysis of the case material, and assess the risk/success probabilities. An example of the 

wording in the different treatments is shown in Figure 1.  

The descriptions of the computer algorithm and of the human assessment are identical across all 

treatments (when applicable). While our vignettes contain a precise description of the facts that the 

algorithm and the human decision-maker use to make their assessments and how these facts are elic-

ited, by design, we keep the mechanics of the algorithm vague. Given that we are interested in the 

fairness evaluations of lay people, we deem it externally valid to give no further information about 

the technical details of the algorithm, since the public will most likely not have more detailed 

knowledge about how a computer algorithm assisting a government official produces its results. 

Scenarios 

To enhance the robustness of our findings across different practically relevant areas of the law, we 

implement each of the four treatments in three different scenarios. In this within-subjects component 



   

 

of our experiment, participants in a session respond to one treatment presented in three different 

legal contexts: a predictive-policing scenario, a school-admissions scenario, and a refugee-matching 

scenario. Hence, for a given treatment, each participant reads all three scenarios. Scenarios are pre-

sented in randomized order.  

Apart from representing different policy contexts, the three scenarios, of course, also diverge in other 

regards. First, the task of the computer algorithm and the goal of the human assessment slightly differ 

across the scenarios. In the predictive-policing scenario, it is the risk of violent crimes in specific areas 

of the city that needs to be predicted. In the school-admissions scenario, the probability of graduation 

is assessed, whereas in the refugee scenario the probability of employment for a refugee in a certain 

location is of interest. 

 

Figure 1. Vignettes for the Four Different Treatments in the Police Scenario 

Note. Wording for the treatments in the other two scenarios can be found in the instructions in Ap-

pendix A. 

Second, in the predictive-policing and the refugee scenario, a single human decision-maker, either a 

police or an immigration officer, is in charge. In the school scenario, a school admissions board man-

ages the application procedures and decisions. Third, while the tasks used in all our vignettes are not 

purely mechanical and therefore not easily quantifiable, their level of complexity differs to some ex-

tent. Predicting crime may be simpler than predicting the probability of employment of refugees, as 

the latter is likely to depend on individual characteristics as well as fluctuations in supply and demand 

in labor markets. Predicting the employment of refugees may, in turn, be simpler than predicting suc-

cess at school, as this depends on individual characteristics and the evolution of skills over a long 

period of time. Task complexity might also affect the relative evaluation of human or algorithmic de-

cision procedures (Nagtegaal, 2021; Yalcin et al., 2022). 

Measures 

After each vignette describing one of the scenarios, participants answered four questions. First, we 

asked participants to indicate the fairness of the procedure by which the decision-maker would come 

to her decision. Participants could choose one of seven possible answers ranging from very unfair (1) 



   

 

to very fair (7). Second, as a control variable, we asked participants for their accuracy assessment of 

the probability estimate on which the decision-maker would base her decision. Different evaluations 

of the accuracy of a procedure might help explain differences in fairness ratings (Wang, 2018). Partic-

ipants could choose one of seven possible answers, ranging from not accurate at all (1) to extremely 

accurate (7).  

Additionally, we elicited responses to two questions designed to identify whether the participants’ 

fairness assessments differ between situations in which they are personally involved or not involved 

(see Wang, 2018). Therefore, we asked participants whether they would want the decision-making 

procedure to be implemented in case they were personally affected by the decision. Finally, we asked 

whether they would want the procedure to be used for the public. In both cases, participants could 

choose one of seven possible answers, ranging from not at all (1) to to a large extent (7).  

To control for socio-demographic characteristics, after the last vignette, we also collected individual-

level covariates, including age, education, gender, ethnicity, political affiliation, and the weekly hours 

spent on remunerated tasks like those offered on MTurk.8 

Participants 

Our sample consists of 1,598 participants, recruited from the MTurk marketplace in the United States, 

as all algorithmic decision support systems we explore in our study have been either developed or 

predominantly applied in the United States or Switzerland to this date (for the matching of refugees, 

see Acharya et al., 2022; Ahani et al., 2021; Bansak et al., 2018). Of our participants, 6% stated an age 

below 25 years, 46% between 25 and 34 years, 24% between 35 and 44, 14% between 45 and 54, 7% 

between 55 and 64, and 2% above 65 years. With 63%, men are over-represented in our sample. Sixty-

seven percent of our sample identify as White, 26% as Black or African American, and 5% as Asian. 

Roughly, 60% report a 4-year college degree as their highest education, and over 18% report a profes-

sional degree. 

Procedure 

Our study was programmed in Qualtrics and deployed through CloudResearch to ensure a reliable 

recruitment of participants.  

Aware of the challenges posed by MTurk (see Horton et al., 2011), we implemented measures to en-

hance the validity of our results. To mitigate further potential self-selection problems, we ran the 

study in different sessions on different days and at different times of day to ensure a diverse compo-

sition of the participant pool. To motivate participants to engage seriously with the vignettes, we 

made sure to keep our vignettes short and paid a competitive participation fee. On average, partici-

pants spent approximately 8 min on the vignettes and earned 1.50 USD after completing the study. In 

addition, we implemented an attention check before participants began reading the vignettes. Failure 

to pass the attention check resulted in immediate exclusion from the experiment without any pay-

ment and without recording further input from the participants. We opted for only one, but rigorously 

 

8 In the questionnaire, participants were additionally asked to rank the three scenarios according to their severity and had 

the option to give a short written explanation for their responses in the experiment. 



   

 

applied attention check before subjects read our vignettes to strike a balance between the interest of 

screening out inattentive subjects and fairness concerns toward the experimental participants. Spe-

cifically, because the experiment is rather short a second attention check (and the possible exclusion 

without pay) later in the survey raises the concern that participants then already completed a consid-

erable part of their task. We also imposed a time constraint of 45 min to exclude participants who left 

the task for a considerable amount of time and to allow that new participants are admitted to the 

task. Only participants who completed the experiment entered our final sample.9 Data and additional 

online materials are openly available on the Open Science Framework page used for APA Journal Ar-

ticles (https://osf.io/sdf6j/). 

Results 

Our main research question pertains to the effects of different forms of algorithmic assistance in pub-

lic-sector decision-making. These results are captured by the between-subjects treatment differences 

in our experiment (number of participants: HUMAN = 401, HIGH = 397, LOW = 401, MACHINE = 399). 

We begin by reporting analyses of these treatment differences on the pooled data over all three sce-

narios. These analyses also include discussions of the relationship between the perceived accuracy of 

the different procedures and procedural fairness and the role of socio-demographic characteristics. 

We then delve deeper into the context-specific effects of the four treatments in the three different 

scenarios. In all our analyses, we focus on fairness ratings of the different decision-making proce-

dures.10 

Overall Treatment Effects 

According to our experimental design, each participant responds to the same treatment (in a different 

scenario) at three points in time. We observe that the participants’ first response differs from the 

other two responses (average fairness ratings over all treatments at position 1/2/3 = 5.05/4.85/4.78). 

However, these differences in fairness ratings seem to be mere level effects resulting from the timing 

of the response. There appears to be no systematic difference between responses at different points 

in time related to the treatments.11  We therefore do not find treatment specific order effects. In what 

follows, we run non-parametric Mann-Whitney U (MWU) tests for our analyses at the group level. For 

these analyses, we use the data pooled from all responses across time.12 We also report results 

 

9
 In total, 2,035 participants started the experiment. In sum, 2,028 participants consented to take part in the experiment 

(three did not consent and four abandoned the survey). Out of these, 1,657 participants passed the attention check (363 

failed and eight abandoned the survey before). Until this point, no decision data was elicited. From the remaining sample, 
we excluded anyone who did not finish the experiment (so abandoned the experiment at any time; these were additional 
59 participants), which gives us our final sample of 1,598 participants. 
10 Procedural preferences do not seem to differ between cases with personal involvement and cases applied to the general 

population. We relegate the summary analysis of our results on procedural preferences regarding the involvement of oneself 

or others to Appendix B. 
11 We refer to Appendix C for analyses of potential differential effects of the point in time of the response according to 

treatment. We only find a marginally significant difference between the effects of the position of the response in the HIGH 

treatment compared to the MACHINE treatment. 
12 This means that we take account of each fairness rating per person as one observation, which yields a sample consisting 

of three observations per participant. For group-level treatment comparisons of the collapsed fairness rating per person  

https://osf.io/sdf6j/
https://osf.io/sdf6j/


   

 

obtained from (random effects) linear regression models which account for the panel structure of our 

data. 

Treatment Effects 

As can be seen in Figure 2, fairness ratings are highest in the HIGH treatment (M = 5.20) with a human–

computer interaction and high human control over the decision-making procedure. By contrast, par-

ticipants judge the MACHINE treatment (M = 4.64) as the least fair. Participants relatively dislike when 

human decisionmakers totally relinquish decision control. The HUMAN (M = 4.89) and the LOW treat-

ment (M = 4.84) with human–computer interaction and low human control are in between. In sum, 

however, fairness ratings are relatively high in all treatments. More specifically, they are above the 

midpoint of the scale in all treatments, which suggests that all decision-making procedures seem to 

be acceptable in terms of procedural fairness.  

Overall, treatment differences are statistically significant. Fairness ratings in the HIGH treatment are 

significantly higher than fairness ratings in all other treatments (ps < .001, MWU, HUMAN: r = .086; 

LOW: r = .121; MACHINE: r = .155).  

Participants seem to value the extensive human involvement in the decision-making process. Conse-

quently, the purely algorithmic decision procedure in the MACHINE treatment yields significantly 

lower fairness ratings than all other treatments (HUMAN: p < .001, MWU, r = .068, LOW: p = .031, 

MWU, r = .044). The difference in fairness ratings between the HUMAN and the LOW treatment, how-

ever, does not reach statistical significance (p = .168, MWU). This might support the interpretation 

that people accept a certain delegation of decisions to an algorithmic decision aid. Even a procedure 

in which the human decision-maker regularly just follows the machine advice leads to similar fairness 

ratings than a purely human decision procedure.  

To further determine the robustness of our results, we perform a two-sample sensitivity analysis (see 

Faul et al., 2007; Perugini et al., 2018), investigating the sensitivity of the effect size for fairness rating 

means in response to variations in the power levels (between 1 − 𝛽 = 0.6 and 1 − 𝛽 = 0.95) and in 

the significance levels (between 𝛼 = 0.1 and 𝛼 = 0.001). We calculate the minimum detectable 

change in the mean of the fairness ratings between a treatment and a control group (𝛿 = 𝑀2 − 𝑀1). 

For the sake of simplicity, we use the approximate mean of the MACHINE treatment of M1 = 4.60 as 

the mean of the control group and assume an equal standard deviation of σ= 1.55 across samples and 

a sample size of n = 400. The results of this sensitivity analysis show that the minimum detectable 

change in the fairness rating mean ranges between δ= 4.87 − M1 = 0.27 and δ= 5.05 − M1 = 0.45 at the 

conventional power level of 1 −β= 0.8 and significance levels ranging between α= 0.1 and α= 0.001 

(Figure D1 in Appendix D). Even at the highest power level of 1 −β= 0.95, the minimum detectable 

change in the fairness rating mean never increases above the δ= 5.143 − M1 = 0.54 threshold. This 

analysis corroborates the robustness of our results and supports the conclusion that the differences 

we observe are not random and not a mere artifact of specific parameter values. 

 

across scenarios see Appendix C (Table C2). Adopting the latter approach leads to a sample consisting of one observation 

per participant. 



   

 

 

Figure 2. Procedural Fairness Across All Scenarios 

Note. See the online article for the color version of this figure.  

  

Finally, generalized least squares random-effects regression models confirm our fairness results. All 

model specifications are displayed in Table 1. In Model 1, we regress fairness ratings on treatment 

dummies and dummies for the decision point in time. We control for the different scenarios and for 

socio-demographic characteristics elicited in the post-experimental survey in Model 2. To be specific, 

we include variables for the scenarios, as well as participants’ gender, ethnicity, political preferences, 

age, and education. We also include the self-reported amount of time the participants in our sample 

spend on paid online tasks. To explore possible explanations for our treatment effects, we add the 

participants’ accuracy ratings to the regression estimation in Model 3.  

With the HUMAN treatment as the reference category, we observe that the reported fairness differ-

ences between our treatments are robust to the inclusion of all control variables added in Model 2. 

The coefficients for the HIGH treatment dummy and the MACHINE treatment dummy are positive and 

negative, respectively, and turn out to be statistically significant. The coefficient for the LOW treat-

ment, in contrast, is close to zero and statistically insignificant. Wald tests, run after the estimation of 

Model 2, confirm the treatment differences between the HIGH treatment and either the LOW or the 

MACHINE treatment (ps < .001), as well as between the latter treatments (p = .017). 

This leads to the following main results of our study: 

Result 1: Fairness ratings are responsive to different degrees of human involvement in the deci-

sion procedures.  

Result 2: A human–machine interaction with high human involvement is judged as fairer than the 

decision procedures in all other treatments. 

Result 3: Purely machine-based decision procedures receive the lowest fairness scores of all pro-

cedures. 

Result 4: Overall, purely human decision-making and human– machine interactions with low hu-

man involvement are not perceived as differently fair.  



   

 

Decision Accuracy 

In Model 3, we observe a significant effect of the participants’ accuracy assessments on fairness rat-

ings. Controlling for accuracy considerably changes the coefficients of our treatment dummies. How-

ever, coefficients for the HIGH and MACHINE treatment dummies keep their sign and remain (margin-

ally) significant (HIGH: p = .063, MACHINE: p < .001), whereas the coefficient for the LOW treatment 

is now clearly negative and marginally significant (LOW: p = .067). Post-regression Wald tests confirm 

the further treatment differences, also after controlling for expected accuracy.  

These results lead to the interpretation that people largely seem to prefer the human–computer in-

teraction in the HIGH treatment because they think this specific interaction leads to a more accurate 

result. However, the relative dislike of a purely algorithmic decision in the MACHINE treatment is prac-

tically not affected by the inclusion of the accuracy assessments (coefficients for the MACHINE treat-

ment are of roughly equal size in Model 2 and Model 3 and significant in both models). The difference 

between the HIGH and the LOW treatment remains significant after controlling for accuracy (p < .001, 

Wald test).  

This suggests that participants are sensitive to variations in the degree of human involvement in algo-

rithmically assisted decision procedures and base their accuracy assessments and fairness ratings on 

it. Moreover, these results indicate that the rejection of purely algorithmic decisions is not merely 

driven by the expectation that algorithms make more mistakes.  

It seems that a combination of algorithmic and human decision inputs is perceived to produce more 

accurate factual assessments. As can be seen in Figure 3, high human involvement in the algorithmic 

decision procedure, as in the HIGH treatment (M = 5.2), is likely to foster the perceived accuracy of 

the procedure, as compared to all other conditions (ps < .001, MWU, HUMAN: M = 4.90, r = .087; 

LOW: M = 5.01, r = .072; MACHINE: M = 4.83, r = .115). Participants report no difference in expected 

accuracy between the HUMAN and the MACHINE treatment (p = .223, MWU). This seems noteworthy 

because arguably with these ratings our participants would underestimate the capability of the algo-

rithmic prediction—were it a real-world application—as a longstanding literature indicates that, usu-

ally, statistical models do better than humans in prediction tasks (Meehl, 1954; Grove et al., 2000; 

Kleinberg et al., 2018).  

Our results so far corroborate that accuracy may play a role in people’s fairness assessments of differ-

ent decision procedures in human–machine interactions. To explore the conjecture further that the 

perceived accuracy of the procedure mediates fairness ratings in the context of our study, we conduct 

a mediation analysis to measure the direct effect of our treatments (xi) on fairness ratings (yi) and the 

indirect effect of our treatments on fairness ratings through accuracy assessments as a mediator (zi). 

 

 

 

 

 



   

 

 

Table 1 . Treatment Effects on Procedural Fairness Across Scenarios 

 

Note.  Random-effects GLS regression. Standard errors in parentheses. 

* p <.1. ** p <.05. *** p <.01.  

 



   

 

Following a standard approach in psychology research (Baron & Kenny, 1986; Danner et al., 2015; 

Frazier et al., 2004; Holmbeck, 1997), we estimate these effects in a structural equation model (us-

ing Stata’s gsem package for generalized structural equation modeling), with the treatment effect 

on the mediator given by: 

𝑧𝑖𝑡 = 𝛼0 +  𝛼0𝑥𝑖𝑡  + 𝑢𝑖𝑡 + 𝜀𝑖,       (1) 

where 𝑢𝑖𝑡  denotes the residual error between individuals and 𝜀𝑖denotes the individual-specific error. 

The full structural equation model can be specified as follows: 

 𝑦𝑖𝑡 = 𝛽0 +  𝛽𝑥𝑥𝑖𝑡  + 𝛽𝑧𝑧𝑖𝑡 + 𝑢𝑖𝑡 + 𝜀𝑖,       (2) 

The direct treatment effect is given by βx, denoting the pathway from treatment to fairness ratings 

while controlling for accuracy assessments. The indirect treatment effect is given by 𝑦𝐼 = 𝛼𝑥  ·  𝛽𝑧 , 

denoting the pathway through accuracy assessments.13  

The results of our mediation analysis show that a considerable part of the HIGH treatment effect com-

pared to the HUMAN treatment follows the indirect path through accuracy assessments (Figure 4). In 

the MACHINE treatment, by contrast, we observe no significant indirect effect mediated by accuracy 

(Figure 5). This supports the conclusion that the decrease of fairness ratings observed for purely algo-

rithm-based decision procedures is mostly driven by cognitive or motivational effects that are unre-

lated to perceived accuracy. 

Result 5: In parts, the HIGH treatment is judged as fairer than the HUMAN treatment because it 

is perceived as more accurate. The relative dislike of the MACHINE treatment is not affected by 

accuracy assessments. 

Impact of Socio-Demographic Characteristics 

On further inspection of the control variables included in Model 2, we observe several effects of socio-

demographic characteristics on fairness assessments. First, participants identifying as Republicans 

show higher fairness ratings than participants identifying as Democrats. Participants identifying as 

neither Republican nor Democrat, by contrast, report significantly lower fairness evaluations than 

Democrats. Second, the coefficient of the gender dummy also turns out significant, with women re-

porting lower fairness evaluations than men. Third, we observe a positive correlation between iden-

tifying as African American and fairness ratings. Fourth, we find that fairness ratings decline with age. 

Finally, we observe a positive effect of education on fairness ratings.  

A further observation from Model 3 is that the coefficient for gender is much smaller and no longer 

significant once we control for accuracy assessments (p = .111). Similarly, the coefficient for African 

Americans turns out much smaller and only marginally significant when controlling for accuracy (p = 

.097). This indicates that the higher fairness ratings of men compared to women and of participants 

identifying as African American are also in parts driven by the perceived accuracy of the procedure. 

We indeed find that female participants (M = 4.80) express significantly lower accuracy ratings than 

 

13 The total treatment effect is given γr = βx + αx · βz and already reported, for slightly different model specifications, in Table 

1. 



   

 

male participants (M = 5.09, p < .001, MWU, r = .093). Moreover, accuracy assessments of participants 

identifying as African American (M = 5.65) are significantly higher than the average accuracy assess-

ments of participants belonging to all other ethnic groups (M = 4.75, p < .001, MWU, r = .280).14

  

While the effects for female and African American participants vanish once we control for accuracy 

assessments, the effects of party preference, age, and education seem more robust to the inclusion 

of all our covariates (Model 3). With Democrats as the reference category, the coefficient for Repub-

licans remains consistently positive throughout all model specifications, whereas we observe a con-

sistently negative effect of identifying with a political ideology beyond the bipartisan Democrat-Re-

publican spectrum. Moreover, we observe a small but significant decline of fairness ratings with age. 

Finally, while the education coefficient becomes smaller when controlling for accuracy assessments, 

it remains positive and highly significant throughout all model specifications. 

 

 

Figure 3. Perceived Accuracy Across all Scenarios 

Note. See the online article for the color version of this figure. 

 

Scenario-Specific Effects 

Descriptively, the overall pattern of the aggregated results is also present if we look at the treatments 

in the three scenarios individually.15 Fairness ratings in the treatments for each scenario can be seen 

in Figure 6. In all three scenarios, fairness ratings are highest in the HIGH treatment and lowest in the 

 

14 This also holds for the purely machine-based decision procedure (African American: M = 5.34; all other: M = 4.68, p < .001, 
MWU, r = .200). 
15 As mentioned before, each participant answered the fairness question in the same treatment in three different scenarios. 
The effects of the timing of the decision seem to be generally unaffected by the different scenarios. In Appendix C in Table 
C1, we report a random-effects generalized least squares regression model, in which the interactions of the decision point 
in time and the scenarios turn out insignificant, with the exception of the interaction of the refugee-matching scenario with 
the last decision point in time which yields (marginally) significant effects. 



   

 

MACHINE treatment. In the school-admissions and the refugee-matching scenarios, the fairness rat-

ings of the other two treatments are in between, with the HUMAN treatment being assessed as 

(slightly) fairer than the LOW treatment.16 

Predictive Policing 

The predictive-policing scenario stands out in this regard, as decisions by a human police officer are 

considered less fair than decisions by human decision-makers in the other two scenarios.17 Our anal-

ysis suggests that the fairness-enhancing effect of a human decision-maker is entirely captured by the 

school-admissions and refugee-matching context. Overall, there seems to be a context-specific differ-

ence between human police officers and other public officials. 

 

 

Figure 4. Mediation Analysis HIGH Versus HUMAN 

 

 

Figure 5. Mediation Analysis MACHINE Versus HUMAN 

 

Accordingly, in the predictive-policing scenario, we find that the average fairness ratings in the HU-

MAN (M = 4.51) and MACHINE treatment (M = 4.50) are virtually identical (p = .883, MWU). Moreover, 

we do not find a significant difference either between the LOW (M = 4.74) and the MACHINE treat-

ment (p = .199, MWU) or between the LOW and the HUMAN treatment (p = .288, MWU). Yet, we 

observe significantly higher fairness ratings in the HIGH treatment (M = 5.02) than in all other treat-

ments (HUMAN: p < .001, MWU, r = .118; LOW: p = .013, MWU, r = .088; MACHINE: p < .001, MWU, r 

 

16
 In the main text, we limit the analyses of the scenario-specific effects to non-parametric MWU tests. Further results ob-

tained from ordinary least squares linear regression models also considering the elicited individual-level covariates can be 

found in Tables E1–E3 in Appendix E. 
17 This can be shown in a generalized least squares random-effects regression model estimating treatment effects on fairness 

ratings, with the MACHINE treatment and the predictive-policing scenario as reference categories (Table E4 in Appendix E). 
We observe a significant effect of all treatments both in our base specification (Model 1) and in our specification including 

dummies as for the school admissions and the refugee-matching scenarios as controls (Model 2). When including an inter-
action term for treatment and scenario; however, the coefficient for the HUMAN treatment in the predictive-policing sce-
nario is no longer significant, whereas we observe a significant interaction between the HUMAN treatment and the school 
admissions and the refugee-matching scenarios (Model 3). 



   

 

= .125). We interpret these results as evidence of relatively strong fairness preferences for hybrid 

predictive-policing procedures involving the combined input of humans and algorithms.  

The school-admissions and refugee-matching scenarios look much more similar, with the HIGH treat-

ment being consistently perceived as the fairest and the HUMAN treatment performing consistently 

better in terms of fairness than the MACHINE treatment across both scenarios. 

School Admissions 

In the school-admissions scenario, fairness ratings are highest in the HUMAN (M = 5.15) and the HIGH 

(M = 5.29) treatment, with both treatments being rather close to each other (p = .211, MWU). The 

HIGH treatment yields significantly higher fairness ratings than the LOW (M = 4.86, p < .001, MWU, r 

= .151) and the MACHINE treatment (M = 4.70, p < .001, MWU, r = .178). 

 

Figure 6. Procedural Fairness by Scenario 

Note. See the online article for the color version of this figure. 

Also, the HUMAN treatment leads to significantly higher fairness ratings than the LOW (p = .004, 

MWU, r = .101) and the MACHINE treatment (p < .001, MWU, r = .133). The pronounced differences 

between our treatments with strong human involvement and the other two (more algorithmic) treat-

ments point to the particular importance of human oversight in areas as sensitive as school admis-

sions. The markedly positive effect of our HUMAN treatment may also be due to the fact that, unlike 

in the other scenarios, the decision is made by a group—the school admissions board—rather than by 

an individual. 

Refugee-Matching 

In the refugee-matching scenario, by contrast, the HIGH treatment (M = 5.29) produces significantly 

higher fairness ratings than all other treatments (HUMAN: M = 5.00, p = .004, MWU, r = .102; LOW: 



   

 

M = 4.94, p < .001, MWU, r = .124; MACHINE: M = 4.71, p < .001, MWU, r = .164). However, fairness 

ratings differ neither between the HUMAN and the LOW treatment (p = .582, MWU) nor between the 

LOW and the MACHINE treatment (p = .165, MWU). Moreover, even when comparing the HUMAN 

and the MACHINE treatment, we only find a marginally positive effect of an entirely human refugee-

matching procedure (p = .055, MWU, r = .068). While a procedure based on human–computer inter-

action and high human control is viewed as bolstering procedural fairness, the degree of human in-

volvement does not seem to matter much when it comes to refugee-matching. This may be because 

issues of distributive justice or participatory rights of those affected by the decision are less salient in 

refugee-matching procedures than in other contexts. 

Discussion 

In this article, we report experimental evidence on the importance of human involvement in algorith-

mically assisted public-sector decision-making for fairness perceptions. Working within the framework 

of procedural justice research, we find for several application contexts that procedures are perceived 

as fairest when an algorithmic decision aid is accompanied by high human involvement in the decision-

making procedure. Arguably, this is the case to a large extent because people expect these procedures 

to be the most accurate. By contrast, we observe that purely algorithmic decisions are consistently 

judged as least fair. 

Theoretical Implications 

These results have important theoretical implications. While the perceived accuracy matters for fair-

ness perceptions in our experiment, it cannot explain people’s dislike for purely algorithmic decision-

making as these evaluations seem to be largely independent of the perceived accuracy of the proce-

dure. This is in line with previous findings on accuracy and procedural fairness in bail decisions (Wang, 

2018), but contradicts the explanation that people dislike algorithmic decision-making for more com-

plex tasks because they doubt that computers are fit to make these decisions correctly (Green & Chen, 

2019b; Scurich & Krauss, 2020). We have thus provided evidence that normative judgments of algo-

rithmic decisions are not just a function of perceived accuracy.  

Scurich and Krauss (2020) offer an additional explanation for the dislike of algorithms, arguing that 

while people might think that algorithms are fulfilling their task correctly, they might simultaneously 

perceive them as facilitating the discrimination of minorities and the socio-economically disenfran-

chised. A related concern is that human decision-makers interacting with an algorithmic decision aid 

might even exacerbate algorithmic discrimination and the risk of procedurally unfair decisions, for 

example, by being more likely to deviate from an algorithmic recommendation to the disadvantage of 

African American defendants and to the advantage of Caucasian defendants in pretrial bail decisions 

(Green & Chen, 2019a). A tendency to opportunistic adjustments of algorithmic outcomes bears the 

risk of reinforcing the effects of motivated reasoning, decreasing predictive accuracy, and thus ham-

pering procedural fairness (Cohen et al., 2016; Scurich & Krauss, 2013). Our results, by contrast, sug-

gest that human involvement and oversight are key in sustaining perceived procedural fairness.

 While a high level of human involvement boosts the procedural fairness of algorithmic assistance, it 

counteracts the efficiency promises of algorithmic decision aids. In the treatment with high human 

involvement, human and algorithmic decision-making always coincide. There is no real substitution of 



   

 

human decision-making by the algorithm. However, our findings also lend support to the view that 

decision-making procedures with reduced human involvement might yield similar fairness percep-

tions as the status quo of purely human decision-making procedures. 

Caveats 

Our findings come with caveats, of course. One limitation of our study stems from the fact that, in all 

our treatments with human involvement, the human decision-maker at least theoretically retains final 

control. The human can reverse every decision by the algorithm. The delegation of decision power to 

the machine in our treatment with low human involvement is only factual. Human decision-makers 

de facto forgo the opportunity to evaluate the facts of the case, but they are not legally obliged to 

refrain from performing their own assessment.  

Moreover, treatment differences are in some instances sensitive to the decision context. We find 

noteworthy differences between the three scenarios for predictive policing, school admissions, and 

refugee-matching. For example, assessments of human decisions considerably vary across contexts, 

with the predictive-policing scenario showing considerably lower fairness ratings for a human deci-

sion-maker as compared to the other two treatments. This difference may reflect a general loss of 

trust in human police officers in light of repeated abuses of police authority and increasing public 

awareness of police brutality, such as the murder of George Floyd in 2020.  

Finally, it is important to note that our study, like any other vignette study, may be prone to hypothet-

ical bias and may not fully capture evolving behavioral or emotional patterns in public responses to 

algorithm-assisted decisions. Yet, evidence from previous external validation tests show that vignette 

studies encouraging comparisons between different attributes perform remarkably well in capturing 

actual behavior (Hainmueller et al., 2015). Having implemented our treatments across different sce-

narios, we are confident that we encouraged participants to seriously engage with the task at hand. 

While it is true that the acceptance of algorithm-assisted decision procedures may evolve relatively 

quickly, it is important to stress that several empirical results in law and psychology are snapshots of 

evolving psychological patterns. Our study is a first useful step in evaluating the psychological forces 

underlying the behavioral response to algorithm-assisted decision procedures in three different con-

texts. 

Policy Implications 

The results of our study suggest that moving from the status quo of public decision-making by humans 

toward algorithmic decision-making procedures may be less disruptive in terms of perceived proce-

dural fairness than the law and policy debate sometimes suggests. In our treatment with low human 

involvement, the decision is usually based on the algorithmic advice alone, with the human deci-

sionmaker only sometimes engaging in a personal assessment of the facts. This leads to largely similar 

fairness ratings than an entirely human decision-making procedure. Hence, while human involvement 

matters to people, they are relatively open to moderate degrees of decision delegation to a machine. 

These results also indicate that the recent trend toward fully automated decision-making and away 

from human discretion and intervention, especially in the U.S. federal administration (Engstrom et al., 

2020), comes at a cost. While exclusive reliance on algorithmic outputs reduces the room for undue 



   

 

political influence, agency capture, or personal biases (Cuéllar & Huq, 2022), it also abates procedural 

fairness. Legislative proposals of fully algorithmic decision procedures may therefore not adequately 

reflect public opinion and are likely to entail stronger opposition and—if enacted—lower levels of 

compliance. Our results thus suggest that there is a trade-off between perceived procedural justice 

and mechanic objectivity. Maintaining sufficient room for human discretion and the ability to override 

algorithmic outputs may be an important condition of public support and compliance (see Garrett & 

Monahan, 2020; Oswald, 2018; Williams, 2022). Moreover, our results suggest that agencies and 

courts may be well-advised to adopt a principled approach to the right to a human decision enshrined 

in Art. 22 (1) EU General Data Protection Regulation. Justifications of exclusive reliance on algorithms 

under Art. 22 (2)(b) EU General Data Protection Regulation are likely to strike a better balance be-

tween procedural justice and mechanic objectivity if they also consider the psychological cost of full 

automation for those affected by the decision procedure.  

The observed differences between the different scenarios indicate that there may be no one-size-fits-

all solution for the use of algorithms in public-sector decision-making. For example, fairness percep-

tions of human decisions are rather high in the school admissions context. While this may be due to 

the perceived importance of school admissions or the fact that the admissions decision is made by a 

collective in this scenario, our experiment is not designed to generate data in support of these inter-

pretations. It is up to future research to explore the optimal mix of human and algorithmic involve-

ment in decision-making procedures for specific policy fields.  

In sum, the success or failure of algorithmic governance is likely to depend on the degree of human 

agency and human accountability. A complete absence of human involvement, human oversight, and 

human discretion is unlikely to square with due process requirements and legal human-in-the-loop or 

human-on-the-loop rules. More specifically, our results cast doubt on the idea that the human ele-

ment can be limited to the definition of policy goals when designing an algorithmic governance system 

and be completely occluded from the view of those affected by the decision (see Cuéllar & Huq, 2022). 

The human mind at least for now seems to be hardwired to feel at ease with “government by humans, 

for humans.” 
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Appendix A 

Instructions 

Police 

One of the main tasks of the police is to prevent criminal behavior. To deploy their forces in an optimal 

manner, the police need to assess the risk that criminal behavior will occur. This risk assessment refers 

to various types of criminal behavior, including the risk of violent assaults. 

Suppose the local police want to assess the risk of violent assaults in certain areas of the city—includ-

ing the probable type, location, and time of the assault—and perform bodily searches of all persons 

within a small and well-defined area of the city. The purpose of these bodily searches is to track down 

weapons used for violent assaults. 

Decision-Making Procedure (HUMAN) 

The senior police officer in charge will collect information on previous cases of violent assaults in the 

city. Then, the police officer will conduct an in-depth analysis of the case material and assess the risk 

of violent assaults in certain areas of the city.  

Based on his or her risk assessment, the police officer will order or not order bodily searches in a 

certain area of the city. The police officer has discretion in this decision. 

Decision-Making Procedure (HIGH) 

The senior police officer in charge will collect information on previous cases of violent assaults in the 

city. Then the police officer will use a computer algorithm to assess the risks of violent assaults in 

certain areas of the city. The computer algorithm will conduct an in-depth analysis of the case material 

and present its risk assessment to the police officer.  

The decision will never be based on the computer algorithm alone. The police officer will always con-

duct his or her own analysis, which means the police officer will in each case conduct an in-depth 

analysis of the case material and assess the risk of violent assaults in certain areas of the city.

 Based on the risk assessment of the computer algorithm and his or her own risk assessment, the police 

officer will order or not order bodily searches in a certain area of the city. The police officer has dis-

cretion in this decision. 

Decision-Making Procedure (LOW) 

The senior police officer in charge will collect information on previous cases of violent assaults in the 

city. Then the police officer will use a computer algorithm to assess the risks of violent assaults in 

certain areas of the city. The computer algorithm will conduct an in-depth analysis of the case material 

and present its risk assessment to the police officer.  

The decision will usually be based on the computer algorithm alone. The police officer will sometimes 

conduct his or her own analysis, which means the police officer will in some cases conduct an in-depth 

analysis of the case material and assess the risk of violent assaults in certain areas of the city. 

Based on the risk assessment of the computer algorithm and— only if conducted—his or her own risk 

assessment, the police officer will order or not order bodily searches in a certain area of the city. The 

police officer has discretion in this decision. 



  

 

Decision-Making Procedure (MACHINE) 

The senior police officer in charge will collect information on previous cases of violent assaults in the 

city. Then the police officer will use a computer algorithm to assess the risks of violent assaults in 

certain areas of the city. The computer algorithm will conduct an in-depth analysis of the case material 

and present its risk assessment to the police officer.  

The decision will be based on the computer algorithm’s assessment alone.  

Based on its risk assessment, the computer algorithm will order or not order bodily searches in a cer-

tain area of the city. The police officer cannot override the decision of the computer algorithm and 

has no discretion in this decision.  

How fair do you consider the procedure by which the police come to their decision? (1 = very unfair, 

7 = very fair).  

How accurately do you think the police will assess the risk of violent crimes in the city? (1 = not accu-

rately at all, 7 = extremely accurately).  

To what extent would you want the decision-making procedure to be used in a case if you were per-

sonally concerned? (1 = not at all, 7 = to a large extent).  

To what extent would you want the decision-making procedure to be used in a case for the general 

public? (1 = not at all, 7 = to a large extent). 

Schools 

Many public schools have limited capacities. Accordingly, these schools are unable to accept all stu-

dents who apply. Therefore, the school admissions boards have to select students based on some 

criterion. One prominent criterion is the chance that an applicant will succeed within the respective 

school system. In applying this criterion, school admissions boards usually assess the probability that 

the applicant will eventually graduate.  

Suppose a school admissions board wants to assess this success probability and decide whether to 

accept or reject an applicant. 

Decision-Making Procedure (HUMAN) 

The school admissions board will conduct an interview with the applicant and collect additional infor-

mation on the applicant’s school history, extracurricular engagement, the distance between the 

school and the home, and family support. Then the admissions board will conduct an in-depth analysis 

of the case material and assess the applicant’s success probability.  

Based on its assessment of the success probability, the admissions board will accept or reject the 

applicant. The admissions board has discretion in this decision. 

Decision-Making Procedure (HIGH) 

The school admissions board will conduct an interview with the applicant and collect additional infor-

mation on the applicant’s school history, extracurricular engagement, the distance between the 

school and the home, and family support. Then the admissions board will use a computer algorithm 

to assess the applicant’s success probability. The computer algorithm will conduct an in-depth analysis 

of the case material and present its assessment of the applicant’s success probability to the admis-

sions board.  

The decision will never be based on the computer algorithm alone. The admissions board will always 



  

 

conduct its own analysis, which means the admissions board will in each case conduct an in-depth 

analysis of the case material and assess the applicant’s success probability.  

Based on the assessment of the success probability of the computer algorithm and its own assessment 

of the success probability, the admissions board will accept or reject the applicant. The admissions 

board has discretion in this decision. 

Decision-Making Procedure (LOW) 

The school admissions board will conduct an interview with the applicant and collect additional infor-

mation on the applicant’s school history, extracurricular engagement, the distance between the 

school and the home, and family support. Then the admissions board will use a computer algorithm 

to assess the applicant’s success probability. The computer algorithm will conduct an in-depth analysis 

of the case material and present its assessment of the applicant’s success probability to the admis-

sions board.  

The decision will usually be based on the computer algorithm alone. The admissions board will some-

times conduct its own analysis, which means the admissions board will in some cases conduct an in-

depth analysis of the case material and assess the applicant’s success probability.  

Based on the assessment of the success probability of the computer algorithm and—only if con-

ducted—its own assessment of the success probability, the admissions board will accept or reject the 

applicant. The admissions board has discretion in this decision. 

Decision-Making Procedure (MACHINE) 

The school admissions board will conduct an interview with the applicant and collect additional infor-

mation on the applicant’s school history, extracurricular engagement, the distance between the 

school and the home, and family support. Then the admissions board will use a computer algorithm 

to assess the applicant’s success probability. The computer algorithm will conduct an in-depth analysis 

of the case material and present its assessment of the applicant’s success probability to the admis-

sions board.  

The decision will be based on the computer algorithm’s assessment alone.  

Based on its assessment of the success probability, the computer algorithm will accept or reject the 

applicant. The admissions board cannot override the decision of the computer algorithm and has no 

discretion in this decision. 

How fair do you consider the procedure by which the school admissions board comes to its decision? 

(1 = very unfair, 7 = very fair).  

How accurately do you think the school admissions board will assess the probability that the applicant 

will eventually graduate? (1 = not accurately at all, 7 = extremely accurately).  

To what extent would you want the decision-making procedure to be used in a case if you were per-

sonally concerned? (1 = not at all, 7 = to a large extent).  

To what extent would you want the decision-making procedure to be used in a case for the general 

public? (1 = not at all, 7 = to a large extent). 

 

 



  

 

Refugees 

One of the main tasks of immigration authorities is to assign refugees to certain locations within the 

country of immigration. Refugee facilities have limited capacities. Therefore, the immigration author-

ities have to assign refugees based on some criterion. One prominent criterion is the chance that a 

refugee will be able to integrate herself into society. In applying this criterion, immigration authorities 

usually assess the probability that the refugee will successfully find employment when assigned to a 

certain location.  

Suppose an immigration authority wants to assess this probability and decide to which location within 

the country of immigration a refugee should be assigned. 

Decision-Making Procedure (HUMAN) 

The case manager will conduct an interview with the refugee and collect information on the refugee’s 

origin, education, linguistic skills, and family status. Then the case manager will conduct an in-depth 

analysis of the case material and assess the probability of successful employment.  

Based on his or her assessment of the probability of successful employment, the case manager will 

assign the refugee to a certain location. The case manager has discretion in this decision. 

Decision-Making Procedure (HIGH) 

The case manager will conduct an interview with the refugee and collect information on the refugee’s 

origin, education, linguistic skills, and family status. Then the case manager will use a computer algo-

rithm to assess the probability of successful employment. The computer algorithm will conduct an in-

depth analysis of the case material and present its assessment of the probability of successful employ-

ment to the case manager.  

The decision will never be based on the computer algorithm alone. The case manager will always con-

duct his or her own analysis, which means the case manager will in each case conduct an in-depth 

analysis of the case material and assess the probability of successful employment.  

Based on the assessment of the probability of successful employment of the computer algorithm and 

his or her own assessment of the probability of successful employment, the case manager will assign 

the refugee to a certain location. The case manager has discretion in this decision. 

Decision-Making Procedure (LOW) 

The case manager will conduct an interview with the refugee and collect information on the refugee’s 

origin, education, linguistic skills, and family status. Then the case manager will use a computer algo-

rithm to assess the probability of successful employment. The computer algorithm will conduct an in-

depth analysis of the case material and present its assessment of the probability of successful employ-

ment to the case manager.  

The decision will usually be based on the computer algorithm alone. The case manager will sometimes 

conduct his or her own analysis, which means the case manager will in some cases conduct an in-

depth analysis of the case material and assess the probability of successful employment.

 Based on the assessment of the probability of successful employment of the computer algorithm 

and—only if conducted—his or her own assessment of the probability of successful employment, the 

case manager will assign the refugee to a certain location. The case manager has discretion in this 

decision. 



  

 

Decision-Making Procedure (MACHINE) 

The case manager will conduct an interview with the refugee and collect information on the refugee’s 

origin, education, linguistic skills, and family status. Then the case manager will use a computer algo-

rithm to assess the probability of successful employment. The computer algorithm will conduct an in-

depth analysis of the case material and present its assessment of the probability of successful employ-

ment to the case manager.  

The decision will be based on the computer algorithm’s assessment alone.  

Based on its assessment of the probability of successful employment, the computer algorithm will 

assign the refugee to a certain location. The case manager cannot override the decision of the com-

puter algorithm and has no discretion in this decision.  

How fair do you consider the procedure by which the immigration authority comes to its decision? (1 

= very unfair, 7 = very fair).  

How accurately do you think the immigration authority will assess the probability that the refugee will 

successfully find employment? (1 = not accurately at all, 7 = extremely accurately). To what extent 

would you want the decision-making procedure to be used in a case if you were personally concerned? 

(1 = not at all, 7 = to a large extent).  

To what extent would you want the decision-making procedure to be used in a case for the general 

public? (1 = not at all, 7 = to a large extent).  

[Questionnaire] 

1. You have seen three different scenarios. Please rank these scenarios according to the severe-

ness of the decision for the recipient from 1 (least severe) to 3 (most severe). 

2. In this survey, you have been asked to assess the fairness of several decision-making proce-

dures by public officials. Please state shortly for what reasons you decided the way you did, 

especially on which criteria you based your evaluation of the fairness of the procedure (key-

words are sufficient). 

3. How old are you? 

4. What is your highest educational degree? 

5. What is your gender? 

6. What is your ethnicity? 

7. Which political party do you feel closest to? 

8. How many hours per week do you spend online doing tasks for money? 

 

 

 

 



  

 

Appendix B 

Treatment Effects on Procedural Preferences 

In this appendix, we present a summary analysis of our results on procedural preferences regarding 

the involvement of oneself (Table B1) or others (Table B2). 

Table B1  

Treatment Effects on Preferences Regarding Oneself Across Scenarios 

 



  

 

Note. Random-effects GLS regression. Standard errors in parentheses.  

*p < .1. **p <.05. ***p <.01. 

Table B2  

Treatment Effects on Preferences Regarding Others Across Scenarios 

 

Note. Random-effects GLS regression. Standard errors in parentheses.  

*p < .1. **p <.05. ***p <.01. 



  

 

Appendix C 

Order Effects & Further Group-Level Analysis 

In this appendix, we present an analysis of order effects pooled over all scenarios (Table C1, left col-

umn) and for each scenario (Table C1, right column) as well as group-level treatment comparisons for 

the average fairness rating per person across the three scenarios (Table C2). 

Table C1  

Order Effects 

 

Note. Random-effects GLS regression. Standard errors in parentheses.  

*p < .1. **p <.05. ***p <.01. 

 



  

 

Table C2 

Group-Level Treatment Comparisons for the Collapsed Fairness Rating per Person Across the Three 

Scenarios 

 

Appendix D 

Sensitivity Analysis 

 

Figure D1 presents the results of a two-sample sensitivity analysis investigating the sensitivity of ef-

fect size for fairness rating means pooled across scenarios in response to variations in our study pa-

rameters, specifically for varying power levels (between 1 − 𝛽 = 0.6 𝑎𝑛𝑑 1 − 𝛽 = 0.95) and varying 

significance levels (between 𝛼 = 0.1 𝑎𝑛𝑑 𝛼 = 0.001). We calculate the minimum detectable change 

in the mean of fairness ratings between the treatment and the control group (𝛿 = 𝑀2 − 𝑀1), for a 

given fairness rating mean of M1 = 4.60 (the approximate mean in the MACHINE treatment used as a 

control group), an equal standard deviation of 𝜎 = 1.55 across samples, and a sample size of n = 

400. 

Figure D1 

Sensitivity of Fairness Rating Means Pooled Across Scenarios 

  



  

 

Appendix E 

Additional Analyses of Scenario-Specific Effects 

Tables E1–E3 present an analysis of treatment effects on perceived procedural fairness in each sce-

nario used in our experiment (predictive policing, school admissions, and refugee-matching). 

Table E1 

Procedural Fairness in the Predictive-Policing Scenario 

 

Note. OLS regression. Standard errors in parentheses.  

*p < .1. **p <.05. ***p <.01. 

 

 

 

 

 

 



  

 

Table E2 

Procedural Fairness in the School-Admissions Scenario 

 

Note. OLS regression. Standard errors in parentheses.  

*p < .1. **p <.05. ***p <.01. 

 

 

 

 

 

 

 

 

 



  

 

Table E3 

Procedural Fairness in the Refugee-Matching Scenario 

 

 

Note. OLS regression. Standard errors in parentheses.  

*p < .1. **p <.05. ***p <.01. 



 

 

 

Table E4 presents an analysis of treatment effects on perceived procedural fairness for each scenario 

with a treatment–scenario interaction in Model 3. 

Table E4 

Procedural Fairness With Treatment-Scenario Interaction 

 

Note. Random-effects GLS regression. Standard errors in parentheses.  

*p < .1. **p <.05. ***p <.01. 

 


