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Abstract

How does neural connectivity in autistic children differ from
neural connectivity in healthy children or autistic youths?
What patterns in global trade networks are shared across
classes of goods, and how do these patterns change over time?
Answering questions like these requires us to differentially
describe groups of graphs: Given a set of graphs and a parti-
tion of these graphs into groups, discover what graphs in one
group have in common, how they systematically differ from
graphs in other groups, and how multiple groups of graphs are
related. We refer to this task as graph group analysis, which
seeks to describe similarities and differences between graph
groups by means of statistically significant subgraphs. To per-
form graph group analysis, we introduce GRAGRA, which
uses maximum entropy modeling to identify a non-redundant
set of subgraphs with statistically significant associations to
one or more graph groups. Through an extensive set of ex-
periments on a wide range of synthetic and real-world graph
groups, we confirm that GRAGRA works well in practice.

Introduction
Differentially describing groups of graphs lies at the heart
of many scientific and societal challenges. Neuroscientists,
for example, might want to characterize brain activity in
healthy subjects, elucidate how it differs from brain activity
in subjects diagnosed with certain disorders or diseases (e.g.,
autism or Alzheimer’s), and investigate whether their find-
ings are the same across different groups of subjects (e.g.,
children, adolescents, and adults; or men and women). Poli-
cymakers, security experts, and epidemiologists alike could
seek to understand patterns of human mobility, be it to im-
prove the resilience of traffic infrastructure to random fail-
ures and targeted attacks, or to curb the spread of infectious
diseases. And international economists might want to in-
vestigate patterns of world trade, e.g., imports and exports
between countries, and ask how these vary across different
years and product classes.

We refer to the common task underlying these scenarios
as graph group analysis: Given a set of graphs and a parti-
tion of this set into graph groups, succinctly summarize the
commonalities and differences between graphs in the same
group, between graphs in different groups, and between the
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Figure 1: GRAGRA discovers common and contrastive graph
patterns in noisy, heterogeneous groups of graphs, captur-
ing, e.g., systematic similarities (left) and differences (right)
between the functional brain networks of adolescents with
and without autism spectrum disorder. Here, nodes repre-
sent centers of mass for brain regions from the AAL Atlas,
and edge color classes correspond to significant subgraphs
shared between (left) or specific to (right) groups, with indi-
vidual edges signaling strong connectivity between regions.

relationships connecting the groups. In this paper, we for-
malize graph group analysis as a maximum likelihood mod-
eling problem, using significant subgraphs as graph patterns
to factorize our probability distribution. We introduce GRA-
GRA (Graph group analysis) as an algorithm to solve this
problem, which jointly discovers a set of graph patterns and
an assignment of these patterns to graph groups.

As a real-world example of graph group analysis, con-
sider Fig. 1. Here, we show the top shared (left) and specific
(right) patterns identified in resting-state functional brain
networks of adolescents with and without autism spectrum
disorder, where nodes in the graphs correspond to brain re-
gions, and edges signal strong connectivity between regions.
On the right, patterns with red edges are characteristic of
autistic adolescents, and patterns with blue edges are charac-
teristic of non-autistic adolescents. They indicate over- and
underconnectivity, respectively, in the brains of autistic ado-
lescents when compared to typically developed controls. Al-
though there is no consensus regarding the relationships be-
tween autism and neural connectivity (Hull et al. 2017), our
method identifies graph patterns that permit neuroscientific
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interpretation: For example, the dark blue pattern in Fig. 1
indicates underconnectivity between the visual cortex, re-
sponsible for processing visual information, and the lingual
gyrus, involved in vision and word processing.

Graph group analysis is related to graph classification
(e.g., Lee, Rossi, and Kong 2018), but we are interested not
only in what is different but also in what is similar among
our graph groups. Our task further shares some of its mo-
tivation with significant subgraph mining (e.g., Sugiyama
et al. 2015), graph summarization (e.g., Liu et al. 2018), and
data clustering with graphs as data points (e.g., Mukherjee,
Sarkar, and Lin 2017). However, we focus on a complete
characterization of a set of graphs under a given partition—
a cornerstone of scientific discovery involving graph data.

The remainder of the paper is structured as follows. After
settling our basic notation, we describe the theoretical foun-
dations of our method and introduce our algorithm. Having
covered related work, through experiments on synthetic and
real-world data, we demonstrate that GRAGRA works well
in practice, before rounding up with discussion and conclu-
sions. All our data, code, and results are publicly available.1

Preliminaries
We consider a set G = {G1, . . . , G|G|} of |G| node-aligned
graphs Gi = (V,Ei) with n = |V | nodes and mi = |Ei|
edges, omitting the subscripts when clear from context. A
partition Π = {G1, . . . ,Gk} is a set of k non-empty subsets
of Gi ⊆ G, called graph groups, of cardinalities ci = |Gi|,
whose disjoint union is G. Our graphs can be undirected or
directed, loopy or non-loopy, and unweighted, edge-labeled,
or integer weighted, where for the purposes of our model,
we treat distinct edge labels or edge weights as a set W of
categories, and edges e ∈ Ei are drawn from the set E =
V × V ×W of all possible weighted edges.

The empirical frequency of edge set X ⊆ E in group Gi
is qi(X) = |{(V,E) ∈ Gi | X ⊆ E}| /ci, and we denote by
VX the set of nodes incident with at least one edge in X .

We base our probabilistic model on the maximum en-
tropy principle, by which the distribution that best reflects
a given set of constraints without introducing additional as-
sumptions is the distribution with maximum Shannon en-
tropy (Jaynes 1982). Thus, the expected frequency of X in
Gi under a given set of edge sets S ⊆ 2E is

pi(X | S) = Ef [X] =
∑

Y ∈2E , X⊆Y

f(Y | S) ,

where 2E is the power set of E , and f is the distribution max-
imizing arg maxf{−

∑
fX log fX}, subject to linear con-

straints Ef [X] = qi(X) for all elements in S (Csiszár 1975).
That is,

f(X | S) = θ0

∏
Yi∈S, Yi⊆X

θi ,

where θ0 and all θi are real-valued model parameters. Find-
ing the distribution f is a convex problem that involves com-
puting the expected frequency pi(X | S) over exponentially

1https://doi.org/10.5281/zenodo.6342823

many elements. This is intractable if done naı̈vely, but there
exist practical approaches that factorize pi into a product
of independent distributions (Mampaey, Vreeken, and Tatti
2012; Dalleiger and Vreeken 2020a,b).

Theory
We now lay the theoretical foundations of our method, in-
troducing our probabilistic model, our objective function,
and our statistical test. At a high level, our goal in graph
group analysis is to discover a set S of graph patterns, i.e.,
edge sets of connected subgraphs, and an association ma-
trix A assigning graph patterns to graph groups, such that
S and A together reveal the similarities and differences be-
tween graphs in the same group, between graphs in differ-
ent groups, and between the relationships connecting the
groups. A pattern is specific if we assign it to only one graph
group, and it is shared if we assign it to several graph groups.
We choose which patterns to include in our model based on
the information we gain from them, testing whether this gain
is statistically significant to rule out spurious results.

To avoid redundancy, we assign a pattern X to a group
Gi iff X is informative for Gi, given what we already know
about all groups. More precisely, usingX as a column index
ofA in a slight abuse of notation, we setAiX = 1 iffX is in-
formative for Gi under our current model (S,A). We assess
this by comparing the empirical frequency ofX in group Gi,
qi(X), to its expected frequency in that group under our cur-
rent model, pi(X | Si), where Si = {X ∈ S | AiX = 1},
and pi is obtained from a practical approximation of the
maximum entropy distribution with constraint set Si. X is
informative for Gi iff qi(X) is significantly different from
pi(X | Si), as judged by a statistical test, and we add X to
S (and columnX toA) ifX is informative for some Gi ∈ Π.

To identify a suitable set of graph patterns S and an ade-
quate association matrixA, we exploit the interplay between
two steps. First, we discover the best pattern X to add to S,
given the current (S,A), and second, we identify the best
assignment of X to graph groups to update A, given the cur-
rent (S,A) and a new patternX . We now describe each step
in more detail.

Identifying Informative Graph Patterns
To measure the likelihood of a set S ⊆ 2E of graph patterns,
we use the Bayesian Information Criterion (BIC),

BIC(S) = `(S) + (k · |S|)/2 log |G| (Schwarz 1978),

where k · |S| is the number of coefficients in our model, and

`(S) =
∑
i

`i(S) = −
∑
i

∑
G∈Gi

log pi(G | Si) ,

is the log likelihood of S (with Si ⊆ S derived from A), as-
suming that the graphs in a group are independent and iden-
tically distributed. This allows us to identify a good set of
graph patterns by minimizing the BIC score, i.e.,

arg min
S⊆2E

{BIC(S)} .

Solving this problem exactly poses significant challenges in
practice due to its combinatorial nature and the explosion
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in the number of solution candidates. Therefore, we employ
a greedy search strategy, iteratively selecting the graph pat-
tern X ⊆ E that best improves our current model. That is,
for a given (S,A), we select the graph pattern X that maxi-
mizes our likelihood, or equivalently, maximizes the differ-
ence BIC(S)− BIC(S ∪ {X}), which we write as

∆(X) = `(S)− `(S ∪ {X})− k/2 log |G| .
In a nutshell, the core of our approach is the procedure

S ← S ∪
{

arg max
X⊆E, ∆(X)>0

{∆(X)}
}
, (1)

by which we iteratively and greedily insert into S the pattern
X ⊆ E that locally maximizes our information gain.

Using a model selection criterion alone, however, we can-
not tell if our information gain is due to random fluctuations
or due to signal, especially if we only have a limited number
of samples. Thus, to avoid modeling noise, we add X to S
only if its information gain ∆(X) is statistically significant.
Therefore, we test whether we can reject the null hypothesis

H0 : BIC(S) = BIC(S ∪ {X}) .
To this end, we use Vuong’s closeness test (Vuong 1989), a
likelihood ratio test designed for model selection problems
under BIC. Vuong’s test statistic is defined as 2∆(X), which
is asymptotically χ2-distributed with df∆(X) = df pi( · |
S ∪ {X}) − df pi( · | S) degrees of freedom. To calculate
df∆(X), we count the coefficients θ that must be changed in
every distribution if we insert X into S. As we add one co-
efficient for X , and update at least |X| edge coefficients per
group, we arrive at |X|+ 1 additional degrees of freedom.

Discovering Differential Pattern Associations
Once we have selected a new pattern X ⊆ E to add to S,
given the current S and A, we identify a good assignment
of X to graph groups Gi ∈ Π to update A. Here, the signif-
icance of ∆(X), which is used to accept X into S, signals
that X is informative for some Gi ∈ Π, but it does not tell
us for which Gi. To assign X to a graph group Gi, we hence
rely on the partial information gain of X for Gi,

∆i(X) = `i(Si)− `i(Si ∪ {X})− k/2 log |G| .
Again, we use Vuong’s closeness test to decide whether
∆i(X) is significant; and if it is, we set AiX = 1.

Algorithm
Having stated its theoretical foundations, we now introduce
GRAGRA as an algorithm to differentially describe groups of
graphs using sets of significant subgraphs. GRAGRA, whose
pseudocode is given as Alg. 1, revolves around the procedure
stated in Eq. (1), a greedy process that iteratively selects the
graph pattern candidate that best enhances our model. This
could involve myriad searches through the exponentially-
sized space of all possible graphs with nodes from V , which
is not only computationally infeasible in most cases but also
unnecessary, as most candidates will be eliminated as unin-
formative by Vuong’s test. Hence, rather than exhaustively
searching for the best graph patterns, we propose to grow
graphs by systematically adding edges to candidates.

Algorithm 1: GRAGRA

Input: groups of graphs G1, . . . ,Gk
Output: set of graph patterns S, association matrix A

1 S ← E
2 A← empty binary matrix with k rows and 0 columns
3 C ← {{x, y} | x, y ∈ E , x 6= y, V{x} ∩ V{y} 6= ∅}
4 while C 6= ∅
5 X̂, C ← GROW(C)

6 if ∃i ∈ [k] s.t. hi(X̂) is significant
7 resize A
8 AiX̂ = 1 ⇐⇒ hi(X̂) is significant ∀i ∈ [k]

9 S ← S ∪ {X̂}
10 estimate pi( · | Si) ∀i ∈ [k] s.t. AiX̂ = 1
11 return S \ E , A
12

13 Fn. GROW(C)
14 X ← arg max

X∈C
{h(X) s.t. h(X) is significant}

15 C ← C ∪ (((VX×V×W ) ∪ (V×VX×W ))\X)
16 C ← {X ∈ C | h(X) is significant }
17 X̂ ← arg max

X∈C
{h(X)}

18 if h(X̂) > h(X)
19 return GROW(C)
20 else
21 return X̂, C \ {X̂}

To enable our model to infer all possible graphs, we ini-
tialize it with the set E of all possible edges. As our initial
graph to grow, we then select the most promising graph pat-
tern from our initial candidates, i.e., the connected triples

C = {{x, y} | x, y ∈ E , x 6= y, V{x} ∩ V{y} 6= ∅} .
Starting with a graph pattern X , we explore all its expan-
sions, ((VX × V ×W )∪ (V × VX ×W )) \X , from which
we select the best candidate pattern to grow further, as long
as we gain information and ∆(X) is significant. We summa-
rize these steps in the function GROW of Alg. 1 (l. 13–21).

GROW requires many inferences of ∆, which involve in-
ferring many more expected frequencies pi, rendering exact
computation impractical. We thus design a practical, pes-
simistic heuristic that only considers the information gain
from graphs G ∈ G in which X is fully present:

h(X) =
∑
i

ci · qi(X) log
qi(X)

pi(X)
− k/2 log |G| . (2)

We use h(X) instead of ∆(X) because it involves inferring
only one expected frequency per graph group. A derivation
of this heuristic can be found in the Online Appendix.

To summarize, GRAGRA proceeds as follows. Starting
with an initial set of candidates C (l. 3), we select (l. 14)
and grow (l. 15) the best candidate, and retain all significant
expansions (l. 16), until we have grown X to its fullest po-
tential (l. 18–19). Afterwards, we test if the information gain
provided by X is significant, and if so, we keep track of its
graph group associations (l. 8), and insert X into S (l. 9).



The computational complexity of GRAGRA depends on
the number of candidates, which can grow to at most |2E |. In
practice, GRAGRA’s complexity depends on the number of
times we grow graph patterns, which is data-dependent and
bounded by the size γ of the largest connected component
observed in an input graph, as growing beyond that reduces
the information gain. Multiplying γ by the initial set of can-
didates, GRAGRA achieves a complexity ofO

((
n
3

)
|W |γ

)
for

all practical purposes, where we assume that the complexity
of inferring the expected frequency is bounded.

Related Work
To the best of our knowledge, we are the first to differ-
entially describe groups of graphs through sets of signif-
icant subgraphs. Our method is inspired by advances in
graph similarity description (MOMO, Coupette and Vreeken
2021) and explainable pattern set mining using maximum-
entropy modeling (DISC, Dalleiger and Vreeken 2020a,b).
However, MOMO focuses on pairs and unpartitioned sets of
graphs; DISC is designed for itemset data, ignores graph
structure, and does not scale on graphs; and neither method
uses a statistical test to select patterns. Further related work
broadly falls into two categories: statistical inference on net-
work populations, and graph mining for groups of graphs.

Statistical Inference on Network Populations. In the statis-
tics literature, the task of analyzing multiple graphs simul-
taneously is typically framed as an inference problem for
network-valued random variables (Durante, Dunson, and
Vogelstein 2017; Lovato et al. 2020; Lunagómez, Olhede,
and Wolfe 2020). Here, Ghoshdastidar et al. (2020) establish
limits for distinguishing two population distributions given
small sample sizes, and Lunagómez, Olhede, and Wolfe
(2020) propose notions of mean and dispersion for a single
population of networks, where the population mean is itself
a network. Maugis et al. (2020) use subgraph counts to test if
all graphs in a sample are drawn from the same distribution,
and Signorelli and Wit (2020) propose a model-based clus-
tering approach to describe subpopulations within a popula-
tion of networks. Finally, Durante, Dunson, and Vogelstein
(2017) extend latent space approaches designed for single
graphs to capture the probabilistic mechanism that generates
multiple graphs from a single population distribution. Their
model has been used to characterize and test for differences
between groups of brain networks (Durante, Dunson et al.
2018)—an actively studied application for which numerous
statistical methods, mostly focusing on testing for differ-
ences, have been developed (Ginestet et al. 2017; Wang et al.
2019; Lukemire et al. 2020; Kundu et al. 2021; Lovato et al.
2021; Lehmann et al. 2021).

Prior work in the statistics literature has focused on de-
scribing one network population or distinguishing two pop-
ulations. In contrast, with GRAGRA, we aim to construct a
differential description of any number of populations. Fur-
thermore, we ask not only if these populations are different,
but also how they are different and how they are similar.

Graph Mining for Groups of Graphs. In the graph mining
literature, groups of graphs have been studied in contexts
as diverse as significant subgraph mining (Llinares-López

et al. 2015; Sugiyama et al. 2015), graph classification (Vo-
gelstein et al. 2013; Yan et al. 2019; Lanciano, Bonchi, and
Gionis 2020), graph clustering with graphs as data points
(Mukherjee, Sarkar, and Lin 2017), anomalous graph detec-
tion (Gomes, Rao, and Neville 2018), and graph summa-
rization for time series of graphs (Shah et al. 2015). Sig-
nificant subgraph mining commonly considers small, node-
labeled graphs with unaligned node sets, and hence, does
not target our problem. However, our setup—i.e., medium-
sized graphs with aligned node sets—, has received height-
ened attention in the graph classification community, again
inspired by challenges from neuroscience (Vogelstein et al.
2013; Yan et al. 2019; Lanciano, Bonchi, and Gionis 2020).

The methods that are closest to our work are contrast
subgraphs (Lanciano, Bonchi, and Gionis 2020) and sig-
nal subgraphs (Vogelstein et al. 2013), both designed for
two groups of node-aligned graphs. Contrast subgraphs dis-
cover the densest subgraph in the difference of the summary
graphs of the input groups (obtained by adding the graphs
in each group separately and then subtracting the results),
where the size of this subgraph depends on a user-specified
regularization parameter α. Signal subgraphs assume edge
independence as a prior to rank edges by the p-values of an
edge-wise statistical test for distributional difference (e.g.,
Fisher’s exact test). Like signal subgraphs, GRAGRA com-
bines ideas from structural and statistical pattern mining
to produce interpretable results that—unlike contrast sub-
graphs—are based on a statistical foundation. GRAGRA is
more exploratory and more flexible than both competitors,
however, because it treats graph group description as an end
in itself and can handle any number of graph groups.

Experiments
We now present an extensive evaluation of our algorithm.
To this end, we implement GRAGRA in C++ and expose a
Python interface to facilitate experimentation. We run our
experiments on Intel E5-2643 CPUs with 128 or 256 GB
RAM, testing at a conservative significance level of 1×10−7

(or 1 × 10−5 when operating with less than 50 samples),
and make all data, code, and results publicly available.2 Our
experiments revolve around two questions:

1. Can GRAGRA reliably recover the ground truth from
groups of synthetic graphs?

2. Does GRAGRA discover meaningful patterns in groups
of real graphs?

Recovering Ground Truth from Synthetic Graphs
To assess the reliability of GRAGRA, we run it on groups
of synthetic graphs with planted patterns. We consider three
scenarios, namely,

1. summarizing one group of graphs,
2. differentially describing two groups of graphs, and
3. differentially describing four groups of graphs.

In all three scenarios, each graph group consists of 100
graphs with 100 nodes, and our configurations differ in their

2https://doi.org/10.5281/zenodo.6342823
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Figure 2: GRAGRA reliably recovers the ground truth from
synthetic data. We show precision, recall, and F1 score dis-
tributions for GRAGRA, GRAGRABIC, contrast subgraphs
(CSG), and signal subgraphs (SSG), separately for all ex-
periments in our three different settings: one-group setting
(left), two-group setting (middle), and four-group setting
(right). Subscripts of CSG labels correspond to different
choices of their regularization parameter α, and subscripts of
SSG labels indicate different requirements for the p-values
obtained from their edge-wise distributional difference test.

planted patterns (type, prevalence, and position) and noise
levels. A detailed overview of our synthetic data configura-
tions can be found in the Online Appendix.

For each scenario, we report the distribution of precision,
recall, and F1 score, computed separately for each group of
graphs, for the edges of the planted patterns across 100 graph
group datasets sampled with different seeds. In all scenarios,
we compare GRAGRA, which uses BIC with Vuong’s close-
ness test for pattern selection, with a variant using only BIC
and no statistical test to select patterns (GRAGRABIC). For
configurations in the second scenario, we also compare our
results with those from contrast subgraphs (CSG) and signal
subgraphs (SSG), described in the previous section.

As shown in Fig. 2, GRAGRABIC delivers good results in
the four-group scenario but generally has poor precision,
treating noise as signal. CSG and SSG identify only con-
strastive patterns, and fail even for contrastive patterns if the
individual edges in planted patterns have similar occurrence
probabilities across groups. GRAGRA, however, reliably re-
covers the ground truth across scenarios and configurations,
which allows us to hope that it will also work in practice.

Discovering Meaningful Patterns in Real Graphs
To determine whether GRAGRA discovers meaningful pat-
terns in groups of real graphs, we run 29 experiments on
graph group data of various graph types from three do-
mains: functional brain networks (undirected, unweighted),
air transportation networks (directed, weighted), and inter-
national trade networks (directed, weighted). We compile
basic statistics of these networks in the Technical Appendix,
and present a quantitative overview of our results in Fig. 3.
We observe that, in line with expectations derived from the-
ory, more graphs or graphs with more potential edges, par-
titioned into fewer groups, generally yield more patterns.

Functional Brain Networks Network neuroscience has
emerged as a promising approach to understanding neuro-
logical disorders and diseases (Bullmore and Sporns 2009;

Bassett and Sporns 2017; Fornito, Zalesky, and Breakspear
2015). One of its fundamental questions is whether cer-
tain disorders are systematically associated with structural
or functional connectivity alterations in the brain (van den
Heuvel and Sporns 2019). In particular, there is considerable
uncertainty surrounding the neurological footprint of autism
(and the delineation of its subtypes), and small sample sizes
as well as covariates make many published findings hard to
replicate (He, Byrge, and Kennedy 2020; King et al. 2019).
This calls for methods that can detect signal in the presence
of considerable noise and heterogeneity, identifying connec-
tivity patterns that are statistically significantly associated
with one or more groups of brain networks.

Motivated by this application, we obtain graphs from pre-
processed functional connectomes provided by the Autism
Brain Imaging Data Exchange (Craddock et al. 2013). In
these graphs, each node corresponds to one of the 116 re-
gions of interest from the automated anatomical labeling at-
las (AAL, Rolls et al. 2020), and each edge indicates rel-
atively strong connectivity between two regions, as mea-
sured by their blood-oxygen-level dependent signal corre-
lation during resting-state functional magnetic resonance
imaging. To facilitate comparisons, the data is processed
and grouped as described by Lanciano, Bonchi, and Gio-
nis (2020), but we remove the self-loops (corresponding to
perfect self-correlations) that are present in their data.

We experiment with GRAGRA in four two-group set-
tings (individuals with autism spectrum disorder [ASD] and
typically developed controls [TD] in the categories ado-
lescents, children, eyes closed during scan, and males),
four one-group settings (autistic individuals in each cate-
gory only), and one four-group setting (autistic and non-
autistic children and adolescents), operating on graphs with
m ∈ [1 320, 1 348] edges and graph groups Gi with ci ∈
[49, 420] graphs. Our four-group experiment identifies sig-
nificant overconnectivity across multiple brain regions as
characteristic of ASD children versus all other groups, paral-
leling the neuroscience literature (Supekar et al. 2013; Nomi
and Uddin 2015). However, as shown in Fig. 4, most of the
patterns we identify in the two-group setting yield similar in-
formation gains across both groups (left), and there is signif-
icant structure to be exploited even within individual groups
(right). This indicates that the differences between autistic
and non-autistic brains in the settings under study are rather
subtle, and that there is considerable heterogeneity also in
the one-group data. To explore this heterogeneity and de-
lineate neurosubtypes of autism (cf. Hong et al. 2020), our
results could be used as inputs to multivariate subgroup dis-
covery or clustering algorithms, where GRAGRA would ef-
fectively serve as a dimensionality reduction technique.

Air Transportation Networks We obtain data on passen-
ger flows between domestic airports in the United States for
each month over the sixteen years from January 2005 to De-
cember 2020 from the website of the Bureau of Transporta-
tion Statistics (Bureau of Transportation Statistics 2021).
Restricting our analysis to United States mainland airports
and carriers classified as national (100 million to 1 billion
USD revenue in the previous year) or major (over 1 billion
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Figure 4: GRAGRA unveils shared and contrastive patterns
in noisy and heterogeneous data. Here, we display the dis-
tribution of information gain differences per pattern in the
two-group setting (left), and the distribution of information
gains per pattern in the one-group setting (right), for our ex-
periments on functional brain networks.

USD revenue in the previous year), we create one air trans-
portation network per year, month, and carrier class. To this
end, for each year and month, we aggregate the passenger
flows between two airports by carrier class and filter edges
corresponding to fewer than 3 000 passengers, which leaves
edges between n = 300 airports (identified by three-letter
IATA codes). Excluding graphs with fewer than n−1 = 299
edges, we arrive at 374 graphs, whose edges we discretize
into ten weight categories using equal-width binning.

We are interested in discovering patterns that are shared
across all graphs, identifying structures of connected routes
that are specific to individual carrier classes, and unveiling
both seasonal and temporal trends. Therefore, we run GRA-
GRA in six different settings: on all graphs as one group,
on the graphs corresponding to each carrier class separately,
on all graphs with carrier classes as groups, on all graphs
with quarters as groups (starting from December to capture
the winter holiday season), and on all graphs with consecu-
tive four-year intervals as groups. Thus, our setup contains
graphs with m ∈ [335, 3 533] edges and graph groups Gi
with ci ∈ [86, 374] graphs. In Fig. 5, we depict a subset
of our results from the experiments involving the distinc-
tion between carrier classes. GRAGRA reveals an air trans-
portation backbone jointly serviced by both carrier classes

(middle), and it uncovers routes that are characteristically
served by national or major carriers (left and right). Overall,
we find that patterns corresponding to national carrier routes
are often smaller and cover shorter distances than those cor-
responding to major carrier routes, mirroring the relatively
smaller role of national carriers in the air traffic market.

International Trade Networks We obtain data on inter-
national trade flows from the website of the World Integrated
Trade Solution (World Bank 2021), for the thirty years from
1989 to 2018 (inclusive). The raw data correspond to ex-
ports of goods between (mostly) countries, classified us-
ing the Harmonized System at the four-digit level (HS-4),
whose trade values we aggregate per (source, destination,
HS-4 code) triple. For each year and HS-4 code, we con-
struct one directed, weighted graph with (roughly) countries
as nodes and exports as edges, discretizing the edge weights
into ten categories using equal-width binning. We eliminate
all trade entities above the country level but retain trade
entities below the country level (and countries that do not
exist anymore) if they have an ISO3 code. Restricting our
attention to the WITS product groups Animals, Vegetables,
Food Products, Minerals, and Chemicals, we arrive at 3 976
graphs with n = 250 nodes and at least n− 1 = 249 edges.

Leveraging the richness of our data, we ask not only what
graph patterns are characteristic of international trade as
a whole, but also what structures emerge when we group
trade networks by product class, ten-year interval, or prod-
uct class and ten-year interval. As GRAGRA allows us to in-
spect our data at different scales, we further investigate the
trade patterns it unveils when considering each product class
separately, either treating all graphs from one product class
as one group or splitting them by ten-year interval. Thus,
we run our experiments on graphs with m ∈ [256, 11 415]
edges and graph groups Gi with ci ∈ [70, 3 976] graphs. In
Fig. 6, we illustrate five patterns discovered in the experi-
ments that explore all graphs together, grouped by product
class and ten-year interval. Although the input consists of
fifteen classes, GRAGRA discovers not only meaningful pat-
terns but meaningful patterns with meaningful assignments
to graph groups which, as highlighted by the pattern labels
in Fig. 6, can be summarized succinctly. Across all experi-
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Figure 5: GRAGRA discovers large, meaningful graph patterns. Here, we depict some of the patterns discovered in the air
transportation networks of national carriers (left, five patterns shown), major carriers (right, two patterns shown), and both
carrier classes (middle, one pattern shown). Gray nodes represent airports, and node labels identify airports contained in at least
one of the displayed patterns by their three-letter IATA codes. Directed edges represent flight segments, and edge colors are
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Figure 6: GRAGRA mines differential descriptions even when many graph groups are given as input. Here, we show the top
five graph patterns identified in the international trade networks when split by product class and decade (fifteen graph groups
in total). Nodes correspond to countries, which are represented by their ISO3 country codes. Directed edges correspond to
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ments, we observe that the patterns yielding the largest infor-
mation gains are often composed entirely of edges in the top
two weight bins. This suggests that the ranking of exporter-
importer pairs is most stable on the upper end of the trade-
value spectrum, which aligns with interdisciplinary research
findings that international trade is highly stratified (Sacks,
Ventresca, and Uzzi 2001; Lloyd, Mahutga, and De Leeuw
2009; Fagiolo, Reyes, and Schiavo 2010).

Conclusion
We study the graph group analysis problem: Given a set of
graphs and a partition of this set into graph groups, suc-
cinctly summarize the commonalities and differences be-
tween graphs in the same group, between graphs in differ-
ent groups, and between the relationships connecting the
groups. We introduce GRAGRA as an algorithm to solve
the problem, which uses maximum likelihood modeling,
paired with a model selection criterion and a statistical test,
to jointly discover a set of significant subgraphs, called

graph patterns, and an assignment of these patterns to graph
groups. In our experiments, we demonstrate that GRA-
GRA differentially describes synthetic and real-world graph
groups, even when faced with heterogeneity, noise, or large
group numbers. As a byproduct, we introduce two novel
datasets of node-aligned graphs, which might be of indepen-
dent interest to the graph mining community.

However, our work also has limitations. First of all, we
model edge weights as categories, which works well for
binned edge weights in practice but is theoretically dissatis-
fying. Therefore, a natural enhancement of GRAGRA would
be able to handle real edge weights, possibly using a max-
imum entropy model on its edge weight distribution. Sec-
ond, we currently test all our graph patterns at the same al-
pha level. While this is theoretically defensible, given that
we combine our statistical test with a model selection crite-
rion, dynamically adjusting our alpha level might be an op-
tion worth exploring. Finally, GRAGRA is currently limited
to groups of node-aligned graphs, and extending it to other
graph types constitutes an open opportunity for future work.
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Lunagómez, S.; Olhede, S. C.; and Wolfe, P. J. 2020. Mod-
eling network populations via graph distances. JASA, 1–18.
Mampaey, M.; Vreeken, J.; and Tatti, N. 2012. Summarizing
Data Succinctly with the Most Informative Itemsets. ACM
TKDD, 6: 1–44.
Maugis, P.-A.; Olhede, S.; Priebe, C.; and Wolfe, P. 2020.
Testing for equivalence of network distribution using sub-
graph counts. Journal of Computational and Graphical
Statistics, 29(3): 455–465.
Mukherjee, S. S.; Sarkar, P.; and Lin, L. 2017. On clustering
network-valued data. In NIPS, 7074–7084.



Nomi, J. S.; and Uddin, L. Q. 2015. Developmental changes
in large-scale network connectivity in autism. NeuroImage:
Clinical, 7: 732–741.
Rolls, E. T.; Huang, C.-C.; Lin, C.-P.; Feng, J.; and Joliot, M.
2020. Automated anatomical labelling atlas 3. Neuroimage,
206: 116189.
Sacks, M. A.; Ventresca, M. J.; and Uzzi, B. 2001. Global
institutions and networks: Contingent change in the structure
of world trade advantage, 1965-1980. American Behavioral
Scientist, 44(10): 1579–1601.
Schwarz, G. 1978. Estimating the Dimension of a Model.
Annals Stat., 6(2): 461–464.
Shah, N.; Koutra, D.; Zou, T.; Gallagher, B.; and Faloutsos,
C. 2015. Timecrunch: Interpretable dynamic graph summa-
rization. In KDD, 1055–1064.
Signorelli, M.; and Wit, E. C. 2020. Model-based clustering
for populations of networks. Statistical Modelling, 20(1):
9–29.
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