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Abstract

Non-equilibrium steady states are created when a periodically driven quantum system
is also incoherently interacting with an environment – as it is the case in most realistic
situations. The notion of Floquet engineering refers to the manipulation of the proper-
ties of systems under periodic perturbations. Although it more frequently refers to the
coherent states of isolated systems (or to the transient phase for states that are weakly
coupled to the environment), it may sometimes be of more interest to consider the final
steady states that are reached after decoherence and dissipation take place. In this work,
we demonstrate how those final states can be optimally tuned with respect to a given
predefined metric, such as for example the maximization of the temporal average value
of some observable, by using multicolor periodic perturbations. We show a computa-
tional framework that can be used for that purpose, and exemplify the concept using a
simple model for the nitrogen-vacancy center in diamond: the goal in this case is to find
the driving periodic magnetic field that maximizes a time-averaged spin component. We
show that, for example, this technique permits to prepare states whose spin values are
forbidden in thermal equilibrium at any temperature.
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1 Introduction

Exploring novel materials in search of desired properties and functionalities is one of the most
important tasks of material sciences and engineering, as it can significantly impact fundamen-
tal sciences and practical applications. For example, the conversion efficiency of solar cells has
been significantly enhanced over the past several decades through the discovery of various
types of materials [1–3]. Likewise, thanks to the exploration in a vast materials space, various
superconducting materials have been found [4–7]. In addition to these examples, various ma-
terials explorations have been conducted toward the realization of desired material properties
and functionalities in the equilibrium phase [8–10].

Recently, the exploration and design of material functionalities has been extended to the
nonequilibrium phase of matter under the presence of optical or magnetic drivings. In the
seminal work by Oka and Aoki [11], for example, the light-induced anomalous Hall effect in
graphene has been theoretically studied in terms of the Floquet picture, suggesting the emer-
gence of topological states of matter. Inspired by this work, various groups have investigated
the emergence of new material properties under electromagnetic drivings. The design of ma-
terial functionalities in the nonequilibrium phase has thus become a full new field of research,
that is often called Floquet engineering [12–17].

In most theoretical works about Floquet engineering, the states of the target system have
been investigated by considering the time-periodic solutions of the Schrödinger equation.
However, real materials are surrounded by their environment, and those Floquet states, which
are the time-periodic solutions of the Schrödinger equation, may decay quickly and not be rel-
evant. In fact, recent theoretical and experimental studies suggest that the realization of the
Floquet states can be significantly disturbed by their interaction with the environment [18–22].
For a practical description of such driven systems, a theory of open-quantum systems under
periodic driving has to be considered.

However, understanding such nonequilibrium phases is significantly more difficult [23].
Nevertheless, a number of works have addressed the task of computing, characterizing and
manipulating non-equilibrium steady states (NESS). In the realm of condensed matter systems,
Tsuji et al. [24], for example, combined the Floquet method with nonequilibrium dynamical
mean-field theory to compute NESSs for strongly correlated systems in the presence of both
dissipation and pumping. Dehghani et al. [25,26] worked on 2D electronic systems irradiated
by cicularly polarized lights and coupled to phonon baths, a problem for which they developed
a kinetic equation approach. Seetharam et al. [27] also developed a kinetic equation, which
allowed them to not only compute the NESS, but also to control the band occupations. The
problem of Floquet states occupation control was also addressed by Iadecola et al [28], who
derived a Floquet master equation for the problem. Murakami et al. [29] used non-equilibrium
dynamical mean-field theory to study the superconducting Holstein model coupled to heat
baths, studying both the transient and the final NESSs.

The possibility of creating novel steady states with the help of periodic perturbations has
also attracted the attention of researchers in the field of cavity quantum electrodynamics, see
for example Shirai et al. [30]. Likewise, cold atoms in optical lattices also form ideal systems
for the study of driven non-equilibrium states and phases, see for example Refs [31–35]. We
finish this short sample of previous works that have studied the NESSs of various systems by
stressing the difficulty of computing these states, even for simple models (see, for example,
a recent theoretical work [36] that has addressed this difficulty, showing how the use of the
matrix product operator approach can help to scale calculations to larger models).

In this work, we report on the optimization of the properties of these NESSs through
the design of the time-dependence of the periodic perturbations. Recently, we have demon-
strated [17] an approach to Floquet engineering based on the use of quantum optimal control
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theory (QOCT) [37–41]: the idea was to allow for multicolor periodic driving, rather than
the monochromatic ones that are normally assumed, and to use the tools of QOCT to find the
amplitudes of the various frequency components that optimize a given target property of the
system – in that work, the goal was to modify at will the (pseudo) band structure of graphene.

However, that work also ignored the effect of the environment, and therefore, the found
optimal states would only live in a transient prethermalized phase. To realize the Floquet
control of material properties and functionalities in systems more tightly coupled to an envi-
ronment, going beyond the conventional Floquet analysis for isolated systems, we extend here
that previous concept of Floquet engineering based on QOCT to open-quantum systems. For
this purpose, we first discuss how to apply optimal control theory for nonequilibrium steady
states of open-quantum systems under periodic driving, based on a quantum master equation.
We then apply the introduced optimal-control procedure to a model of the NV center of dia-
mond under periodic driving, demonstrating that, for example, driven open quantum systems
under optimized fields may display exotic properties that are forbidden in the equilibrium
phase.

Although to our knowledge, no previous work has attempted the optimization of NESSs
with respect to the external drivings, a related work [42] has recently demonstrated the use
of automatic differentiation to optimize steady states with respect to internal system or bath
parameters. However, the nature of the problem and the concept of NESS addressed in that
work were different as it was, in consequence, the method. The type of NESSs addressed there
are the ones that appear when a system governed by a static Hamiltonian is in contact with out-
of-equilibrium environments (because, for example, they have different temperatures). The
NESS is then time-independent, even if it is not the one predicted for the quantum canonical
ensemble, or any other equilibrium ensemble. In our work we are concerned, in contrast, with
the time-dependent (and time-periodic) NESSs that appear when a system is driven by some
external fields, while at the same time it is in the presence of a bath. The method described in
Ref. [42] relies on the time-independence of the Lindbladian, and is based on the application
of the implicit function method [43]. Here, we cannot apply that technique, as one must
implicity or explicitly deal with the full propagator in Liouville space.

2 Method

In order to manipulate the nonequilibrium steady states, we solve the following optimization
problem. Our first assumption is to consider, as master equation, a Lindblad-type equation [44,
45] with time-periodic external fields:

ρ̇(t) = −i [H(t),ρ(t)] +
∑

i j

γi j

�

Vi jρ(t)V
†
i j −

1
2
{V †

i jVi j ,ρ(t)}
�

. (1)

Here, the Hamiltonian H(t + T ) = H(t) is periodic with time period T . We consider it to be
composed of a field-free and and a periodic perturbation part: H(t) = H0 + g(u, t)V , where
g(u, t) = g(u, t + T ) is some T -periodic real function parametrized by the set u = u1, . . . , uP
– the control parameters. The incoherent part of the evolution is determined by the set of
Lindblad operators Vi j , which we will assume in the following, without loss of generality, to be
the transition operators Vi j = |Ei〉〈E j|, where |Ei〉 are the field free Hamiltonian eigenvectors.

We should warn that the previous equation is not universally valid. In fact, the prob-
lem of deriving valid master equations for systems with time-dependent Hamiltonians is still
an open research area [23]. The equation of Lindblad can only be rigorously derived if the
Hamiltonian is time independent – and even then, it rests on several additional conditions,
most notably Markov’s approximation. Various authors have tackled the problem of deriving
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master equations for driven systems [46–49]. In some circumstances, Lindblad-type equations
with time-dependent Hamiltonians such as Eq. (1) are appropriate [50], and have been used
for various purposes [51–53]. The previous equation is a simplified version of the so-called
Floquet-Lindblad equation [54]. We will work with it as working hypothesis; furthermore, the
optimization procedured described below can be easily generalized to more complex master
equations.

A Lindblad equation such as the one above can always be written as a linear equation in
Liouville space:

ρ̇(t) = L(u, t)ρ(t) , (2)

where we now consider ρ(t) to be in vectorized form, i.e it is a N2-dimensional complex vector
vector, where N is the dimension of the underlying Hilbert space [55]. The Lindbladian L(u, t)
is the N2 × N2 dimensional operator that results of transforming Eq. (1) into this space. We
split it as:

L(u, t) = L0 + g(u, t)V . (3)

Let us call ρu(t) to the periodic solution (i.e. ρu(0) = ρu(T )) of Eq. (2) for a set of
parameters u. This solution corresponds to a non-equilibrium steady-state (NESS). Note that,
in principle, there could be more than one steady state, but we will consider here that it is
unique. We then consider the time-average function

F(ρ) =
1
T

∫ T

0

dt Ã(ρ(t)) , (4)

for some function of density matrices Ã – in practice, this will typically be the expectation value
of some operator A: Ã(ρ) = Tr[Aρ]. The problem that we attempt to solve is the optimization
of function:

G(u) = F(ρu) , (5)

subject perhaps to some constraint on the parameters u.
Such class of optimization problems for time-dependent processes that can be controlled

by the manipulation of external handles is the object of (quantum, in this case) optimal control
theory (QOCT). Any function optimization algorithm requires a method for the computation
of the function; in addition, many efficient algorithms will also require a method for the com-
putation of its gradient. Computing the function G essentially amounts to obtaining the NESS.
In the following, we will show one possible way to do this, and also derive one expression for
the gradient. Note that since

G(u) =
1
T

∫ T

0

dt Tr[Aρu(t)] , (6)

the gradient components may then be computed as:

∂ G
∂ uk

=
1
T

∫ T

0

dt Tr[A
∂ ρu

∂ uk
(t)] , (7)

and therefore the problem in fact amounts to finding some procedure to compute the deriva-
tives ∂ ρu

∂ uk
.

Let us first rewrite Eq. (2) elementwise:

ρ̇α(t) =
∑

β

Lαβ(u, t)ρβ(t) , (8)
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and consider the Fourier transform of these objects:

ρα(t) =
∑

n

ρα,neiωn t , (9)

ρα,n =
1
T

∫ T

0

dt e−iωn tρα(t) , (10)

Lαβ(u, t) =
∑

n

Lαβ ,n(u)e
iωn t , (11)

Lαβ ,n(u) =
1
T

∫ T

0

dt e−iωn tLαβ(u, t) , (12)

where ωn =
2π
T n , n = 0, 1, . . . , N − 1. In the frequency domain, the Lindblad equation,

Eq. (2), can then be rewritten as:1

∑

β

N−1
∑

m=0

�

Lαβ ,n−m(u)− iδnmδαβωm

�

ρβ ,m = 0 . (13)

And, by further defining the following operator

Lαn,βm(u) = Lαβ ,n−m(u)− iδnmδαβωm , (14)

we finally rewrite Eq. (2) as:

∑

β

N−1
∑

m=0

Lαn,βm(u)ρβ ,m = 0 . (15)

This is a linear homogeneous equation; the solution (the nullspace or kernel, assuming
that it has dimension one), will be the periodic solution that we are after, the NESS.2 We now
need some procedure to find ∂ ρ

∂ uk
. Taking variations of Eq. (15) with respect to the parameters

u, we get:

L(u)
∂ ρ

∂ uk
(u) = −

∂L
∂ um

(u)ρu . (16)

This is a linear equation that would provide ∂ ρu
∂ uk

. However, note that since L(u) has a non-
empty kernel (given precisely by ρu), it cannot be solved straightforwardly. In fact, it does not
have a unique solution: If x is a solution of

L(u)x = − ∂L
∂ um

(u)ρ(u) , (17)

x+µρu is also a solution for any µ. To remove this arbitrariness, we impose the normalization
condition, Trρu = 1 for any u, and therefore:

Tr
∂ ρu

∂ uk
= 0 . (18)

1These equations are easily reached using the following two formulas:

1
T

∫ T

0

dt ρ̇α(t)e
−iωn t = iωnρα,n ,

and
1
T

∫ T

0

dt Lαβ (u, t)ρβ (t)e
−iωn t =

N−1
∑

n=0

Lαβ ,n−m(u)ρβ ,m .

2Other procedures could be used to compute the NESS, sometimes also called “asymptotic Floquet states”, such
as for example simply propagating the equation for a long time, as the system should decay to the steady state.
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To find ∂ ρu
∂ uk

in practice, we may then take the following two steps: First, we compute a solution
of the linear equation, Eq. (17), with the least-squares method, by imposing that the solution
x0 is perpendicular to the kernel, i.e.: x†

0 · ρu = 0. Then, we update the solution with the
condition, Eq. (18). The required solution is obtained as:

∂ ρu

∂ uk
= x0 − (Trx0)ρu . (19)

Once we have ∂ ρu
∂ uk

, we can evaluate the gradient in Eq. (7). Armed with this procedure to
compute this gradient, one can perform the optimization of function G(u) with many efficient
algorithms. This method has been implemented in the qocttools code [56], publicly available,
and all the necessary scripts and data necessary to replicate the following results are also
available upon request from the authors.

While Eq. (16) may seem similar to Eqs. (4-5) in Ref. [42], it is not the same equation: The
linear operator here is defined in Floquet-Liouville space, as it is an extended Lindbladian to
that space, due to the time-dependence of the problem. The linear equations (4-5) in Ref. [42]
(see also [57]) are derived from the assumption of a time-independent NESS:

Lρ = 0 , (20)

an assumption that we cannot make in our context.
We note that this procedure to obtain the gradient is not the typical route followed when

working with QOCT, that is normally based on equations deduced from Pontryagin’s maximum
principle [58–60] or, relatedly, on the adjoint method [61]. While we have attempted the use of
those two methods, we did not obtain satisfactory results. The reason is the difficulty in finding
a solution to the adjoint equations. Both approaches rely on the definion of an adjoint state
(also known as costate), defined by an auxiliary equation. In the case of periodic equations, the
solution to that adjoint equation must be periodic, too. While finding solutions to initial value
problems, required for normal QOCT problems, is often easy and their existence is guaranteed,
this is not the case for periodic equations. We have found difficulties in finding solutions to
the adjoint equation, and opted for developing the technique described here.

Both the calculation of the NESS, and of its gradient (which are the ingredients of the
optimization process) rely on obtaining solutions to algebraic linear systems of dimension
M = d2N , where d is the Hilbert space dimension, and N is the dimension of the time space
(the number of frequencies in the Fourier expansion, or the number of time steps in the time
discretization). These linear systems must be solved at least once for each iteration step in
any optimization algorithm, at a cost that, in the general case, grows as M3. This can imply a
significant computational cost. In order to scale the method to large systems, one should make
use of sparse representations of the Hamiltonian (which will become sparse Liouvillians). In
this way, the complexity of the problem is greatly reduced to M2. Even then, we do not expect
that the current method can be easily applied directly on top of first principles techniques used
for many-body interacting systems. Instead, the route would consist in constructing a model
out of the first principles calculations, performing the optimization with the model, and testing
the output back with the first principles method.
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Figure 1: Thermal average of Sz , as a function of the inverse temperature β = 1
kBT .

The value at β = 3, used in the text for the rest of the calculations, is singled out.
Inset: structure of the Nitrogen vacancy defect in diamond.

3 Results

In the following, we will use the previous equations with the following model of the NV center
of diamond [51,62]:

H(u, t) = H0 + V (u, t) , (21)

H0 = −BsSz + NzS2
z + Nx y(S

2
x − S2

y) , (22)

V (u, t) = −gx(t)BdSx − g y(t)BdSy . (23)

The model definition must be completed with the definition of the dissipative part: we take
γi j = γe−βEi/(e−βEi+e−βE j ) and γii = 0, where β = 1/(kBT ) is the inverse of the temperature,
and γ is a rate constant.3 The reason for choosing this model is the work of Ikeda et al. [51],
who studied the NESSs of this system under circularly polarized light (gx(t) = cos(ωt);
g y(t) = sin(ωt)). In that work, the high-frequency approximation was used in order to de-
rive simplified expressions for the NESS. Here, the goal would be to parametrize functions
gx = gx(u, t) and g y = g y(u, t), and find the parameters u that result in a NESS that maxi-
mizes the time-averaged value of some observable (for example, Sz).

Following Ikeda et al. [51], we set the units of the model by fixing Nz = 1; the rest of the
parameters of the model are then given by: Nxy = 0.05, Bs = 0.3, Bd = 0.1,γ = 0.2 (see [62]
for a review on the NV diamond centers, this and other models, and the typical values that
these constants may take).

First, let us consider the field-free value of Sz; the thermal average of Sz , 〈Sz〉β , is shown
in Fig. 1 as a function of the inverse temperature β . One can see how at zero tempera-
ture (β →∞), 〈Sz〉β → 0, reflecting the fact that the ground-state value of Sz is also zero:
〈ψ0|Sz|ψ0〉= 0. As the temperature increases, the population of the first excited state grows,

3Notice that this dissipation model ensures the detailed balance condition, γi j e
−βE j = γ ji e

−βEi .
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and therefore the thermal average of Sz also grows, since 〈ψ1|Sz|ψ1〉 ≈ 1. However, if the tem-
perature is increased further, the population of the second excited state also starts to grow, and
the thermal average starts to decrease, as 〈ψ2|Sz|ψ2〉 ≈ −1. In the limit of infinite temperature
(β → 0), the thermal average approaches zero again, as that limit involves an equally popu-
lated ensemble of all three states. Note then that a thermal control of Sz , i.e. the manipulation
of the value of Sz via a variation of the temperature, is limited to the range 0< 〈Sz〉β < 0.14.

However, as we will show, if a periodic perturbation is added, this range can be enlarged,
and one may reach NESSs with larger or smaller values of the (time averaged) Sz . In the
following, let us fix β = 3, and seek for the drivings that are capable of producing those
NESSs. The first step is to set a parametrized form for the time-dependent functions gx and
g y used in Eq. (23); the simplest choice is to use Fourier expansions:

gx(u, t) = u0 +
M
∑

n=1

[u2n cos(ωn t) + u2n−1 sin(ωn t)] , (24)

g y(u, t) = u2M+1 +
M
∑

n=1

[u2M+1+2n cos(ωn t) + u2M+2n sin(ωn t)] .

The control parameters are therefore the Fourier coefficients of the temporal shape of the
two magnetic fields, u0, . . . u4M+1. The index M determines the cutoff frequencyωM , whereas
all the Fourier frequencies are ωn = nω0 for n = 1, . . . , M . A choice must then be made on
the fundamental frequency ω0, which is of course related to the period that we choose for the
external field ω0 =

2π
T . In this work, we have chosen ω0 = 0.5 Nz , and M = 4, such that

the cutoff frequency is ωM = 2.0 Nz . By defining the control functions in this parametrized
manner, we effectively constrain the final solution to a given domain of validity – in this case
setting a maximum frequency. This would be consistent with any experimental realization of
this concept, as in practice the time-dependent magnetic fields would also be constrained in
frequencies due to technological limitations.

The optimization of function (6) may then be started using any gradient-based algorithm
– the one that we have used for these calculations is the Sequential Least-Squares Quadratic
Programming (SLSQP) algorithm [63] as implemented in the NLOPT library [64]. Note that
we have not performed an unconstrained maximization for all possible values of parameters
u j , but we have added a constraint on the amplitudes of each frequency component:

|u j| ≤ κ , for any j . (25)

Such a constraint would also be present in an experiment. The chosen algorithm permits to
include this constraint – this was our reason for choosing it; however note that many other
algorithms also allow for bounds and linear or nonlinear constraints. We did not attempt any
study of the relative performances of different algorithms for this particular type of problem,
leaving that study for a future work.

Fig. 2 shows the results of one optimization; in this case the amplitudes were constrained
using κ = 4.0. The optimization is started with random fields (shown in the left, top panel,
with blue lines), and then proceeds iteratively until the fields that optimize the temporal av-
erage of Sz are found (shown in the left, top panel, with red lines). In the left, bottom panel,
the evolutions in time of Sz are shown, once again for the initial guess and for the optimized
case. It can be seen how the optimized fields lead to significantly higher values of Sz – both
with respect to the initial random fields, and with respect to the thermal value (shown as a
straight green line in the plot). In fact, the time-averaged value of Sz achieved in this way
(≈ 0.38) is higher than the maximum that can be achieved in equilibrium phase by modifyng
the temperature (≈ 0.14, as discussed above). The right part of Fig. 2 shows the full spin vec-
tor 〈S⃗(t)〉 evolving in time during one Floquet period, both for the initial (blue) and optimized
(red) cases.
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Figure 2: Left, top: Optimized (red) and initial guess (blue) temporal shapes of the
time-dependent magnetic fields gx (solid) and g y (dashed). Left, bottom: Evolution
of 〈Sz〉when using the initial guess (blue) and the optimal fields (red). The green line
represent the thermal average at β = 3. Right: Trajectories of the spin vector 〈S⃗(t)〉
during one period T , for the initial guess (blue) and optimized (red) perturbations.

The final optimized value of function G (i.e. of the time averaged value of Sz) obviously
depends on how we constrain the periodic functions. For example, on the bound κ that we set
on the amplitudes. Fig. 3 (left) shows the optimal value obtained as a function of that bound
(red-orange curves), for various values of the dissipation constant γ. Obviously, if the bound is
set to a very small value, the presence of the periodic field barely modifies the thermal average
(of around 0.09, for the chosen temperature value, β = 3). However, if the bound is relaxed to
higher values, the average can be significantly increased, up to a saturation value that depends
on γ: the higher the γ, the lower the value of the optimized 〈〈Sz〉〉. This can be understood
physically, as a faster dissipation drives with more strength the system towards its thermal
equilibrium state. Finally, we have attempted to minimize the time average of Sz , wondering
whether one can engineer states with the in principle forbidden negative spin values. In Fig. 3
we display the obtained optimal values, also as a function of the amplitude bound (blue-violet
curves). It may be seen how, if sufficiently big amplitudes are allowed, one may actually obtain
negative values – which are forbidden in thermal equilibrium, as it can be seen in Fig. 1.

Finally, a word about the optimization process: for each case, we did several runs initiated
from different randomly generated initial guess pulses. This procedure demonstrated that the
optimization problem has in fact multiple local maxima; the plotted data points in Fig. 3 (left)
are the best results found in each case. The optimization algorithm itself requires around 100
evaluations of the gradient and of the function to reach a well converged result; Fig. 3 (right)
shows some typical convergence histories for several different random initial guesses – in this
case, for the γ= 0.025,κ= 2 case (the target was the minimization of 〈〈Sz〉〉).

4 Conclusions

We have developed an optimal control scheme for the nonequilibrium steady states of open
quantum systems under time-periodic drivings, aiming to control the properties of matter in
nonequilibrium phases. We derived an expression for the gradient vectors of physical observ-
ables in NESSs with respect to the parameters of the external periodic fields, and we employed
these derived gradient vectors for the optimization of observables of the diamond NV center
under external periodic magnetic fields. We confirmed that the time-averaged value of the
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time-averaged Sz expectation value, 〈〈Sz〉〉, as a function of the amplitude bound κ.
The various curves correspond to different values of the rate constant γ, which are
doubled from γ = 0.025 to γ = 0.8. The shaded region marks the only allowed
values of Sz in thermal equilibrium (thus, for example 〈Sz〉β > 0). Right: Conver-
gence histories for some of the optimization runs: five optimizations with different
random initial guesses; for all of them, the target was the minimization of 〈〈Sz〉〉, for
γ= 0.025,κ= 2.

spin component, Sz , can be controled with the proposed optimal control sheme. Furthermore,
we demonstrated that this technique can be used to find “exotic” NESSs, such as states that
display properties that are forbidden in equilibrium phases: As shown in Fig. 3, the z-spin
component of the optimized NESS can be outside the range of values allowed in equilibrium
– for example, it may be negative, which is impossible at any temperature.

Having established an optimal control scheme for NESSs under periodic driving, the field
parameters can be added as novel degrees of freedom for material explorations aimed to en-
dow the materials with desired properties and functionalities. This extends the concept of
material exploration, from equilibrium to nonequilibrium situations. Because the present op-
timization scheme is based on the steady state solutions of a master equation, such as Lind-
blad’s equation [Eq. (1)], the decoherence effects are naturally included in the optimization
procedure. Hence, the engineering of material properties based on the proposed scheme can
be seen as an extension of the more common Floquet engineering usually based on the steady
solutions of the time-dependent Schrödinger equation. The optimal control of NESSs proposed
in this work shows how the difficulties of Floquet engineering due to the relaxation and dissi-
pation effects can be overcome, and the natural inclusion of these effects opens a path to the
control of material properties with experimentally realizable fields.
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[58] V. G. Boltyanskĭı, R. V. Gamkrelidze and L. S. Pontryagin, On the theory of optimal pro-
cesses, Dokl. Akad. Nauk SSSR (N.S.) 110, 7 (1956).

[59] L. S. Pontryagin, V. G. Boltyanskii, R. V. Gamkrelidze and E. F. Mishchenko,
The mathematical theory of optimal processes, ZAAM 43, 514 (1962),
doi:10.1002/zamm.19630431023.

[60] U. Boscain, M. Sigalotti and D. Sugny, Introduction to the Pontryagin maxi-
mum principle for quantum optimal control, PRX Quantum 2, 030203 (2021),
doi:10.1103/PRXQuantum.2.030203.

[61] Y. Cao, S. Li, L. Petzold and R. Serban, Adjoint sensitivity analysis for differential-algebraic
equations: The adjoint DAE system and its numerical solution, SIAM J. Sci. Comput. 24,
1076 (2003), doi:10.1137/S1064827501380630.

[62] L. Rondin, J.-P. Tetienne, T. Hingant, J.-F. Roch, P. Maletinsky and V. Jacques, Magne-
tometry with nitrogen-vacancy defects in diamond, Rep. Prog. Phys. 77, 056503 (2014),
doi:10.1088/0034-4885/77/5/056503.

[63] D. Kraft, Algorithm 733: TOMP-Fortran modules for optimal control calculations, ACM
Trans. Math. Softw. 20, 262 (1994), doi:10.1145/192115.192124.

[64] S. G. Johnson, The nlopt nonlinear-optimization package, GitHub, https://github.com/
stevengj/nlopt.

14

https://scipost.org
https://scipost.org/SciPostPhys.15.1.029
https://doi.org/10.1103/PhysRevA.98.052129
https://doi.org/10.1007/3-540-70861-8
https://doi.org/10.1126/sciadv.abb4019
https://doi.org/10.1126/science.1261033
https://doi.org/10.1088/1367-2630/aa7ceb
https://doi.org/10.21468/SciPostPhysCore.4.4.033
https://doi.org/10.1063/1.1518555
https://gitlab.com/acbarrigon/qocttools/
https://doi.org/10.48550/arXiv.2011.12808
https://doi.org/10.1002/zamm.19630431023
https://doi.org/10.1103/PRXQuantum.2.030203
https://doi.org/10.1137/S1064827501380630
https://doi.org/10.1088/0034-4885/77/5/056503
https://doi.org/10.1145/192115.192124
https://github.com/stevengj/nlopt
https://github.com/stevengj/nlopt

	Introduction
	Method
	Results
	Conclusions
	References

