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Understanding the mechanisms underlying many-body quantum chaos is one of the big challenges
in theoretical physics. We tackle this problem by considering a set of perturbed quadratic Sachdev-
Ye-Kitaev (SYK) Hamiltonians defined on graphs. This allows to disambiguate between operator
growth and delocalization, showing that the latter is the dominant process in the single-particle to
many-body chaotic transition. Our results are verified numerically with state-of-the-art numerical
techniques, capable of extracting eigenvalues in a desired energy window of very large Hamiltonians,
in this case up to dimension 219 × 219. Our approach essentially provides a new way of viewing
many-body chaos from a single-particle perspective.

Introduction.— Chaotic behaviour is ubiquitous in na-
ture. For classical dynamical systems it is, at least con-
ceptually, straightforward to detect [1, 2]. Consequently,
most diagnostic tools can afford to focus on the expo-
nential divergence of flow lines in phase space, or some
variant thereof [3]. The inherent noise in quantum sys-
tems, as manifest in the Heisenberg Uncertainty Princi-
ple, renders the notion of localised trajectories in phase
space all but meaningless [4]. Consequently, diagnosing
if a given Hamiltonian exhibits quantum chaos or not is
a remarkably difficult task, doubly so when dealing with
an interacting quantum many-body system (see, for ex-
ample, Ref. 5 and references therein).

Historically, deciding whether a quantum system was
chaotic or not hinged on the spectral properties of its
Hamiltonian matrix [6]. This is because, with enough
time, the dynamics of any chaotic quantum system will
eventually resemble that generated by a random ma-
trix whose spectrum then exhibits a characteristic level-
repulsion [7, 8]. This approach has two immediate short-
comings: (i) spectral analysis typically relies on diago-
nalization of the Hamiltonian which, for large particle
numbers is exceedingly difficult, even with the recent re-
markable developments in computational hardware of the
past few years and (ii) level repulsion and other random
matrix theory tools are poor diagnostics for early-time
chaos which is often relevant for quantum systems like
the SYK model [9, 10] conjectured to be dual to the in-
terior of a black hole [9, 11–13].

More recently, progress in the study of strongly cor-
related quantum systems has led to the development
of a more modern set of diagnostic tools for quantum
chaos. The most popular of these is the out-of-time-order
4-point correlation function (OTOC) whose growth en-
codes the quantum Lyapunov exponent, and is an excel-

lent diagnostic of early-time chaos [14, 15]. Other such
modern tools include: the spectral form factor which, in
a sense, interpolates between the OTOCs and more con-
ventional RMT measures [16]; Nielsen circuit complex-
ity [17], and Krylov-complexity [18]. The latter furnishes
a quantitative measure of the growth of operators as the
quantum system evolves in time [19].

Central to these new developments is the propagation
and scrambling of quantum information in a local many-
body quantum system (see Ref. 20 for a recent discus-
sion on the quantum information aspects of scrambling).
While the propagation of quantum information is at least
intuitively clear, scrambling is more subtle and consensus
has not yet been reached on a rigorous definition. Osten-
sibly, it is the process by which simple operators become
complex through unitary time evolution [21]. One com-
plicating feature of this simple-to-complex evolution is
that it is really made up of two interrelated parts; op-
erator growth and delocalization, sometimes also known
as operator entanglement in the literature [22]. Under-
standing the role that each plays in quantum information
scrambling is essentially the subject of this letter.

To sharpen our question, we will try to understand how
and when a chaotic single-particle model becomes many-
body chaotic. Toward this end, we need to control for the
effects of growth and delocalization in the model. This
is achieved by considering a quadratic SYK-like Hamil-
tonians defined on a family of graphs. By tuning the
adjacency matrix of couplings defining the graph, we can
control the localization properties of the system. We then
perturb each of the models (e.g. for each graph) with
the same growth-inducing term and study their evolu-
tion. Our results demonstrate that, in contrast to popu-
lar lore which holds that quantum scrambling is synony-
mous with operator growth, it is in fact operator delocal-
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ization that appears to be the driving mechanism behind
many-body quantum chaos. Given the critical role that
chaos plays in diverse phenomena from the thermaliza-
tion of quantum systems [23], to new phases of matter
such as many-body localization [24, 25], quantum com-
puting [26–28], and new quantum technology platforms
[29–31], we anticipate that our results will be of impor-
tance to an equal number of diverse communities.

Scrambling and the Space of Many-Body Operators.—
The notions of operator growth, delocalization and
scrambling are built upon the definition of fundamen-
tal operators [14, 32]. These are quantum mechanical
operators which constitute the building blocks for all the
operators of the system under investigation. They sat-
isfy the following properties: (i) they are of size 1, which
means that they act non-trivially on a single site only
[33], and (ii) they have simple mutual (anti)commutation
relations. An example are fermionic creation and annihi-
lation operators ĉ†i , ĉj , which are obviously of size 1 and

satisfy {ĉ†i , ĉj} = δij . Generic many-body operators can
be expanded as follows:

Ô =
∑
i

(αiĉi + h.c.) +

+
∑
i,j

(
αij ĉiĉj + βij ĉ

†
i ĉj + h.c.

)
+ . . . , (1)

where 1 ≤ i, j ≤ N label sites, N is the total number
of sites, α, β are coefficients and h.c. denotes Hermitian
conjugation. Expressing an arbitrary operator Ô as in
Eq. (1) shows its two-fold structure, consisting of a com-
bination of products of fundamental operators of various
sizes, including operators of extensive (in N) size, as well
as (large) superpositions of operators of the same size.
The former is captured by the sizes of individual opera-
tors in the sum while the latter is related to the number
of the same sized operators in the sums.

For chaotic dynamics [15, 34–36], fundamental opera-
tors become generic under time evolution, i.e.

ĉi(t) = eiĤtĉie
−iĤt (2)

is of the form (1) for any nonzero t. The process by which
the size of an operator increases with time is called opera-
tor growth, while the generation of superposition of oper-
ators is called operator delocalization [22, 31]. These are
the two driving mechanisms underlying quantum scram-
bling and they typically happen simultaneously, while
they are difficult to separate [22]. In this work, we con-
sider setups where these two mechanisms can be clearly
separated, such that the role of both can be disentangled,
see Fig. 1 for a pictorial description which we now turn
to describe.

Model.— Sachdev-Ye-Kitaev (SYK) models of disor-
dered Majorana fermions have emerged in the last few
years as a useful set of toy models to investigate many-
body quantum chaos related questions [9, 13, 16, 37–39].

Size = 1

Delocalization

Delocalization

Delocalization

Growth

Size = 3
Size = 5

Growth

FIG. 1. In our model, delocalization and growth of operators
can be clearly separated. A single Majorana (represented by a
yellow dot in the left panel) becomes delocalized on the graph
via the action of the SYK2 Hamiltonian, but it does not grow.
It begins to grow only once one of the Majoranas in the single
4-Majorana term γ̂1γ̂2γ̂3γ̂4 is generated. For instance if γ̂4 is
generated, the action of the 4-Majorana term will make the
operator grow to include γ̂1γ̂2γ̂3 (represented by the larger
red dot in the middle panel). Two steps of delocalization
with SYK2 are now required to arrive at e.g. γ̂1γ̂iγ̂j , after
which the 4-Majorana term will make the operator grow to
include γ̂2γ̂3γ̂4γ̂iγ̂j (represented by an even larger blue dot
in the right panel), and so on. Delocalization must take place
at every step for growth to happen.

In particular, Ref. 31 has considered the delocalization
properties (in absence of operator growth) of a set of
quadratic SYK Hamiltonians defined on graphs.

Here, we want to study how models with different lo-
calization properties respond when a minimal growth-
inducing term is turned on. Hence, we consider the
Hamiltonian,

Ĥ = −i
∑

G(E,V )

Jij γ̂
iγ̂j + γ̂1γ̂2γ̂3γ̂4 . (3)

The operators γ̂i, with i = 1, . . . , N , denote the Ma-
jorana fermions, satisfying {γ̂i, γ̂j} = δij . The graph
G(E, V ) consists of a collection of N vertices V and
edges E ⊆ V ⊗ V . We assign a Majorana operator γ̂i

to each vertex i ∈ V , and a coupling Jij to each edge
(i, j). The couplings Jij are random variables sampled
from a Gaussian distribution with vanishing mean and
variance 〈J2

ij〉 = (N − 1)/2nE , where nE is the number
of edges in G(E, V ).

Among all possible graphs G, we choose small-world
graphs [40, 41] as it was shown in Ref. 31 that operator
delocalization — for the quadratic part of the Hamilto-
nian defined in Eq. (3) — is sensitive to the parameters
p, k defining this family of graphs. More precisely, these
parameters are an integer k and a probability p ∈ [0, 1].
The procedure to generate graph samples is called the
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Watts-Strogatz algorithm [40] and works as follows: for
a given value of k, the algorithm starts by generating
the regular circulant network in which each vertex is
connected to its 2k nearest neighbors. Edges are then
randomly rewired with probability p, keeping the graph
connected and avoiding both self loops and edge dupli-
cations. Importantly, the number of edges in the graph
depends on k only, nE = kN , while its locality proper-
ties are controlled by p, interpolating between a regular
lattice and a random Erdös-Renyi graph [42, 43]. In the
following, we fix k = 2 and we work at different values of
p. For a visual representation of this kind of graphs at
small and large values of p we refer to Fig. 2.

The roles of the two different terms appearing in
Eq. (3) are visually explained in Fig. 1. The space of
many-body operators splits in a foliation-like structure,
with each leaf containing operators of definite size. The
first, quadratic terms, induce the delocalization of opera-
tors of a given size: they create superposition of operators
within a leaf without inducing jumps between leaves. In
contrast, the quartic term acts as a leaf changing oper-
ator : it only moves operators from one leaf to another,
inducing operator growth without delocalization.

Let us discuss how the Hamiltonian in Eq. (3) connects
with previous studies. Refs. 44–48 consider a many-body
integrable Hamiltonian perturbed by a single impurity
term, like the quartic term of Eq. (3). On the other
hand, Ref. 49 considers a single particle Hamiltonian,
similar to the quadratic terms of Eq. (3), perturbed by
an extensive many-body Hamiltonian. Our setup dif-
fers conceptually from both: the extensive terms define
a single particle problem, perturbed by a single many-
body impurity. This is a clever setup to understand how
single particle chaos can be embedded into and induces
many-body chaos.

Numerical Results.— To investigate the many-body
chaotic properties of the models we use the r-ratios,
which provide a robust diagnostics of level repulsion [50].
They are defined via the formula

〈r〉 ≡ 〈ri〉 =

〈
Min(si, si+1)

Max(si, si+1)

〉
, (4)

where si = Ei+1 − Ei are the energy spacings between
two neighboring eigenstates of the Hamiltonian and the
average is taken over several levels in the same spec-
trum. 〈r〉 take specific values when the spectra show
RMT (or integrable) distribution: 〈r〉 ≈ 0.38 for inte-
grable (Poissonian) spectra, while for a random matrix
ensemble (chaotic), depending on the symmetry class, we
have 〈r〉 ≈ 0.53, 0.60, 0.67 for GOE, GUE, and GSE [50],
respectively. In the case at hand, the quadratic terms in
Eq. (3) enforce GUE symmetry class [39, 51].

In Eq. (3) there are two different sources of random-
ness. First, for p 6= 0 the particular graph realization is
randomly determined via the Watts-Strogatz algorithm.
Second, for a fixed graph, the non-vanishing values of Jij

⟨r⟩

Realizations

FIG. 2. The averaged r-ratios 〈r〉 for the Hamiltonians in
Eq. (3), computed for N = 34 Majorana fermions. Here we
show two specific graph realizations corresponding to rewiring
probabilities p = 0.1 (solid blue), p = 0.9 (solid red) respec-
tively. The dashed curves correspond to the base non-rewired
circulant graph with next-to-nearest neighbors (k = 2) using
the same coupling realizations. While there are strong fluctu-
ations both for no rewiring and small rewiring p = 0.1, these
disappear as p increases.

are randomly extracted. Our goal is to disentangle these
two sources of randomness and understand how the non-
locality properties of a graph, captured by p, affect the
many-body chaotic properties of the model. Therefore
we have generated, for a given G, many different realiza-
tions of the couplings Jij and, for each of them, we have
computed 〈r〉 for a bunch of eigenvalues lying at the cen-
ter of the corresponding spectrum [52]. The results, for
two representative graphs with low (p = 0.1) and large
(p = 0.9) rewiring probabilities are reported in Fig. 2.

It is evident that when p = 0.1 the 〈r〉 are highly fluc-
tuating, with values ranging from clearly chaotic to Pois-
sonian depending on the particular Jij realization. Inter-
estingly, in absence of rewiring but with the same values
of Jij the results are qualitatively similar but quanti-
tatively different, with large fluctuations of the 〈r〉 but
between different values. This result signals that, when
the rewiring is low or absent at all, the level correla-
tions are mostly determined by the specific values of Jij ,
while the role of the graph is very hard to detect. The
situation becomes dramatically different when p is large
and the resulting graph is highly non-local. In this case
the 〈r〉 are very close to the GUE value and independent
on the Jij realization. These results, which we tested to
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⟨r⟩

N

FIG. 3. 〈r〉 as a function of N for the case p = 0. The shaded
regions are the standard deviation computed over coupling
realizations and represent the magnitude of the fluctuations.

be robust against graph realizations, show that the graph
topology is crucial in making the models in Eq. (3) many-
body chaotic or not. As intrinsic in the Watts-Strogatz
algorithm, all the graphs have exactly the same num-
ber of non-vanishing couplings, 2N . Hence, the different
physics they give rise to must be a result of the graph
geometry only. Large values of p are also the values ar-
gued to be efficient for operator delocalization purposes
in Ref. 31, thus confirming the prominence of operator
delocalization in scrambling physics.

Without rewiring, the values of 〈r〉 are highly fluctu-
ating. To see whether these fluctuations can be clearly
deemed as finite-size artifacts, we have analyzed the sta-
tistical distributions of the 〈r〉, in absence of rewiring, up
to N = 40 [53]. In Fig. 3, we report, as a function of N ,
the mean values and the variances of 〈r〉.

They appear to be N-independent and so they cannot
be manifestly regarded as finite-size effects. Further in-
sights can be gained by looking at the histograms of the
〈r〉 distributions themselves, as we discuss in the Supple-
mental Material.

The Underlying Dyson Model.— We can now work an
heuristic argument to explain our findings. To start with,
the quadratic part of the Hamiltonian can be always di-
agonalized, via a canonical Bogoliubov transformation
Û , to the form

ˆ̃H2 = −i
∑
i∈odd

εiχ̂
iχ̂i+1 , (5)

where εi are the single particle energy levels and, since
Û is canonical, the new Majorana fermions χ̂i satisfy the
standard anticommutation relations

{
χ̂i, χ̂j

}
= δij , i.e.

they are as fundamental as the operators γ̂i. When ex-
pressed in terms of the new fermions χ̂i, Eq. (5) does not
show any kind of operator delocalization properties, with
fundamental operators having a trivial evolution.

Hence, one is led to question whether there is any in-
trinsic meaning behind the notion of operator delocal-
ization. The answer is affirmative and it becomes clear
when considering the full Hamiltonian, Ĥ, in Eq. (3). In
terms of the fermions χ̂i it reads

Ĥ = −i
∑
i∈odd

εiχ̂
iχ̂i+1 + ˆ̃H4(χ̂i) , (6)

where the expression ˆ̃H4(χ̂i) denotes the quartic Hamil-
tonian obtained by acting with Û on the interacting term
γ̂1γ̂2γ̂3γ̂4. We are then led to conclude that, once rewrit-
ten as in Eq. (6), the model is many-body chaotic if
ˆ̃H4(χ̂i) displays an extensive number of terms. This con-
clusion agrees with studies on sparse versions of SYK,
which have shown that the details of the sparsification
procedure are largely irrelevant as long as an extensive
number of terms are preserved [54–56].

This prompts us to wonder under which conditions
the Bogoliubov transformation Û generates an extensive
number of quartic terms when acting on γ̂1γ̂2γ̂3γ̂4. To
answer, we observe that the columns of Û are given by the
eigenvectors, |ψi〉, of the single particle problem defined
by the coupling matrix iJij , viewed as a random hopping
Hamiltonian — i.e. as a Dyson-like problem [57–59] —
defined over the Watts-Strogatz graph. Hence, we argue
that Ĥ is many-body chaotic when the eigenvectors |ψi〉
are extended over the Watts-Strogatz graph, since in this
case Û have an extensive number of columns with non-
vanishing components over all the vertices of the Watts-
Strogatz graph, thereby creating an extensive number of
terms when acting on γ̂1γ̂2γ̂3γ̂4. Indeed, the Hamiltonian
ĥ ≡ iJij shows an integrable/chaotic transition when p
increases from 0 to 1, see Fig. 4, which will be studied
elsewhere [60].

The single particle perspective explains the origin of
the large fluctuations observed for vanishing or small
rewiring. Such nearest-neighbor Dyson-like Hamiltoni-
ans on lattices have diverging density of states and local-
isation length at E = 0 as well as anomalously localised
E = 0 states [61–63]. We conjecture that these large os-
cillations are due to the presence of these anomalously
localised states. Therefore they are finite-size effects,
which nevertheless are very strong and tend to disap-
pear for very large sizes only, which cannot be studied
via state-of-the-art exact diagonalization techniques.
Conclusions.— We propose a new framework to ad-

dress the relation between single particle and many-body
quantum chaos.

By embedding a single particle Hamiltonian into a
many-body setup, together with a single impurity in-
ducing operator growth, we have studied the conditions
under which the resulting many-body system turns out
to be chaotic. In this way, we have been able to show
that operator delocalization, discovered and described
in Ref. 31, is the driving mechanism behind operator
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FIG. 4. Transition from Poissonian value of 〈r〉 to GUE
value for the single particle part of the Hamiltonian (3) as a
function of the rewiring probability of the underlying graph.
Data is shown for N = 6000 Majorana fermions averaged over
30 realizations of the couplings Jij for 5 different graphs for
each rewiring probability.

scrambling and many-body quantum chaos. This study
provides a new, single particle perspective on many-
body quantum chaos: a single “many-body” impurity is
enough to induce many-body quantum chaos, provided
that the underlying single particle Hamiltonian exhibits
delocalized eigenstates. In a sense, our results are very
reminiscent of the celebrated Kondo effect [64].

Recently, there has been a growing interest in un-
derstanding the relation between single- and many-body
quantum chaos [65, 66], and we believe that our results
here will stimulate further study in this direction.

For instance, the single particle Dyson-like problem de-
fined by the coupling matrix Jij displays an interesting
localized/delocalized transition triggered by the geome-
try of the small-world graph [60]. A detailed quantitative
study of how such a transition is detected by the many-
body system remains an interesting open question. To
address this point, many-body systems of much larger
size must be studied. Such large systems however, cannot
be studied by exact diagonalization techniques. Methods
such as the height function [67–69] used to study OTOCs
at large system sizes will be very useful.

Further afield, we anticipate that the interpretation
proposed in this paper will be of relevance in quantum
computing due to the similarities it shares with the sta-
bilizer formalism [26]. More specifically, operator growth
relates to how the weight of Pauli string operators grow
in circuits with Clifford elements whose dynamics are effi-
ciently simulated classically. However, non-Clifford oper-
ations generate superposition of Pauli strings – the par-
allel with operator delocalization is evident – which is
the element that makes quantum circuits transition into
the quantum advantage regime [70, 71]. The problem
considered in this article can be thought of as a close rel-

ative of the usual situation considered when dealing with
many-body localization [24], i.e. to what extent are the
localization properties of a single particle Hamiltonian
preserved when turning on an interaction (in this case,
an impurity similarly to Ref. 72). We hope that our re-
sults will be shed some much needed light in that context
as well.
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FIG. 5. Histogram of the data shown in Fig.3. By increasing
N we observe a gradual cross-over from a single peak to a
double peak structure of the distribution of 〈r〉.

SUPPLEMENTAL MATERIAL

In this Supplemental Material, we discuss the statisti-
cal distributions of the r-ratios 〈r〉, computed at different

values of N .

THE DISTRIBUTIONS OF THE R-RATIOS

As discussed in the main text, and as shown in Fig. 3,
in absence of rewiring the first two moments of the 〈r〉
distributions look to be completely N -independent. In
other words, both the mean values and the variances pf
〈r〉 do not show any significant differences by increasing
N . To further understand whether this is a property
of the first two moments only or it is a property of the
distributions themselves, we have studied the histograms
of the 〈r〉 distributions, for different values of N . Results
are reported in Fig. 5.

We see that the distributions are not N-independent.
At small N they are rather centered around the mean
value, 〈r〉 ≈ 0.45 and they decay while moving from the
peak. Instead, for large N the behavior is different: the
peak splits into a major peak, which moves towards the
Poisson value of 〈r〉 ≈ 0.4 while another, smaller, peak
appears around the GUE value, 〈r〉 ≈ 0.6. This behavior
suggests that, by increasing N and in absence of rewiring,
the model turns out to be either manifestly chaotic or
manifestly Poissonian depending on the specific realiza-
tion of Jij . In contrast, for sufficiently non-local graphs,
chaoticity is robust and independent of Jij .
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