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ABSTRACT
Wepresent an algorithm for distributed networks to efficiently find
a small vertex cut in the CONGEST model. Given a positive inte-
ger 𝜅, our algorithm can, with high probability, either find 𝜅 ver-
tices whose removal disconnects the network or return that such
𝜅 vertices do not exist. Our algorithm takes 𝜅3 · 𝑂̃ (𝐷 +

√
𝑛) rounds,

where 𝑛 is the number of vertices in the network and 𝐷 denotes
the network’s diameter. This implies 𝑂̃ (𝐷 +

√
𝑛) round complexity

whenever 𝜅 = polylog(𝑛).
Prior to our result, a bound of 𝑂̃ (𝐷) is known only when 𝜅 =

1, 2 [Parter, Petruschka DISC’22]. For 𝜅 ≥ 3, this bound can be
obtained only by an 𝑂 (log𝑛)-approximation algorithm [Censor-
Hillel, Ghaffari, Kuhn PODC’14], and the only known exact al-
gorithm takes 𝑂

(
(𝜅Δ𝐷)𝑂 (𝜅 )

)
rounds, where Δ is the maximum

degree [Parter DISC’19]. Our result answers an open problem by
Nanongkai, Saranurak, and Yingchareonthawornchai [STOC’19].
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1 INTRODUCTION
For any undirected non-complete1 graph 𝐺 = (𝑉 , 𝐸), a set 𝑆 ⊆ 𝑉
is called a vertex cut if 𝐺 \ 𝑆 contains at least two connected com-
ponents, where 𝐺 \ 𝑆 is obtained by removing vertices in 𝑆 from
𝐺 . In the vertex cut or vertex connectivity problem, we are given
a positive integer 𝜅 and want to either find a vertex cut of size
at most 𝜅 or to answer that such vertex cut does not exist. Ver-
tex cut is a fundamental graph property and computing it is one
of the most basic problems in graph algorithms. For example, it
1For complete graphs, the problem is trivial so we ignore this case.
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quantifies the vulnerability of a communication network in terms
of the minimum number of vertices whose failures can disconnect
the network. In the sequentialmodel, this problem has been exten-
sively studied over many decades (e.g. [2, 9, 18, 19, 21, 22, 26, 37–
40, 43, 48, 50, 54, 58, 67]). For 𝜅 = 1, a linear-time algorithm via
depth-first search was long known due to Tarjan [67]. For 𝜅 = 2,
the linear-time algorithm was due to Hopcroft and Tarjan [39]. For
𝜅 = polylog(𝑛), an 𝑂̃ (𝑚𝜅2)-time algorithm was recently discov-
ered by [21, 58]. For other values of 𝜅, a reduction to maxflow by
[48] together with the very recent fast maxflow algorithm of [8]
led to an almost-linear time algorithm.

To conclude, the vertex cut/connectivity problem is almost
solved in the sequential setting. However, when it comes to dis-
tributed networks computing their own vertex cut, much less is
known. This is the case even when it wants to find a few (say,
𝜅 = 2) vertices whose failures might destroy its communication.
A distributed algorithm for finding a small vertex cut is the focus
of this paper.

Distributed Vertex Cut. We study computing the vertex cut prob-
lem in the CONGESTmodel of distributed networks. In this model,
an undirected graph 𝐺 = (𝑉 , 𝐸) is given as the communication
network. Two important parameters are 𝑛 := |𝑉 | and 𝐷 , the di-
ameter of 𝐺 . Time is divided into discrete rounds. In each round,
each vertex can send an𝑂 (log𝑛) bits message to each of its neigh-
bors. After each round, each vertex can locally perform arbitrary
computation and decide what to send in the next round. Initially,
each vertex is given a specified input indicating some local infor-
mation of the network (e.g. neighbors and weights of its incident
edges). For the vertex cut problem, the input of each vertex is sim-
ply the set of its neighbors and integer 𝜅. After several rounds, all
vertices are expected to terminate and generate the desired output.
For the case of the vertex cut problem, we expect at most 𝜅 ver-
tices to identify themselves as being in a vertex cut if such a cut
exists; otherwise, every vertex knows that such a cut does not exist.
The goal is to minimize the number of rounds before all vertices
terminate.

The CONGEST model is a standard model for studying basic
graph algorithms in the message-passing distributed networks, e.g.
minimum spanning tree (MST), shortest paths, min-cut, and ap-
proximate maxflow [12, 14, 16, 17, 20, 23, 28, 30, 31, 44, 59, 62].
These problems typically admit a trivial lower bound ofΩ(𝐷); thus,
the focus is usually on the dependency on 𝑛. A large number of
graph problems were shown to require Θ̃(𝐷 +

√
𝑛) rounds, and

this bound has become a gold standard.2 Examples of such prob-
lems include MST [12, 16, 23, 44, 62], approximate shortest paths
[36, 47, 59], approximate 2-edge connected spanning subgraph (2-
ECSS) [13, 15], tree packing [3] and approximate maxflow [29]. For

2Throughout, 𝑂̃ , Ω̃, and Θ̃ hide polylog(𝑛) .
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cut-related problems, a line of work (e.g. [11, 12, 14, 30, 32, 59]) led
to an 𝑂̃ (𝐷 +

√
𝑛) bound for computing edge cut 𝜆 that holds even

for weighted graphs [14, 52].The bound matches the lower bounds
from [12, 30] (the lower bounds hold when 𝜆 is large enough).3
Moreover, when the edge cut 𝜆 is small, better algorithms exist:
For 𝜆 ∈ {1, 2}, the problem can be solved in 𝑂 (𝐷) time [63]. For
other values of 𝜆, there is a 𝑂 ((𝜆𝐷)𝑂 (𝜆) ) rounds algorithm[60].
(The last bound is small under a typical assumption that 𝐷 ≪ 𝑛.)

In sharp contrast with the above, our understanding of dis-
tributed vertex cut is much less complete. To the best of our knowl-
edge, existing algorithms consist of

(1) an 𝑂 (𝐷 +
√
𝑛 log∗ (𝑛))-round algorithm that works only

when 𝜅 = 1 [68],
(2) an 𝑂 (𝐷 + Δ/log𝑛)-round algorithm that works only when

𝜅 = 1 [63] (Δ denotes the maximum degree),
(3) an𝑂 (log𝑛)-approximation 𝑂̃ (

√
𝑛 +𝐷)-round algorithm [4],

and
(4) an 𝑂

(
(𝜅Δ𝐷)𝑂 (𝜅 )

)
-round algorithm [60],

(5) an 𝑂 (𝐷)-round algorithm that works only when 𝜅 = 1, 2
[61].

Thus, even to find 𝜅 = 3 vertices that can disconnect the network,
the available solutions are to either settle with a much bigger ap-
proximate solution of size Θ(log𝑛) [5] or find an exact solution
in 𝑂

(
(𝜅Δ𝐷)𝑂 (𝜅 )

)
time [60] which can be prohibitively slow for

typical networks with large-degree “hubs” (e.g. the star networks).
In other words, even for 𝜅 = 3 we are already very far from the
typical 𝑂̃ (

√
𝑛 + 𝐷)-time exact algorithms!

Challenges. A fundamental difficulty in solving the vertex cut
problem is its tight connection to maxflow computation. For ex-
ample, while edge cut algorithms that are faster than solving
maxflow were known in the sequential model for many decades
(e.g. [24, 25, 41, 52, 53], it was only very recently that a vertex
cut algorithm that is as fast as solving maxflow (and not faster)
was found [48]. The situation is even worse in the distributed
setting. For example, consider the case where we know two ver-
tices 𝑠 and 𝑡 such that removing 𝜅 vertices in 𝐺 would discon-
nect 𝑠 from 𝑡 (this is a basic case that all the state-of-the-art se-
quential algorithms have to solve [21, 48, 58]). When 𝜅 = 𝑂 (1),
one can solve vertex cut in linear time in the sequential model us-
ing the Ford-Fulkerson algorithm. In contrast, in the distributed
setting we cannot even solve this case in the typical 𝑂̃ (

√
𝑛 + 𝐷)

rounds because it generalizes the distributed reachability problem,
whose best-known round complexities are 𝑂̃ (𝐷 +

√
𝑛𝐷1/4) [33]

and 𝑂 (
√
𝑛 + 𝑛1/3+𝑜 (1) · 𝐷2/3) [51]. More generally, the distributed

setting poses an additional challenge for computing vertex cut be-
cause there is no non-trivial maxflow algorithm available.4 Thus,
to design distributed vertex cut algorithms, one needs to overcome
fundamental questions of whether one could avoid maxflow com-
putations or develop maxflow algorithms specialized for solving
vertex cut. Since efficient maxflow algorithms are not available in
3[12] proved a lower bound of Ω̃ (

√
𝑛) for computing weighted mincut on some

graphs of diameter 𝐷 = Θ(log𝑛) . For the unweighted case, it follows from [30, The-
orem 6.4] that for any 𝜖 > 0, there is a lower bound of Ω̃ (𝑛1/2−𝜖 ) some graphs with
diameter 𝐷 = 𝑂̃ (𝑛1/2−3𝜖 ) and edge cut 𝑛2𝜖 .
4The exception is the approximate maxflow algorithm of [28]. However, approximate
maxflow was not known to be useful for solving vertex cut.

many models of computation (e.g. graph streaming and parallel
computing), answering these questions may lead to efficient ver-
tex cut algorithms in other models as well.

1.1 Our Result
We show that, in 𝑂̃ (𝐷 +

√
𝑛) rounds, a distributed network can

find up to 𝑂 (polylog(𝑛)) vertices that can disconnect itself. More
generally, our result is the following.

TheoRem 1.1 (InfoRmal. See TheoRem 2.11 foR a foRmal veR-
sion.). There is a randomized algorithm in the CONGESTmodel that,
with input 𝜅 < 𝑛1/4 and undirected graph 𝐺 , takes 𝜅3 · 𝑂̃ (𝐷 +

√
𝑛)

rounds and determine whether𝐺 is 𝜅-vertex-connected or not; if not,
output the minimum vertex cut.5

Our bound can be thought of as generalizing the 𝑂̃ (𝐷 +
√
𝑛)

bound of [68] that works only when 𝜅 = 1 to any 𝜅 = 𝑂 (log𝑛);
however, the techniques we use are very different. It is sublinear
in 𝑛 as long as 𝜅 ≪ 𝑛1/6. Our result answers an open problem from
[58].

1.2 Techniques
We provide a detailed overview of this framework and our algo-
rithm in the next section. Here, we discuss some challenges and
techniques to overcome them that might be of independent inter-
est. Our algorithm follows the framework used by the algorithms
of [21, 58] for solving vertex cut in 𝑂̃ (𝑚𝜅2) time in the sequential
model, where 𝑚 denotes the number of edges. These algorithms
consider two types of vertex cuts of size 𝜅 (assuming that they ex-
ist): a vertex cut that leads to a small connected component 𝐶 is
called unbalanced and otherwise it is called balanced.

To find these cuts, we have to execute somemaxflow algorithms
which keep finding augmenting paths. For an intuition, suppose
that there are 𝜅 internally vertex-disjoint (𝑠, 𝑡)-paths between two
vertices 𝑠 and 𝑡 . An augmenting path is an 𝑠𝑡-path that, together
with the existing paths, let us create 𝜅 +1 internally vertex-disjoint
(𝑠, 𝑡)-paths. (See Fig. 1 for an example and Section 2 for a more
detailed definition.) Finding an augmenting path is useful because
we can show that it exists if and only if there is no vertex cut of
size 𝜅 that disconnects 𝑠 and 𝑡 . We now consider finding two types
of cuts. Note that below we use ‘Lemma’ for lemmas that are used
to provide intuition and are not actually proven.

Finding Unbalanced Cuts: Local Flows and Resolving Congestions
(‘Lemma’ 2.6). To find unbalanced cuts, [21, 58] use local flow al-
gorithms. Like many maxflow algorithms, a local flow algorithm
keeps finding augmenting paths to increase the flow size; however,
under some conditions, it can find augmenting paths without read-
ing the whole input graph. For example, for vertex cut, [21, 58] use
local flow algorithms to solve a problem where, given a vertex 𝑠 in
the above small connected component 𝐶 , the algorithms can find
the cut vertices in time roughly the size of the connected compo-
nent𝐶 defined above (more precisely, the volume of𝐶), which can

5When𝜅 ≥ 𝑛1/4 , our running time guarantee becomes at least Ω (𝑘𝑛) , which is quite
bad, so we do not consider this case here. Also notice that by running Ford–Fulkerson
algorithm from a sampled node to any other nodes in parallel, one can easily get a
𝑂 (𝑘𝑛) algorithm.
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be much less than the size of the whole input graph. By not read-
ing the whole graph, we can execute multiple local flow algorithms
in near-linear time in total. This feature plays a key role in design-
ing many efficient sequential algorithms, e.g. finding balanced cuts
[65, 66]), edge cut [37, 42], and dynamically maintaining expanders
[10, 56, 57, 65, 69].

Applying the above idea in the CONGEST model, however, re-
quires solving the congestion issue: many augmenting paths from
different executions may go through the same edge. For example,
the sequential vertex cut algorithms of [21, 58] need to compute
Ω(𝑛) local flows at some point, and we cannot rule out the case
where all these executions require augmenting paths that share
the same edge, which would cause Ω(𝑛) rounds to modify all Ω(𝑛)
flows along these augmenting paths.

Congestion is a fundamental issue in the CONGESTmodel (thus
the name). It is typically avoided by not executing too many algo-
rithms in parallel. However, for vertex cut, we do not know how
to avoid this. As far as we know, the same issue also arose in the
distributed expander decomposition computation [6, 7], where the
authors use PageRank algorithms instead of local flow algorithms
(both algorithms can be used to compute the expander decompo-
sition in the sequential model). Then, they exploit the property of
PageRank to show that there is not much congestion, thus the con-
gestion issue can be avoided.

In this paper, we solve the congestion issue differently. Essen-
tially, we show that even when there are huge congestions, Ω(1)
fraction of the executions can still proceed. To show this, we prove
the following (see ‘Lemma’ 2.6 for detail). We have up to Ω(𝑛) exe-
cutions of the local flow algorithm of [21] running in parallel. Con-
sider two augmenting paths 𝑝1 and 𝑝2 from two executions with
sources 𝑠1 and 𝑠2. If 𝑝1 and 𝑝2 meet at some vertex 𝑡 , then there is
a path 𝑝 either from 𝑠1 to 𝑠2 or from 𝑠2 to 𝑠1 that uses only edges
explored by the two executions so far such that 𝑝 can be used as an
augmenting path by one of the two executions.6 In other words, if
the augmenting paths from two executions meet at the same ver-
tex, then one of them can augment to another one.

This argument can be extended to show that if many augment-
ing paths meet at a vertex, then they can stop and only use what
they have explored to finish the augmentation for half of them.
This property helps reduce congestion when finding augmenting
paths from different vertices.

To conclude, the above property allows us to find a vertex cut
of size 𝜅 in 𝑂̃ (𝜅3𝛼) where 𝛼 := |𝐶 |, the number of vertices in one
of the connected components in the cut (see Lemma 2.1 for detail).
Finally, note that given the prevalence of local flow algorithms in
designing efficient graph algorithms, similar issues to the above
may arise for other problems, and it is interesting to see if our
technique can be applied elsewhere.

Finding Balanced Cuts: Specialized Fast Reachability Algorithm
(‘Lemma’ 2.7). Before discussing this case, note that the above al-
gorithm with round complexity 𝑂̃ (𝜅3𝛼) already lends itself to a
sublinear time algorithm for vertex cut with𝜅 = 𝑂 (1)—one can use
this algorithm for small 𝛼 , and Ford-Fulkerson and reachability al-
gorithm when 𝛼 is large. In order to improve the round complexity

6Here, we also exploit the fact that a source of one execution can be a sink for other
executions.

to 𝑂̃ (𝐷 +
√
𝑛) even when 𝜅 = 𝑂 (1), there is another fundamental

barrier: the need to solve the distributed reachability problem.
For concreteness, assume that removing 𝜅 = 𝑂 (1) vertices

leaves us with two connected components 𝐴 and 𝐵 each of Ω(𝑛)
vertices. This case cannot be solved efficiently by the local flow al-
gorithm since 𝛼 = Ω(𝑛). In the sequential setting, this case can
be easily solved by sampling two vertices 𝑠 and 𝑡 and computing
a (𝑠, 𝑡)-maxflow of size Θ(𝜅) in a graph. To do this, simply find
augmenting paths for Θ(𝜅) rounds (i.e. the Ford-Fulkerson algo-
rithm). This takes 𝑂 (𝑚𝜅) time and succeeds with constant proba-
bility (since 𝑃𝑟 [𝑠 ∈ 𝐴 and 𝑡 ∈ 𝐵] = Ω(1)). In the CONGEST model,
however, even answering a simpler question of whether there is
one augmenting path from 𝑠 to 𝑡 (i.e., solving the (𝑠, 𝑡)-reachability)
requires larger than 𝑂̃ (𝐷 +

√
𝑛) rounds: The best distributed algo-

rithms for reachability require 𝑂̃ (𝐷 +
√
𝑛𝐷1/4) rounds [33] and

𝑂 (
√
𝑛 + 𝑛1/3+𝑜 (𝑛) · 𝐷2/3) rounds [51] .

In this paper, we develop an algorithm specialized for our case:
when we want to find an augmenting path, we are solving a reach-
ability problem where most edges in the graph are undirected. A
result implied by our technique when 𝛼 = Ω(𝑛) is as follows. (See
‘Lemma’ 2.7 for the full statement.)

‘Lemma’ 1.2. There exists a randomized CONGEST algorithm that,
given two vertices 𝑠, 𝑡 ∈ 𝑉 and a set of ℓ internally vertex-disjoint
(𝑠, 𝑡)-paths 𝑃 , either returns an augmenting path or declares that
such path does not exist. The algorithm takes ℓ2 ·𝑂 (𝐷 +

√
𝑛) rounds.

So, to find 𝜅 internally vertex-disjoint (𝑠, 𝑡)-paths, we use the
above algorithm 𝜅 times, taking 𝜅3 ·𝑂 (𝐷+

√
𝑛) rounds in total. This

partially explains the round complexity of our final algorithm.
The main technique for proving the above ‘lemma’ is to modify

the framework in the reachability algorithms [33, 51, 55]: As usual,
we sample hubs and grow BFS trees from each hub and build a
virtual graph on the hubs. Our novelty is to use a clustering tech-
nique to create a small number of strongly connected components
(or clusters) and give them some ordering with the following guar-
antee: Any vertex in a cluster can reach any vertex in another clus-
ter which is ordered lower than the former cluster. This clustering
lets us reduce the number of vertices and edges in the virtual graph
without affecting reachability as well as makes it possible to broad-
cast the whole virtual graph. See Section 2.2 for an overview of this
algorithm.

1.3 Open Problems
This paper presents a study on the computational complexity of the
vertex connectivity problem for small 𝜅 in the CONGEST model.
There are several avenues for future research that may further im-
prove upon the findings presented in this study.

Vertex connectivity in CONGEST model.
• (Small 𝜅) for small values of 𝜅, it would be interesting to in-
vestigate whether it is possible to surpass the𝑂 (𝐷+

√
𝑛) run-

ning timewith an algorithm given that there is noΩ(𝐷+
√
𝑛)

lower bound for unweighted vertex connectivity. Although
algorithms have been developed that run in 𝑂̃ (𝐷) rounds for
𝜅 = 1, 2, the true complexity for larger 𝜅 remains unknown.
• (Large 𝜅) the current best algorithms for the general ver-
tex connectivity problem in the CONGEST model do not
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have sub-linear time complexity when 𝜅 is as large as Θ(𝑛).
It would be interesting to explore the development of sub-
linear algorithms for cases where 𝜅 is large.
• (Universally optimal) In recent years, there have been many
papers seeking universally optimal algorithms, starting
from the work by Haeupler, Wajc and Zuzic [34]. Since
our algorithm meet the 𝑂̃ (𝐷 +

√
𝑛) upper bound for 𝜅 =

polylog(𝑛), it would be interesting to explore the develop-
ment of an algorithm that is universally optimal.

Parallel vertex connectivity. By combining the current best se-
quential algorithm for small 𝜅 with the current best parallel algo-
rithm for reachability with depth 𝑛1/2, it is possible to develop an
almost linear work parallel algorithm with depth 𝑛3/4. It would be
interesting to investigate whether it is possible to further reduce
the depth of the algorithm to the best reachability algorithm depth
of 𝑛1/2 or better. As this paper provides an example of surpassing
the reachability running time for small 𝜅 in the CONGEST model,
it is reasonable to expect that similar improvements may be possi-
ble in the parallel model as well.

Other models of computation. In addition to advancements in
the CONGEST and parallel models of computation, we would like
to see further advancements in cut-query and two-party commu-
nication models, both in classical and quantum settings, for the
problem of vertex connectivity (andminimum vertex cut). Notably,
the edge connectivity (and minimum edge cut) has nearly been
resolved within the classical setting [45, 52, 64] and considerable
progress has been achieved within the quantum setting [1, 46].
However, no substantial progress is made for vertex connectivity.

Other graph cut problems. Ultimately, significant advancements
have yet to be made in addressing alternative variants of graph
cut problems, including directed edge connectivity and minimum
weighted vertex cut, in CONGEST and other distributed models
of computation. Consequently, any headway achieved in these do-
mains within any of the distributed models of computation would
be of considerable interest.

2 OVERVIEW
In this section, we sketch the proof of our main result, i.e. Theo-
rem 1.1. For notations, we use the following: for 𝑆 ⊆ 𝑉 , N(𝑆) =
{𝑣 | ∃(𝑢, 𝑣) ∈ 𝐸,𝑢 ∈ 𝑆, 𝑣 ∉ 𝑆} denotes the neighbors of 𝑆 in graph
𝐺 = (𝑉 , 𝐸), and N+ (𝑆) = N(𝑆) ∪ 𝑆 .

The crux of our algorithm is the subroutines called IsolatingS-
mallCut and SingleSourceLocalCut, which give guarantees as in
Lemmas 2.1 and 2.2 below. We sketch the proofs of Lemmas 2.1
and 2.2 in Section 2.1 and Section 2.2 respectively. Then, in Sec-
tion 2.3, we show how to combine them together by following the
framework of [21].

We also denote the vertex cut of the graph𝐺 by (𝐿, 𝑆, 𝑅), where
|𝐿 | ≤ |𝑅 | are the two sides of the cut, and 𝑆 is the set of vertices
whose removal disconnects 𝐿 from 𝑅. Lemma 2.1 roughly guaran-
tees that if we have a set of vertices 𝐴 ⊆ 𝑉 such that, for some
𝜅-cut (𝐿, 𝑆, 𝑅), exactly one vertex in 𝐴 is in N+ (𝐿) (i.e. 𝐿 and its
neighbors), then we will be able to find such a cut or a similar cut
in𝑂 (𝜅3 |𝐿 |) rounds. So, to find a small vertex cut (𝐿, 𝑆, 𝑅) when |𝐿 |
is small (the “unbalanced case” mentioned earlier), this algorithm

will be fast assuming that we can find such an 𝐴. For intuition,
note the following related sequential algorithms. (i) In [48], the
same statement to ours is proved in the sequential setting with an
algorithm that takes max-flow time (which is currently almost lin-
ear [8]). This is done via the isolating cut technique [49], thus the
word “Isolating” in the name of our algorithm. Unfortunately, we
cannot use the same technique since we do not have an efficient
exact max-flow algorithm in the distributed setting. (ii) In [21], a
similar statement can be guaranteed in𝑂 (𝑚𝜅2) time in the sequen-
tial setting. Compared to our requirement that |𝐴∩N+ (𝐿) | = 1, the
statement of [21] requires a weaker condition that |𝐴 ∩ 𝐿 | ≥ 1 (𝐴
that satisfies this condition can be easily found, e.g. 𝐴 = 𝑉 ). As we
will show in Section 2.1, our algorithm follows the idea of [21], but
our stricter condition gives us some leverage to avoid the conges-
tion issue that we would face if we simply followed the ideas of
[21] (discussed in the previous section).

Lemma 2.1 (IsolatingSmallCut(𝐺 = (𝑉 , 𝐸), 𝐴 ⊆ 𝑉 ,𝜅, 𝛼)). There
exists a CONGEST algorithm that given an undirected graph 𝐺 =
(𝑉 , 𝐸), a set of vertices 𝐴 ⊆ 𝑉 , and 𝜅, 𝛼 ∈ N,7 either outputs a valid
𝜅-cut8 (𝐿, 𝑆, 𝑅) with one side 𝐿 such that |𝐴∩N+ (𝐿) | = 1, or outputs
⊥. The output satisfies

• if there exists a vertex set 𝐿 ⊆ 𝑉 such that |N(𝐿) | < 𝜅, |𝐴 ∩
N+ (𝐿) | = 1, and |𝐿 | ≤ 𝛼 , then the algorithm outputs ⊥ with
at most constant probability9, and
• the algorithm runs in 𝑂̃ (𝜅3𝛼) rounds.

Lemma 2.2 roughly guarantees that if we know two vertices 𝑠
and 𝑡 that are on the opposite sides of a 𝜅-cut, i.e. for some 𝜅-cut
(𝐿, 𝑆, 𝑅) we have 𝑠 ∈ 𝐿 and 𝑡 ∈ 𝑅, then we can find a 𝜅-cut effi-
ciently; here, “efficiently” means the dilation of 𝑂 (𝜅2.5

√
𝑛 + 𝜅3𝐷)

and congestion of 𝑂 (𝜅2.5 |𝐿 |/
√
𝑛). We need the congestion to be

𝑂 (𝜅2.5 |𝐿 |/
√
𝑛) so that we can run 𝑂 (𝑛/|𝐿 |) algorithms with dif-

ferent 𝑠, 𝑡 simultaneously, while still keeping the running time
𝑂 (𝜅2.5

√
𝑛 + 𝜅3𝐷). It is necessary to run Θ(𝑛/|𝐿 |) algorithms since

we need to sample Θ(𝑛/|𝐿 |) vertices to guarantee at least one ver-
tex is inside 𝐿. Each algorithm will take one sampled vertex as 𝑠 .

Note that a similar statement was achieved in the sequential set-
ting in𝑂 (𝑚𝜅) time, which is the time to compute amax-flowof size
𝜅 using Ford-Fulkerson algorithm. As discussed earlier, computing
a max-flow will not allow us to beat the time to solve reachability.
For this reason, we need some clustering ideas which we show in
Section 2.2.

Lemma 2.2 (SingleSourceLocalCut(𝐺 = (𝑉 , 𝐸), 𝑠, 𝑡, 𝜅, 𝛼)). There
exists a CONGEST algorithm that given an undirected graph 𝐺 =
(𝑉 , 𝐸), two vertices 𝑠, 𝑡 ∈ 𝑉 and 𝜅, 𝛼 ∈ N, where 𝜅 ≤ 𝛼 , either out-
puts a valid 𝜅-cut, or outputs ⊥, such that

• if there exists 𝐿 ⊆ 𝑉 such that |N(𝐿) | < 𝜅, {𝑠, 𝑡} ∩ N+ (𝐿) =
{𝑠}, |𝐿 | ≤ 𝛼 , then the algorithm outputs⊥ with constant prob-
ability,
• the algorithm has dilation 𝑂 (𝜅2.5

√
𝑛 + 𝜅3𝐷) and congestion

𝑂 (𝜅2.5𝛼/
√
𝑛).

7Every vertex knows of their membership in𝐴 and 𝜅, 𝛼 .
8Every vertex knows of their membership in 𝑆 .
9When we say ”with constant probability” in this paper, we mean a constant less than
1.
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Remark 2.3. Throughout this paper, it is important for the reader
to keep inmind that our algorithm is aMonte Carlo algorithmwith
one-sided error. Specifically, when the output is a cut, it must be a
valid cut with a size less than 𝜅. However, when the output is ⊥,
it is possible that the graph has a cut with a size less than 𝜅, and
the algorithm cannot distinguish whether the output is correct or
not. Nevertheless, since the algorithm has one-sided error, as long
as the error probability is bounded by a constant between 0 and
1, it can be reduced to as small as 1

𝑛𝑐 by repeating the algorithm
𝑂 (log𝑛) times.

2.1 IsolatingSmallCut (Proof Sketch of
Lemma 2.1)

The starting point is to run the algorithm of [21] for every vertex in
𝐴 simultaneously, i.e, run 𝜅 rounds of DFS to find augmenting path
on residual graphs, defined below. For a path 𝑝 = (𝑣0, 𝑣1, 𝑣2, ..., 𝑣ℓ ),
we define 𝑝𝑟𝑒𝑝 (𝑣𝑖 ) = 𝑣𝑖−1 for any 0 < 𝑖 ≤ ℓ and 𝑠𝑢𝑐𝑝 (𝑣𝑖 ) = 𝑣𝑖+1
for any 0 ≤ 𝑖 < ℓ . 𝑣1, 𝑣2, ..., 𝑣ℓ−1 are called the internal vertices of
𝑝 . A set of paths are called internally vertex disjoint if any two of
them do not share the same internal vertex. We define𝑉 (𝑝) as the
vertex set consisting of all vertices in 𝑝 . For a set of paths 𝑃 , we
define 𝑉 (𝑃) = ∪𝑝∈𝑃𝑉 (𝑝).

Definition 2.4 ((𝐺, 𝑠, 𝑃)-Augmenting Path). Let 𝐺 = (𝑉 , 𝐸) be an
undirected graph, 𝑠 ∈ 𝑉 and 𝑃 is a set of 𝑘 internally vertex disjoint
paths starting from 𝑠 . (We call 𝑃 a flow-path set of 𝑠 .) A path 𝑝𝑎𝑢𝑔
in 𝐺 is called (𝐺, 𝑠, 𝑃)-augmenting if

(i) Starting vertex: 𝑝𝑎𝑢𝑔 starts at 𝑠 and,
(ii) Forced retreat: for any consecutive vertices 𝑢1, 𝑢2 in 𝑝𝑎𝑢𝑔

where 𝑢2 is not the end of 𝑝𝑎𝑢𝑔 and any 𝑝 ∈ 𝑃 , if 𝑢2 ∈
𝑉 (𝑝) \ {𝑠} and 𝑢1 ≠ 𝑠𝑢𝑐𝑝 (𝑢2), then 𝑠𝑢𝑐𝑝𝑎𝑢𝑔 (𝑢2) = 𝑝𝑟𝑒𝑝 (𝑢2).

Figure 1 provides an example of such an (𝐺, 𝑠, 𝑃)-augmenting
path. Intuitively speaking, if an augmenting path enters a vertex
in path 𝑝 ∈ 𝑃 that is not from its successor, then it is forced to go
backward (or retreat).

For a minimum vertex cut (𝐿, 𝑆, 𝑅), our goal is to find the maxi-
mum number of vertex disjoint paths from 𝑠 ∈ 𝐿 to 𝑅 (from which
we can infer the vertex cut), and we use augmenting paths to this
end as follows. ‘Lemma’ 2.5 shows (i) if an augmenting path end-
ing at 𝑅 can be found, then we can increase the number of vertex
disjoint path, (2) if no augmenting path ending at 𝑅 can be found,
then we can find a vertex cut.

‘Lemma’ 2.5. Suppose 𝐺 = (𝑉 , 𝐸) is an undirected graph, if 𝑃 is a
set of 𝑘 internally vertex disjoint paths starting from 𝑠 ∈ 𝑉 , ending
at a vertex set 𝑇 , then

(i) (Augmentation.) Suppose 𝑝 is a (𝐺, 𝑠, 𝑃)-augmenting path,
ending at 𝑡 , then there exists a set of 𝑘 + 1 internally vertex
disjoint paths 𝑃 ′ ending at 𝑇 ∪ {𝑡}. See Figure 1 as an exam-
ple.

(ii) (Find a cut.) Let 𝑆 ′ contain all the nodes that 𝑠 can reach
through a (𝐺, 𝑠, 𝑃)-augmenting path. If 𝑆 ′ ≠ 𝑉 , then the fol-
lowing nodes form a vertex cut: for any 𝑝 ∈ 𝑃 , the node in
𝑆 ′ ∩𝑉 (𝑝) that has the largest distance to 𝑠 on 𝑝 . See Figure 2
as an example.
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v1

v2v3v4

Figure 1: The left figure is an example of Definition 2.4 with
𝑃 = {𝑝1, 𝑝2, 𝑝3}. The red line starts at 𝑠. The consecutive three
vertices (𝑢1,𝑢2,𝑢3 ) satisfy 𝑢2 ∈ 𝑉 (𝑝3 ),𝑢1 ≠ 𝑠𝑢𝑐𝑝3 (𝑢2 ),𝑢2 ≠ 𝑠, so
𝑢3 = 𝑝𝑟𝑒𝑝3 (𝑢2 ) . The same holds for (𝑣1, 𝑣2, 𝑣3 ) . Thus, the red line
is a (𝐺, 𝑠, 𝑃 )-augmenting path. The right figure is the resulting
𝑃 ′ = {𝑝′1, 𝑝′2, 𝑝′3, 𝑝′4} according to ‘Lemma’ 2.5.

s

p1

p2

p3

S ′

Figure 2: 𝑆 ′ contains all the nodes that 𝑠 can reach through a
(𝐺, 𝑠, 𝑃 )-augmenting path. The set of red vertices are vertices in
𝑆 ′ farthest from 𝑠 in each of their paths and form a vertex cut.

It is not hard to see that, in the Augmentation case above, the
minimum vertex cut separating 𝑠 and𝑇 ∪{𝑡} has a size at least 𝑘+1
if 𝑠 does not have an edge to 𝑇 ∪ {𝑡}—this follows from Menger’s
theorem.

Our algorithm IsolatingSmallCut for Lemma 2.1 works as fol-
lows. Initially, each node 𝑠 ∈ 𝐴 has an empty flow-path set 𝑃𝑠 . We
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run 𝜅 iterations where, in each iteration, we increase the size of
𝑃𝑠 by 1 for each vertex 𝑠 ∈ 𝐴: In each iteration, very informally,
each vertex 𝑠 sends a DFS token to explore𝐺 in a DFS manner for
Θ(𝜅𝛼) rounds in order to find a (𝐺, 𝑠, 𝑃𝑠 )-augmenting path. If the
DFS gets stuck (This is explained shortly.), then we use ‘Lemma’ 2.5
to find a cut. Indeed, our main challenge is to reduce congestion
caused by all of these DFS traversals running in parallel. To this
end, we exploit the following property of augmenting paths which
is the main technical lemma of this subsection. We start with some
definitions which provide the necessary context.

A (𝐺, 𝑠, 𝑃)-augmenting path 𝑝𝑎𝑢𝑔 = (𝑠, 𝑣1, ..., 𝑣ℓ−1, 𝑣ℓ ) is called
retreating if there exists 𝑝 ∈ 𝑃 , such that 𝑣ℓ ∈ 𝑉 (𝑝)\{𝑠}, 𝑣ℓ−1 ≠
𝑠𝑢𝑐𝑝 (𝑣ℓ ), i.e., the onlyway to extend 𝑝𝑎𝑢𝑔 to a (𝐺, 𝑠, 𝑃)-augmenting
path (𝑠, 𝑣1, ..., 𝑣ℓ , 𝑣ℓ+1) is to set 𝑣ℓ+1 = 𝑝𝑟𝑒𝑝 (𝑣ℓ ). For example, in Fig-
ure 1, the red (𝐺, 𝑠, 𝑃)-augmenting path from 𝑠 to 𝑢2 is retreating.
A (𝐺, 𝑠, 𝑃)-augmenting path is called non-retreating if it is not re-
treating.

‘Lemma’ 2.6. For any undirected graph 𝐺 = (𝑉 , 𝐸), consider two
vertices 𝑢, 𝑣 ∈ 𝑉 , and let 𝑃𝑢 and 𝑃𝑣 be flow-path sets of 𝑢 and 𝑣 , re-
spectively. Let 𝑝𝑢 and 𝑝𝑣 be non-retreating (𝐺,𝑢, 𝑃𝑢 )- and (𝐺, 𝑣, 𝑃𝑣)-
augmenting paths, respectively. If 𝑝𝑢 and 𝑝𝑣 end at the same ver-
tex, then there exists a path 𝑝 on the subgraph of 𝐺 resulting from
combining all edges of 𝑃𝑢 , 𝑃𝑣, 𝑝𝑢 , 𝑝𝑣 such that 𝑝 is either (𝐺,𝑢, 𝑃𝑢 )-
augmenting ending at 𝑣 , or (𝐺, 𝑣, 𝑃𝑣)-augmenting ending at 𝑢.

With ‘Lemma’ 2.6, the algorithm becomes the following. Denote
the flow-path set of 𝑠 ∈ 𝐴 as 𝑃𝑠 . Initially 𝑃𝑠 = ∅. Run the following
procedure for 𝜅 iterations: In each iteration, we make sure that the
size of 𝑃𝑠 increases by 1 for all 𝑠 ∈ 𝐴.

(i) Whole-graph DFS: In parallel, every vertex 𝑠 ∈ 𝐴 sends a
token (denoted by the 𝑠-token) to explore new vertices in𝐺
in a DFSmanner: Each vertex𝑢 (including 𝑠), once receiving
the token, finds out which of its neighbors is not explored
yet by the 𝑠-token, and sends the 𝑠-token to one such un-
explored neighbor. The DFS follows the forced retreat prop-
erty described in Definition 2.4, i.e., when an 𝑠-token arrives
at a vertex 𝑢 on a flow-path 𝑝 ∈ 𝑃𝑠 not from 𝑠𝑢𝑐𝑝 (𝑢), then
the token must be sent to 𝑝𝑟𝑒𝑝 (𝑢).The DFS traversal ends in
either of the following three ways:
• If 𝑠 explores Θ(𝜅𝛼) vertices or 𝑠 reaches another vertex
𝑡 ∈ 𝐴, it stops.
• If two tokens from 𝑢, 𝑣 ∈ 𝐴 meet at a vertex 𝑡 , then they
stop, form a pair (𝑢, 𝑣), and report this fact back to 𝑢 and
𝑣 through DFS trees. Denote the path from 𝑢 and 𝑣 to 𝑡 in
the DFS trees by 𝑝𝑢 and 𝑝𝑣 respectively. Define subgraph
𝐻 (𝑢,𝑣) as the subgraph formed by the union of edges in
𝑝𝑢 , 𝑝𝑣, 𝑃𝑢 , 𝑃𝑣 . This graph will be used in the next step.
If many tokens 𝑢1, 𝑢2, . . . , 𝑢ℓ meet at 𝑡 , we pair them
up (𝑢1, 𝑢2), . . . to get subgraphs 𝐻 (𝑢1,𝑢2 ) , . . .. In the case
where ℓ is odd,𝑢ℓ is allowed to continue its DFS 𝑡 onward.
• If 𝑠 finishes DFS (i.e., has explored all vertices it can
reach) without exploring Θ(𝜅𝛼) vertices and without
reaching another vertex 𝑡 ∈ 𝐴, output the small cut us-
ing ‘Lemma’ 2.5 (ii)(If several vertices finish DFS, we just
need to pick an arbitrary one.)

Let (𝐿, 𝑆, 𝑅) be the vertex cut as claimed in Lemma 2.1, i.e.,
|𝑆 | < 𝜅, 𝐴 ∩ (𝐿 ∪ 𝑆) = {𝑠} and |𝐿 | ≤ 𝛼 . Note that 𝑠 succeeds

in finding a (𝐺, 𝑠, 𝑃𝑠 )-augmenting path that terminates in 𝑅
in the first case with a constant probability: (i) If 𝑠 explores
Ω(𝜅𝛼) vertices, then a random vertex among the explored
vertices is in 𝑅 with probability at least 1− 1

Ω (𝜅 ) . So we can
choose this random vertex as the terminating vertex of the
augmenting path10. (ii) If 𝑠 reaches 𝑡 ∈ 𝐴 that 𝑡 ≠ 𝑠 , then 𝑡
is the terminating vertex and 𝑡 ∈ 𝑅.
Once the DFS traversals stop for every 𝑠 ∈ 𝐴, we move to
the next step.

(ii) Subgraphs DFS: For each pair (𝑢, 𝑣), 𝑢 and 𝑣 run DFS tra-
versal on 𝐻 (𝑢,𝑣) . These DFS traversals in all𝐻 (𝑢,𝑣) ’s are run
simultaneously using the random delay technique [27] to
avoid congestion11. If 𝑢 find a (𝐺,𝑢, 𝑃𝑢 )-augmenting path 𝑝
to 𝑣 , it uses 𝑝 to increase the size of 𝑃𝑢 by 1. Do the same for
𝑣 . ‘Lemma’ 2.6 guarantees that one of 𝑢 and 𝑣 will succeed
in finding an augmenting path.

Note that executing Step (i) and (ii) will increase |𝑃𝑠 | for a con-
stant fraction of 𝑠 ∈ 𝐴 by ‘Lemma’ 2.6. We repeat these two steps
𝑂 (log𝑛) times to make sure |𝑃𝑠 | increases for every 𝑠 ∈ 𝐴.

Round complexity.We first bound the round complexity for the
two steps. One can see that Step (i) runs in 𝑂 (𝜅𝛼) rounds. The
round complexity of Step (ii) depends on the dilation (i.e., the diam-
eter of subgraph𝐻 (𝑢,𝑣) ) and congestion (i.e., themaximumnumber
of𝐻 (𝑢,𝑣) for different pairs (𝑢, 𝑣) that shares the same edge) which
we bound below. We crucially use the following fact: A (𝐺, 𝑠, 𝑃)-
augmenting path 𝑝 of length ℓ w.r.t. a flow-path set 𝑃 can increase
the number of path edges in the new flow-path set by at most an
additive factor of ℓ . 12

Dilation. Note that each 𝑝𝑖𝑠 , 𝑖 ∈ [𝜅], is of size 𝑂 (𝜅𝛼). From the
fact stated above, it is straightforward to bound the size of
𝐻 (𝑢,𝑣) (which is composed of 𝑝𝑢 , 𝑝𝑣, 𝑃𝑢 , 𝑃𝑣 ) by 𝑂 (𝜅2𝛼).

Congestion. The number of 𝐻 (𝑢,𝑣) that contain an edge 𝑒 is
bounded by the number of times 𝑒 is visited by DFS traver-
sals in Step (i), as 𝑒 can be included in some𝐻 (𝑢,𝑣) only after
it is visited in any DFS traversal in Step (i) by 𝑢 or 𝑣 . Every
edge 𝑒 is included in at most one DFS traversal in each round
of Step (i). Since Step (i) lasts for 𝑂 (𝜅𝛼) rounds in each of
the 𝜅 iterations, an upper bound on the number of times 𝑒
is visited by DFS traversals in Step (i) is 𝑂 (𝜅2𝛼).

The total round complexity is 𝜅 ×𝑂 (log𝑛) ×𝑂 (𝜅2𝛼) = 𝑂̃ (𝜅3𝛼):
The first 𝜅 is the number of iterations, 𝑂 (log𝑛) is the number of
times Step (i) and (ii) are repeated in each iteration.

10A-priori we do not know if our chosen vertex is in 𝑅 or not. However, we show that,
if the algorithm outputs a valid vertex cut in the end, it will be a cut of size at most 𝜅 .
See Remark 2.3.
11According to [27], running independent CONGEST algorithms simultaneously can
be done using random delay in𝑂 (dilation + congestion) rounds.
12This observation follows directly from the following fact which is easy to see. Sup-
pose 𝑠 ∈ 𝐴 has flow-path set 𝑃𝑖

𝑠 at the end of each iteration 𝑖 (We assume 𝑃0
𝑠 = ∅),

and consider the (𝐺, 𝑠, 𝑃𝑖
𝑠 )-augmenting paths 𝑝1

𝑠 , 𝑝
2
𝑠 , ..., 𝑝

𝑖
𝑠 that are used to generate

different 𝑃𝑖
𝑠 : Each 𝑝𝑖𝑠 is a (𝐺, 𝑠, 𝑃𝑖−1

𝑠 )-augmenting path. We claim that the edges in
𝑃𝑖
𝑠 is a subset of edges in 𝑝1

𝑠 , 𝑝
2
𝑠 , ..., 𝑝

𝑖
𝑠 . Note that it might not be true that the set of

edges in 𝑃𝑖−1
𝑠 is a subset of the set of edges in 𝑃𝑖

𝑠 .

1796



Finding a Small Vertex Cut on Distributed Networks STOC ’23, June 20–23, 2023, Orlando, FL, USA

2.2 SingleSourceLocalCut (Proof Sketch of
Lemma 2.2)

For intuition, note that a statement similar to Lemma 2.2 can
be shown in the sequential setting [21, 58] by running the Ford-
Fulkerson algorithm. This algorithm runs for 𝜅 iterations where in
each iteration it increases the amount of 𝑠𝑡-flow by one via an aug-
menting path. We follow this basic idea but need some modifica-
tions. First, in each of the 𝑘 iterations, we randomly select some ter-
minals, where each vertex has probability𝑂 (1/(𝜅𝛼)) to be the ter-
minal. We allow the augmenting path to end at a terminal instead
of at 𝑡 . This suffices because if there exists a vertex cut (𝐿, 𝑆, 𝑅)
such that {𝑠, 𝑡} ∩ (𝐿 ∪ 𝑆) = {𝑠}, |𝐿 ∪ 𝑆 | ≤ 𝛼 (thus 𝐿 satisfies the
condition in the first bullet of Lemma 2.2), a simple union bound
shows that the random terminals on all 𝜅 rounds are in 𝑅 with con-
stant probability. The algorithm for finding the augmenting path
is stated as the following lemma. We will use this algorithm with
𝑥 = 𝜅𝛼 . Recall from Definition 2.4 the notion of flow-paths and
(𝐺, 𝑠, 𝑃)-augmenting path.

‘Lemma’ 2.7 (RandomAugmenting(𝐺 = (𝑉 , 𝐸), 𝑠, 𝑃, 𝑥)). There ex-
ists a CONGEST algorithm called RandomAugmenting that takes an
undirected graph 𝐺 = (𝑉 , 𝐸), two vertices 𝑠, 𝑡 ∈ 𝑉 , integer 𝑥 and a
set 𝑃 of flow-paths of 𝑠 where each path in 𝑃 has length bounded by
𝑂 (𝑥), as input and the algorithm either

- outputs a vertex cut of size |𝑃 |, or
- outputs a (𝐺, 𝑠, 𝑃)-augmenting path with length bounded by
𝑂 (𝑥), either ending at 𝑡 , or ending at a random vertex 𝑡 , where
Pr[𝑡 = 𝑣] = 𝑂 (1/𝑥) for any 𝑣 ∈ 𝑉 .

The algorithm has dilation 𝑂 (|𝑃 |1.5
√
𝑛 + |𝑃 |2𝐷) and congestion

𝑂 ( |𝑃 |0.5𝑥/
√
𝑛).

To prove Lemma 2.2 using ‘Lemma’ 2.7, our algorithm starts
with 𝑃 = ∅. It proceeds in 𝜅 iterations, where in each iteration we
find a (𝐺, 𝑠, 𝑃)-augmenting path using ‘Lemma’ 2.7with𝑥 = Θ(𝜅𝛼)
to increase the size of 𝑃 by 1. Since |𝑃 | < 𝜅, one can see that the
dilation is 𝜅 · 𝑂 (|𝑃 |1.5

√
𝑛 + |𝑃 |2𝐷) = 𝑂 (𝜅2.5

√
𝑛 + 𝜅3𝐷) and the

congestion is 𝜅 ·𝑂 (|𝑃 |0.5𝑥/
√
𝑛) = 𝑂 (𝜅2.5𝛼/

√
𝑛), which is what we

want in Lemma 2.2. The rest of this section is devoted to showing
the proof idea of ‘Lemma’ 2.7.

Proof idea of ‘Lemma’ 2.7. We first review the framework for dis-
tributed reachability algorithms used in [33, 51, 55]. (We will mod-
ify this framework to find a (𝐺, 𝑠, 𝑃)-augmenting path as guaran-
teed in ‘Lemma’ 2.7.)This framework consists of two phases, where
the first phase is identical in all algorithms in [33, 51, 55], and these
algorithms differ in the second phase. Suppose we want to find a
path from 𝑠 to 𝑡 . The two phases are:

(i) Build a virtual graph. Pick appropriate parameter 𝑑 (we
will pick 𝑑 = |𝑃 |1.5

√
𝑛 to prove ‘Lemma’ 2.7). Construct a virtual13

graph 𝐺𝑣𝑖𝑟 = (𝑉𝑣𝑖𝑟 , 𝐸𝑣𝑖𝑟 ) where 𝑉𝑣𝑖𝑟 (also called set of hubs) in-
cludes every vertex of 𝑉 with probability 1/𝑑 as well as 𝑠 , and an
edge 𝑒 = (ℎ1, ℎ2) is included in 𝐸𝑣𝑖𝑟 if the distance from ℎ1 to ℎ2 in
𝐺 is at most 𝑑 . 𝐸𝑣𝑖𝑟 can be constructed by constructing a BFS tree
𝑇ℎ of depth 𝑑 from each vertex ℎ ∈ 𝑉𝑣𝑖𝑟 in 𝐺 .

13By “virtual” it means that edges in the virtual graph might not be edges in the input
network.

(ii) Reachability in the virtual graph. Find all the hubs that
𝑠 can reach in 𝐺𝑣𝑖𝑟 , denoted by 𝐻𝑟 (the way to efficiently find 𝐻𝑟

differs by different algorithms). Nowwe claim that ∪ℎ∈𝐻𝑟
𝑇ℎ are all

the vertices 𝑠 can reach in the original graph 𝐺 .
The correctness is guaranteed by the following arguments: since

we sample hubs with probability 1
𝑑 , the path from 𝑠 to a vertex

𝑣 contains hubs with distance 𝑂 (𝑑) one after another along the
path, with high probability. Therefore, the hubs in the path form a
directed path in the virtual graph, where the last hub in the path
has distance 𝑑 to 𝑣 in 𝐺 .

Using reachability algorithm to find an augmenting path. Our
definition for augmenting path in Definition 2.4 can be reformu-
lated as a directed path in a directed graph, by the standard way of
duplicating each vertex into in-vertex and out-vertex.Thus, we can
use a directed graph reachability algorithm to find an augmenting
path.

However, directly applying this framework to
prove ‘Lemma’ 2.7 is not efficient as there can be Ω(𝑛/𝑑)
BFS tree constructions that can lead to dilation Ω(𝑑) and con-
gestion Ω(𝑛/𝑑). Recall that in ‘Lemma’ 2.7 we want dilation
𝑂 ( |𝑃 |1.5

√
𝑛 + |𝑃 |2𝐷) and congestion 𝑂 ( |𝑃 |0.5𝑥/

√
𝑛), where 𝑥 can

be much smaller than 𝑛. There is no way to set appropriate 𝑑
to satisfy both the dilation and congestion. To achieve a better
dilation and congestion trade-off, we will only grow a BFS tree on
fewer carefully chosen hubs instead of all Ω(𝑛/𝑑) hubs.

Path centered clustering. The key idea to reduce the number of
BFS tree constructions is a structure called path-centered clustering.
Here we give a simplified version of the structure. Note that the
following definition is different from the full version of the paper
due to the page limit. However, it shows the general idea of the
more complicated definition, so we use it for ease of explanation.
For a given network 𝐺 = (𝑉 , 𝐸) of diameter 𝐷 , a path centered
clustering is a tuple C = (𝑃, {𝑆𝑢 }𝑢∈𝑉 (𝑃 ) ) where 𝑃 is a flow-path
set, and {𝑆𝑢 }𝑢∈𝑉 (𝑃 ) is a partition of𝑉 (i.e.𝑉 is a disjoint union of
all 𝑆𝑢 ’s), called clusterswith the following guarantees: Each cluster
𝑆𝑢 contains 𝑢 ∈ 𝑉 (𝑃), and each induced subgraph 𝐺 [𝑆𝑢 ] has a
diameter at most 𝐷 . We call 𝑢 the center of every vertex 𝑣 ∈ 𝑆𝑢 and
denote it by CenterC (𝑣). See Figure 3 for an example.

Definition of Before and active hubs. We need a few definitions
to show the properties of path centered clustering. For a path 𝑝 =
(𝑣0, 𝑣1, ..., 𝑣ℓ ) and 𝑣𝑖 , 𝑣 𝑗 on the path, we say 𝑣𝑖 ⪯𝑝 𝑣 𝑗 if 𝑖 ≤ 𝑗 and we
say 𝑣𝑖 ≺ 𝑣 𝑗 on path 𝑝 if 𝑖 < 𝑗 . For any two vertices ℎ,ℎ′ ∈ 𝑉 and
a path centered clustering C = (𝑃, {𝑆𝑢 }𝑢∈𝑉 (𝑃 ) ), we say ℎ′ ⪯C ℎ,
if CenterC (ℎ′) and CenterC (ℎ) belong to some path 𝑝 ∈ 𝑃 and
CenterC (ℎ′) ⪯𝑝 CenterC (ℎ). The relationship ⪯C is not total as
not every two vertices in𝐺 are comparable by ⪯C . For each hub ℎ
(recall that hubs are sampled vertices in𝐺 with sample probability
1
𝑑 ), we useBeforeC [ℎ] to denote the number of hubsℎ′ withℎ′ ⪯C
ℎ. We will assume the following assumption.

Assumption 2.8. If ℎ′ ⪯C ℎ, then ℎ can reach ℎ′ through an
augmenting path.

Remark 2.9. It is to be noted that our actual clustering is more fine-
grained thanwhat is described above to tackle the following techni-
cal problem: Assumption 2.8 is true ifCenterC (ℎ′) ≺𝑝 CenterC (ℎ)
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2 hubs

Figure 3: Each dashed circle is a cluster. For simplicity, we only
draw the inside structure of cluster 𝑆𝑢 and 𝑆𝑣 . We can see that
there are 7 hubs 𝑥 with 𝑥 ⪯C ℎ0, so BeforeC [ℎ0 ] = 7. We also
have ℎ′ ⪯C ℎ. The blue line shows how ℎ can reach ℎ′ through
an augmenting path.

(In Figure 3, the blue line shows an augmenting path from ℎ to
ℎ′.) and may not be true if CenterC (ℎ′) = CenterC (ℎ). This is
solved by making the clustering more fine-grained—more details
are provided in the full version of this paper. In this section, we
assume Assumption 2.8 holds for ease of explanation.

Build a virtual graph with fewer BFS tree constructions. In this
part we will show how to build a virtual graph 𝐺𝑣𝑖𝑟 on hubs with
𝑂 (𝑥/𝑑) · |𝑃 | BFS tree constructions, such that either

- 𝐺𝑣𝑖𝑟 preserves the 𝑠-reachability (in the sense that all the
vertices reachability by 𝑠 in𝐺 can be reached from a vertex
𝑢 in𝐺𝑣𝑖𝑟 with distance 𝑑 , such that 𝑠 can reach𝑢 in𝐺𝑣𝑖𝑟 ), or

- 𝑠 can reach a random vertex 𝑡 such that each vertex in 𝑉
becomes 𝑡 with probability 𝑂 ( 1𝑥 ).

Now we give our algorithm. We first compute a path centered
clustering C. We call a hub ℎ active hub if BeforeC [ℎ] = 𝑂 (𝑥/𝑑).
Other hubs are called non-active hubs. Denote the set of all active
hubs as𝑉𝑎𝑐𝑡 . One can argue that |𝑉𝑎𝑐𝑡 | = 𝑂 (𝑥/𝑑)·|𝑃 |.We only grow
BFS trees on active hubs. By setting 𝑑 = |𝑃 |1.5

√
𝑛, the dilation and

congestion of constructing all the BFS trees satisfy the requirement
in ‘Lemma’ 2.7. By doing that, we can get a virtual graph 𝐺𝑣𝑖𝑟 =
(𝑉𝑣𝑖𝑟 , 𝐸𝑣𝑖𝑟 ) where 𝐸𝑣𝑖𝑟 includes an edge 𝑒 = (ℎ1, ℎ2) if ℎ1 ∈ 𝑉𝑎𝑐𝑡
and ℎ1 has distance at most 𝑑 to ℎ2 in 𝐺 .

Now we argue the property of 𝐺𝑣𝑖𝑟 . If in 𝐺𝑣𝑖𝑟 , 𝑠 can reach a
non-active hub ℎ through active hubs, then we can pick a uniform
random hub ℎ′ among all hubs ℎ′ ⪯C ℎ as the destination. Notice
that a non-active nodeℎ satisfies BeforeC [ℎ] = Ω(𝑛/𝑑), thus, each
node has probability at most 𝑂 (1/𝑑) · 𝑂 (𝑑/𝑥) = 𝑂 (1/𝑥) to be the
destination. On the other hand, if 𝑠 cannot reach any non-active
hub, then by growing BFS trees on all active hubs, we can find all
vertices that 𝑠 can reach in 𝐺 exactly.

Find reachability in virtual graph. Let 𝐻𝑟 contain all the active
hubs that 𝑠 can reach in the virtual graph𝐺𝑣𝑖𝑟 . Our goal in this part
is to find𝐻𝑟 efficiently. Notice that if we can find𝐻𝑟 , the according
to the argument in the previous part, either we can find all vertices

in 𝐺 that 𝑠 can reach, or find a non-active hub such that we can
choose a random destination with probability 𝑂 (1/𝑥).

We first discuss the difficulty. Notice that |𝐻𝑟 | = 𝑂 ( |𝑃 | · 𝑥/𝑑) =
𝑂
(
𝑥/(|𝑃 |0.5

√
𝑛)
)
. Possible values of 𝑥, |𝑃 | are 𝑥 = Θ(𝑛) and |𝑃 | =

𝑂 (1). In this case, |𝐻𝑟 | = 𝑂 (
√
𝑛). All the existing algorithms fail

to find reachability with round complexity 𝑂̃ (
√
𝑛 +𝐷) on a virtual

graph with
√
𝑛 vertices. However, our virtual graph is not an arbi-

trary directed graph.We will exploit some properties of our virtual
graph to come up with an efficient algorithm.

The idea is to sparsify the transitive closure of 𝐺𝑣𝑖𝑟 and broad-
cast the whole sparsified graph. We will make sure that the spar-
sified graph has the same reachability relationship as the original
graph, and it is possible to broadcast the sparsified graph using
𝑂 ( |𝑃 | · |𝑉𝑎𝑐𝑡 |) messages. There are two types of edges in the spar-
sified graph.
Backward edges. These are edges (ℎ,ℎ′) whereℎ′ ⪯C ℎ. To learn

this type of edge, we give each flow-path 𝑝 ∈ 𝑃 an id. Each
vertex 𝑣 on 𝑝 can learn 𝑝’s id and its position on 𝑝 (the
number of vertices 𝑥 with 𝑥 ⪯𝑝 𝑣) efficiently by existing
results. After that, each active hub ℎ broadcasts the flow-
path id where CenterC [ℎ] is on, as well as the position on
the flow-path.

Forward edges. For each active hub ℎ, recall that 𝑇ℎ is the di-
rected tree with depth 𝑑 rooted at ℎ. Instead of keeping all
edges fromℎ to all hubs in𝑇ℎ , we preserve the “highest hub”
for each path 𝑝 ∈ 𝑃 : let 𝑇𝑝

ℎ
contain all hubs 𝑥 in 𝑇ℎ with

CenterC [𝑥] on 𝑝 . Let ℎ∗𝑝 be an arbitrary hub in 𝑇
𝑝
ℎ

such
that for every other hub ℎ′ ∈ 𝑇𝑝

ℎ
, we have ℎ′ ⪯C ℎ∗𝑝 . (ℎ,ℎ∗𝑝 )

is added to the virtual graph for any 𝑝 ∈ 𝑃 .
One can see that the number of messages broadcast by every ac-

tive hub is bounded by |𝑃 |. Thus, the congestion is 𝑂 ( |𝑃 |0.5𝑥/
√
𝑛),

which fits our goal. To see that the reachability relationship does
not change, suppose ℎ′ ∈ 𝑇ℎ where CenterC [ℎ′] is on 𝑝 , then ℎ
can reach ℎ′ in the virtual graph by first using the upward edge
(ℎ,ℎ∗𝑝 ), then using the downward edge (ℎ∗𝑝 , ℎ′).
Remark 2.10. We skip the mapping of each edge in the virtual
graph to a path in the original graph efficiently in the technical
overview, see the full version of this paper for more details. Actu-
ally, to recover the path in the original graph efficiently, the spar-
sified virtual graph defined in the full version of this paper is dif-
ferent from here and more complicated, while the high-level ideas
are the same.

2.3 Putting Everything Together
We first restate Theorem 1.1 formally.

TheoRem 2.11. There is a randomized vertex cut algorithm in the
CONGEST model that, with input 𝜅 < 𝑛1/4 and undirected graph 𝐺 ,
takes 𝜅3 · 𝑂̃ (𝐷 +

√
𝑛) rounds, either outputs a minimum vertex cut of

𝐺 , or outputs ⊥, satisfying
(1) If the output is a vertex cut, then it must be a minimum vertex

cut of 𝐺 .
(2) If𝐺 is not 𝜅-connected, then⊥ is output with at most constant

probability.

Since Theorem 2.11 states a one-side error algorithm, the suc-
cess probability can be boosted efficiently. The following is the
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schematic of the algorithm, using the subroutine described in Lem-
mas 2.1 and 2.2.

Schematic algorithm for vertex cut

• Input: An undirected graph𝐺 with 𝑛 nodes, a positive
integer 𝜅 < 𝑛1/4.
• Output: A vertex cut with size less than 𝜅, or ⊥.

(1) If a vertex has degree less than 𝜅 in 𝐺 , output all the
neighbors of this vertex. Otherwise continue the follow-
ing procedures.

(2) For 1 ≤ 𝑖 ≤ log𝑛 do:
(a) Let 𝛼 = 2𝑖 , 𝐴 = ∅. Each vertex is included in 𝐴 with

probability 1/𝛼 independently.
(b) If 𝛼 ≤ 𝜅,
• discard vertices in 𝐴 with degree larger than 𝜅
in 𝐺 [𝐴], and run a 𝑂 (𝜅)-coloring algorithm in
𝐺 [𝐴] ([35]) to get ℓ = 𝑂 (𝜅) independent sets
𝐴1, 𝐴2, ..., 𝐴ℓ (see Lemma 2.12);
• run IsolatingSmallCut(𝐺,𝐴𝑖 , 𝜅, 𝛼) (see Lemma 2.1)
for any 𝑖 ∈ [ℓ].

(c) If 𝜅 < 𝛼 <
√
𝑛, discard all vertices in 𝐴 with degree

at least 1 in 𝐺 [𝐴], run IsolatingSmallCut(𝐺,𝐴,𝜅, 𝛼)
(see Lemma 2.1).

(d) If
√
𝑛 ≤ 𝛼 , for each 𝑠 ∈ 𝐴, let 𝑡𝑠 ∈ 𝐴 be

an arbitrary vertex which is distinct from 𝑠 . Run
SingleSourceLocalCut(𝐺, 𝑠, 𝑡𝑠 , 𝜅, 𝛼) for any 𝑠 ∈ 𝐴 in
parallel.

(3) If any subroutine described in Lemmas 2.1 and 2.2 out-
puts a cut, then the algorithm outputs the cut and stop.
Otherwise, output ⊥.

Correctness. According to Lemmas 2.1 and 2.2, if a cut is output,
then it must be a valid vertex cut with size less than 𝜅. Thus, if
the graph 𝐺 has no valid vertex cut with size less than 𝜅, then the
algorithm will output ⊥ with probability 1.

Suppose there is a vertex cut (𝐿, 𝑆, 𝑅) with |𝑆 | < 𝜅. We assume
the max degree of the graph is at least 𝜅, otherwise, a vertex cut of
size less than 𝜅 can be trivially found in the first step of the algo-
rithm. We will show that in the second step, at the first iteration
when |𝐿 | < 𝛼 = 𝑂 (|𝐿 |), a cut with a size less than 𝜅 will be output
with constant probability.

Case 1 (𝜅 ≥ 𝛼): In this case, we get ℓ independent sets
𝐴1, 𝐴2, ..., 𝐴ℓ . We first prove the following lemma.

Lemma 2.12. At least one of 𝐴1, 𝐴2, ..., 𝐴ℓ (denoted by 𝐴∗)
satisfies: 𝐴∗ is an independent set on 𝐺 , contains exactly one
vertex in 𝐿, and 𝐴∗ ∩ 𝑆 = ∅.

PRoof. Since |𝐿 | = Θ(𝛼) and we sample each vertex into
𝐴 with probability 1/𝛼 , with constant probability there is
exactly one vertex𝑢 ∈ 𝐴∩𝐿. LetN+ (𝑢) contain all neighbors
of 𝑢 in 𝐺 and 𝑢 itself. Since the degree of 𝑢 is at least 𝜅 and
|𝑆 | < 𝜅, we have (𝐿∪𝑆)−N+ (𝑢) has size at most |𝐿 | +𝜅−𝜅 =
|𝐿 | = 𝑂 (𝛼). Thus, with constant probability, (𝐿∪𝑆) −N+ (𝑢)
contains no vertex in 𝐴. Consider the independent set 𝐴∗

among𝐴1, ..., 𝐴ℓ that contain𝑢. We have𝐴∗∩ (𝐿∪𝑆) = {𝑢},
which finishes the proof. □

According to Lemma 2.1, once Lemma 2.12 is proved, a cut
with size less than𝛼 will be output with constant probability
when IsolatingSmallCut(𝐺,𝐴∗, 𝜅, 𝛼) is called.

Case 2 (𝜅 < 𝛼 <
√
𝑛): Since we sample each vertex into 𝐴 with

probability 1/𝛼 and |𝐿 | = Θ(𝛼), 𝑆 = 𝑂 (𝜅) = 𝑂 (𝛼), with con-
stant probability, exactly one vertex is in𝐴∩𝐿 and𝐴∩𝑆 = ∅.
According to Lemma 2.1, a cut with size less than 𝛼 will be
output with constant probability.

Case 3 (𝛼 ≥
√
𝑛): According to the same argument, with constant

probability, exactly one vertex 𝑢 is in 𝐴 ∩ 𝐿 and 𝐴 ∩ 𝑆 = ∅.
Consider the instance with 𝑠 ← 𝑢, that instance satisfies the
premise of Lemma 2.2 to output a cut with size less than 𝜅.

Round complexity. When 𝛼 < 𝜅, the round complexity for the
coloring algorithm is 𝑂 (1). There are 𝑂 (𝜅) instances of Isolat-
ingSmallCut in Lemma 2.1, which leads to the round complex-
ity 𝑂 (𝜅4𝛼) = 𝑂 (𝜅5) = 𝑂 (𝜅3

√
𝑛) since 𝜅 = 𝑂 (𝑛1/4). When

𝜅 ≤ 𝛼 <
√
𝑛, the round complexity is 𝑂 (𝜅3𝛼) = 𝑂 (𝜅3

√
𝑛). When√

𝑛 ≤ 𝛼 , the dilation is𝑂 (𝜅2.5
√
𝑛+𝜅3𝐷) and the total congestion is

𝑂 (𝑛/𝛼) ·𝑂 (𝜅2.5𝛼/
√
𝑛), since there are 𝑂 (𝑛/𝛼) vertices in 𝐴 w.h.p.

Thus, the round complexity is 𝜅3 ·𝑂 (
√
𝑛 + 𝐷).
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