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Abstract

This work studies a class of reduced relativistic Vlasov-Maxwell equations describing
laser-plasma interaction. Fully discrete schemes are obtained by discretizing distribution
functions using particle-in-cell methods, discretizing electromagnetic fields with compatible
finite element methods in the framework of finite element exterior calculus in space, and
discrete gradient methods combined with splitting methods in time. The proposed schemes
are energy conserving and discrete Poisson equations are also satisfied by the numerical
solutions. Numerical experiments of parametric instability are conducted to validate the
conservation properties and illustrate good long time behaviors of the numerical methods.

1 Introduction

Laser-plasma interaction is an important physical concept in the fields of inertial fusion confine-
ment and plasma based electron accelerator schemes, which include a lot of complex physical
processes when strong lasers are injected into plasmas. When the plasma density is very high
and particles are accelerated by the lasers to high speeds, the relativistic and quantum effects
(such as spin effects) are unignorable. There are extensive theoretical, experimental, and nu-
merical works about laser-plasma interactions. For example, in [1] the acceleration of electrons
in plasma by two counter-propagating laser pulses is discussed, and numerical simulations are
done for the interactions between spin-polarized electrons beams and strong laser pulses in [31].

Kinetic equations are adopted by the laser-plasma community for theoretical and numerical
explanations. As lasers usually propagate along fixed directions, the models with lower dimen-
sions reduced from three dimensional Vlasov—Maxwell equations can be used. In this spirit,
there are one and two dimensional reduced laser-plasma models proposed in the literature [5, 6],
in which the reduction relies on the conservation of the canonical momentums of particles.
There are a lot of existing theoretical and numerical works about these laser-plasma models,
such as [7, 8, 9], in which existences of mild and global solutions are proved, also an error
estimate result of a semi-Lagrangian method is given. To include spin effects, a set of kinetic
equations is introduced recently and detailed in [39, 40, 41]. And in [4] a structure-preserving
method for non-relativistic Vlasov—Maxwell equations with spin effects is introduced based on
the geometric structures proposed in [3, 2]. In this work, we focus on the fully relativistic case.

There are mainly two classes of methods for solving kinetic models in plasma physics, the grid
based methods and particle-in-cell methods [11, 12]. Grid based methods include for instances
semi-Lagrangian methods [13], discontinuous Galerkin methods [10], and so on. Grid based



methods do not suffer from numerical noises, however, when the dimension of phase-space and
the domain scale of simulation are very large, grid based methods are relatively costly. The
particle-in-cell methods are proposed to overcome the huge computational cost. Another reason
that we choose to use the particle-in-cell methods in this paper is that the spin variable is
defined on a unit sphere.

Our discretizations follow the recent trend of structure-preserving methods [16, 17|, which
have been proposed with the purpose of preserving the intrinsic properties inherited by the given
systems and thus have long term stability and accuracy. In plasma physics, some structure-
preserving methods [19, 20, 21, 22, 23, 24, 25, 4, 28] have been proposed for Vlasov type equa-
tions. In these works, space discretizations are done in the framework of finite element exterior
calculus [15] or discrete exterior calculus [33], after which (time-continuous) finite dimensional
Poisson systems (non-canonical Hamiltonian system) are derived. From [17], we know that the
only time discretization used to construct fully discrete structure-preserving methods for general
non-canonical Hamiltonian systems is the so-called Hamiltonian splitting method |30, 21|, which
requires each Hamiltonian subsystem explicitly solvable. However, for complicated Hamiltonian
systems, some subsystems can not be solved analytically. Therefore, constructing methods pre-
serving other theoretical properties, such as energy and constraints are meaningful for long time
simulations.

As for the energy-conserving methods, quadratic Hamiltonians can be conserved by the
usual midpoint rule or Crank-Nicolson method. For more complicated Hamiltonians, discrete
gradient methods [18] have been proposed, such as first order method in [36], second order
midpoint discrete gradient |[14], average vector field discrete gradient [37]|, and so on. All of
these discrete gradients would become midpoint rules for quadratic Hamiltonians, as pointed
out in [27], in which discrete gradient methods are used to construct energy conserving schemes
for non-relativistic Vlasov-Maxwell equations. Another way to construct energy-conserving
methods is the recently proposed so-called scalar auxiliary variable approach [26], by which an
equivalent new Hamiltonian could be conserved, while the original one is not.

For relativistic Vlasov—Maxwell equations, there have already been some works about energy-
conserving schemes in the literature, such as a quadratic conservative finite difference method [35];
a semi-implicit particle-in-cell method based on leap-frog and Crank-Nicolson methods [34];
a fully-implicit particle-in-cell method using implicit midpoint methods [415]; a discontinuous
Galerkin method [38]; an Eulerian conservative splitting scheme [2] based on Poisson structure
of the system, and so on.

In this work, two discrete gradients proposed in [36, 14| are used for the relativistic Vlasov—
Maxwell equations with spin effects. The advantages of the numerical methods constructed
in this work include: a) higher space accuracy can be obtained by increasing the degrees of
basis functions of finite element spaces; b) both first and second order accuracy in time can be
obtained; ¢) energies are conserved and discrete Poisson equations are satisfied by the numerical
solutions as well; (d) the schemes can be extended to three dimensional case directly.

The paper is organized as follows. In section 2, one and two dimensional laser-plasma models
are introduced. A Poisson bracket for the two dimensional case is proposed for the first time.
In section 3, phase space discretizations are described, and finite dimensional Poisson systems
with complicated (non-quadratic, non-separable) Hamiltonians are derived. In section 4, energy
conserving schemes are constructed using discrete gradients and Poisson splitting methods,
i.e., by splitting the Poisson matrices into several anti-symmetric parts. In section 5, two
numerical experiments are conducted to validate the codes, especially conservation properties
are demonstrated. Finally, we conclude this paper.



2 Laser plasma models with spin effects

In this section, we introduce the reduced fully relativistic laser-plasma models with spin effects,
which are derived based on the conservation of canonical momentums of particles in one and
two dimensional cases from the following three dimensional spin Vlasov—Maxwell model [4, 3].
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where f(x,p,s,t) is the distribution function of electrons, x = (z1,z2,23)" € R3 denotes

position, p = (p1,p2, p3) | € R? is momentum, s = (s1, 2, s3) | € R? is the spin variable, ¢ € R is
time, b is the normalized Planck constant, E(x,t) = (Ey, Fy, F3)" and B(x,t) = (By, By, B3)"
are the electro-magnetical fields, and v = /1 + |p|? is the relativistic factor. The Vlasov—
Maxwell system with spin effects (1) is a Hamiltonian system [3] with the Hamiltonian

H= /\/W—l) dxdpds + 1/yEy2dx+ /]B]de+h/s Bfdxdpds. (2)

2.1 One dimensional case

We assume that an electromagnetic wave is propagating in the longitudinal z; direction and
that all unknowns only depend on x; spatially. The longitudinal variable (z1, p;) will be simply
denoted by (z,p) for convenience in this subsection. Choosing the Coulomb gauge V - A = 0,
the vector potential A can be denoted as A = (0, A2, A3) =: (0,A ). Using E = —V¢ — J;A
with ¢ the scalar potential, and denoting E = (FE1, Es, F3) =: (E1,E, ), we then obtain E; =
—0,A | and F1 = —0,¢. As the system only depends on x; in space, we know that the second
and third components of canonical momentum p + A are conserved by particles’ equations, i.e.,
P2+ As, p3+ Az are both constants for each particle. Assuming po = —As, p3 = —As, we obtain
the following reduced one dimensional (1D) model,
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where f(z,p,s,t) is the distribution function, relativistic factor v is a function depending on

pand A, (z) as 7(p, AL (z)) = /1+p2 + A% and B = V x A = (0,—%,%)T. We
can see that ~ depends on both x and p, and is non-separable, which bring some difficulties
for constructing energy-conserving schemes. This reduced spin Vlasov—-Maxwell system (3)
possesses a non-canonical Poisson structure [4]. For any two functionals F and G depending on
the unknowns f, E, and A |, the Poisson bracket is
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(4)

where [h, glqp = 0yh0pg — 0,g0ph. The Hamiltonian functional, which is the sum of kinetic,
electric, magnetic and Zeeman (spin-dependent) energies, is

1
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RS R
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Then the reduced spin Vlasov-Maxwell system of equations (3) can be reformulated as

2
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where Z = (f, Fy, Es, E3, Ay, As). For the 1D model (3), periodic boundary condition for z in
a finite domain and vanishing boundary conditions for p € R and s € R? are considered. Initial
condition is Z(t = 0) = Zy = (fo, Eo, A1 ).

2.2 Two dimensional case

Similar to the one dimensional reduction, we consider an electromagnetic wave propagating in
the longitudinal x1, 2o direction and the system only depends on z1, o spatially, then ps + Ag is
conserved for each particle. Assuming ps = —As and combining with two dimensional reduced



Maxwell’s equations, we have the following reduced two dimensional (2D) model,
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where f(x,p,s,t) is the distribution function , x = (21,22)",p = (pl,pg) ,s € R Epp =

(E1,E5) ", and v is a function depending on p and Az(x) as v(p, A3(x)) = /1 + |p|*> + |43]2.
For the above model, we propose its Poisson bracket as
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where [h, glxp = Vxh - Vpg — Vg - Vph. With the following Hamiltonian,

= / (%1 +[p|? + [As]? — 1) fdsdpdx +h/s - Bfdsdpdx,
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the above 2D model (6) could be written as

where Z = (f, E, A3, B3). In the above equations, operators V, V',V x are defined as

Vf - (a$1fv arzf)—rvv—rf - (812f7 _8$1f)—rav xf= 8$1f? - 8xzfl~

Similar to 1D model (3), periodic boundary condition for x in a finite domain and vanishing
boundary conditions for p € R? and s € R? are considered. Initial condition is Z(t = 0) = Zy =

(fo, Eo, A3, Bs ).



3 Semi-discretization

In this section, we introduce the phase-space discretizations for the above two reduced models (3)
and (6) in the framework of finite element exterior calculus [15] and particle-in-cell methods,
after which two finite dimensional Hamiltonian systems are obtained.

3.1 One dimensional case

Following [23, 4, 32|, we discretize the components of the electromagnetic fields differently.
Specifically we consider Es, E3, Ao, A3 as 0-forms and Ey, By, B3 as 1-forms, which are dis-
cretized in finite element spaces Vy C H' and V; C L?, respectively. There exists a commuting
diagram (9) for the involved functional spaces in one dimensional case, between continuous
spaces in the upper line and discrete subspaces in the lower line. The projectors IIy and II;
must be constructed or chosen carefully in order to assure the diagram to be commuting, such
as the quasi-inter/histopolation detailed in [32].

d
H' — = 2

J d J (9)

%d—7>‘/i

In the following, the basis functions of B-splines [29] with periodic boundary condition are
presented, readers could refer to |32, 24| for the cases with other boundary conditions. The knot
vector {z; }o<i<m+2p is generated from a uniform partition of the domain [0, L] into M parts of
equal length Az = L/M and periodic extension at the boundaries:

{zi}o<icmyop = {—qAz, - ,—Ax,0,Az,2Ax,--- L — Az, L, L + Azx,--- , L+ gAx}. (10)

q terms M+1 terms q terms

The i-th B-spline N/ of degree ¢ is then recursively defined by

-1 1 Tr — T
Ni (@) = w{(@)N]" () + (1 = wfyy (@) Niy (2),  wi(@) = ———,
Litq — T4
1, x € [ziTit1)
NO = ) 1y L1411/,
P (@) { 0, else,
and we can find that the support of N7 is [z, -+, Zi1q41). An important property of B-splines
is that derivative of a B-spline is given by
dNy __ q Nl 9 el pa-l pa-l
dr  ®ipg—x " Titqr1 — Tip1 1 1 v

where Df_l is the i-th D spline of degree q — 1.
The basis functions of Vy, V1 are chosen as

A’ = (N§, - NI

T
nN—l)
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where ny and np denote the number of distinct B-splines and D-splines respectively. Note that
Dq__l1 = D%Z_i 41 = 0on [0, L] from the definition of Df_l, so we remove these two splines from
the space of D-splines. In case of periodic splines, the last g (resp. ¢— 1 in case of the D-splines)



splines are the same as the first ¢ (resp. ¢ — 1) splines. Thus ignoring the last ¢ (resp. ¢ — 1 in
case of the D-splines), we have
ny =M, np=nn.

It is worth to mention that for other boundary condition cases ny # np as detailed in [32].
From the definition of A% and A!, it is followed that

d
@(AO)T — (AI)TG’ Ge RTLDX”N’
where G is the matrix corresponding to the derivative operator.

The approximations of components of the electric field and magnetic potential are [13, 23]

np—1 ny—1
Eyp(t, ) Z e1;(t) DI (x) = (AN er, Ep(t.z) = > e ()N () = (A%) ey, i € {2,3},
Jj= 7=0
TLN—l
Aip(t,z) = > aij(O)NP () = (A°)Tay, i€ {2,3}.
j=0

Recall that EJ_ = (Eg, Eg)T and AJ_ = (AQ,Ag)T, then
EJ_}h(t, x) = (AO)Tegél + (AO)TegéQ, AJ_yh(t, .%') = (AO)Tagél + (AO)Ta3é2,

where &, is the unit vector in z, direction, 1 € {1,2}.
The distribution function f(¢,x,p,s) is discretized as the sum of finite number of particles
with constant weights, i.e.,

Np—1
f(t,a;p, S) ~ fh(t,x,p, S) = Z Wa5($ - xa(t))é(p - pa(t))é(s - Sa(t))v (11)
a=0
where N, is the total particle number, wq, T4, pq, and s, denote the weight, the position, the
momentum, and the spin coordinates of a-th (0 < a < N,,) particle, respectively.

We introduce the following vectors and matrices before the presentations of discrete Poisson
bracket and Hamiltonian.

X = ($07 T 7pr—1)T € RNP , P:= (p07 T 7pr—1)T € RNP 5

Si = (So,ia"' )SNp—l,i)T7 1€ {17273} € RNP)

S := (s0,1,50,2,503," " - 781\717—1,1,6>’z\fp—1,2,8]\@,—1,3)T € R¥Vr
o(X) = (Nf(ﬂfa))oga<Np,0§i<nN € RNpxnw |
1(X) = (Dg_l(%))oga<NP,ogi<nD e RNpxnD

W= diag(w(b T ,UJNp_l) € RNpXNp)

1 0 Sa,3 —Sa,2

S:= diag(So, s ,SNp_l) c R3N”X3NP, S, = — —3Sa,3 0 Sa,1 R

Wa
Sa,2 —Sa,l 0

L L
Mo :_/0 A%2)(A%()) T da € RPV<Y My ;_/0 A (@)(A} ()T dz € RroXmD
(12)



Mo, M; are called mass matrices of Vp, V7, respectively. By discretizing the Poisson bracket (4)
using discrete functional derivatives as in [1], we have the following discrete Poisson bracket.

{F,G} = (VuF) " J(w)V,G, (13)

where u = (X7, PT,ST e/, eJ, el, a;r, a] )" and the matrix J(u) is defined by

0 w1 0 0 0 0 0 0
—w-! 0 0 (X)M' o 0 0 o0
0 0 %S 0 0 0 0 0
m—1 T
Iu)= 0 Mt (X)T 0 0 0 0 91 0 (14)
0 0 0 0 0 o M?' o
0 0 0 0 0 0 0 M!
0 0 0 0 -M;t 0 0 ©
0 0 0 0 o -M;" o o
With the notations (12), Hamiltonian (2) is discretized as
NP
=3 w1482 + A La(e)? — 1)~ hag G 1(X) WS, +hajGT 1(X)TWS;, -
- 15

1 1 1
+ 2e1 M1e1 + 2e2 M062 + 2e3 Moeg + a GTMlGag + 2a GTMlGag,

where the first term is the kinetic energy of particles. From the discrete Poisson bracket (13)-(14)
and the discrete Hamiltonian (15), the equations after semi-discretization read as

u={u H} =J(u)VyH, u(t=0)=uy, (16)

3.2 Two dimensional case

In the two dimensional case, we regard As, F3 as O-forms, Es as a 1-form, Bs as a 2-form.
The finite element spaces Vj, V1, Vo and projectors Iy, I11, Il are chosen to make the following
diagram commute [32],

H'—— Y s H(curl) —% 12

m| Jm Jm

VoV sV

In the following, we describe the discretization of the two dimensional case with periodic
boundary condition. We assume a set of uniform grids on spatial domain [0, L;] x [0, L] with
Az; = L;/M;,i =1,2. Similar to one dimensional case, we introduce the B-splines and D-splines
in each direction,

N¥(z;), 0<i<niy—1, D Mx;), 0<i<nh—1, j=1,2 (17)



By the tensor products of B-splines, we have the following sets of functions, which are used to
build basis functions of finite element spaces.

{AZO(X) :Npl(xl)sz(xQ) NO :nJIVn%V’ Z:n?vll—i-lg

A%,i(") = Dpl ! xl)Nm(%) Nll = n})n?\,, 1= n?\]h + 19,
A%,i(x) Npl( )ng ( 2), N21 = n}VTLZD, i:nZDil + i9.

{A?(X) = Nﬁrl(xl)]\fgr (), N2?= nan%), 1= nQDil + 9.

Then we have the following four finite element spaces and approximations of field unknowns [43,

23]

Vo :=span{A?0 <i < N},

A, 0
i { (4. ()

A3 h = vaooil as ZAO = (AO)Ta3,
2 7 NO— 0 _ (AO\T
E37h = Zz 0 63 ZA (A ) €3,

] 9 Nj-1
0<i<N} - T
. ! 3 B = Z Z e12,5il\; ;€ = (A7) e,

0<i< N, — £
j=1 =0
Nl -1
\ AL, 0\ |0<i<N} 2 . o
V1= span {( S) ’ (A% ) 0<i<nl[ 2Bie= 2 Z; biajils-;i; = (A") buz,
’ J= 1=
N2-1
Vo :=span{A?|0 < i < N2}, 5Bsp= Y bgiA] = (A% b,
=0
(18)

where €; is the unit vector in x; direction, j € {1,2}. The matrices of linear operators V, Vx,
and VT are denoted as G, C, and G, with sizes N1 x N0, N2 x N1, Nt x N9 respectively, where
N' = N{+NJ}. Next we introduce some notations used for the presentations of discrete Poisson



bracket and Hamiltonian with a slight abuse of notations with (12).

._ T _ 2N,
X := (w01, " ,ZN,~1,1,702, " ,TN,~1,2) €R*"

;
P = (po1, " sPN,—1,1,P0,2: " s PN,—1,2) € R*P
Si = (S04, »sn,—14) | (i€ {1,2,3}) €RM™, S15:=(S{,8])" € R*,
S = (s0,1,50,2,503," " ,81\/,,7171,SNP,LQ,5]\/}7,1,3)T e R3NVr
0(X) := (AY(xa) Joza< Ny 0zicny € RN 2(X) 1= (A2 (Xa)oza<n 0zicnp € RN,

1
Pu(H) := (Ai,i(xa))oga<NP,ogi<Nﬁ (n e {1,2}) € RN»>Nu |

1(X) := diag(P1, Py) € RN (X)) := diag(P2, Py) € R¥V»N" |

W := diag(wo, -+ ,wn,—1) € RNp X Np
1 0 Sa,3 —Sa,2

S= di&g(SO, T Jszfl) € RBNPXSNP7 Sa =— 1 —Sa3 0 Sa,1 ) 0<a< Np7
Wa

Sa,2 —Sa,1 0
. 1 0 Bs h(xq)
p_ p b 2N, x2N, p_ L 3,h(Xa <
S = diag(Sy, -~ Sy,) €R » Sa Wa <_BB,h(Xa) 0 > » 0sa <Ny

L L
Mo :=/ A%@)(A%(@)) T dz € RV My :=/ Al(z) - (A (2))T dw € RVN,
0 0

L L
My := /O A%(2)(A%(2))T dz e RNV M, = /0 A*(z) - (A*(z))T dz € RV XN,

(19)
Mo, M1, M2, M, are called mass matrices of Vg, Vi, Vo, V|¥, respectively. Distribution function is
discretized as the sum of N, particles with constant weights as (11). By discretizing functional
derivatives (see in appendix 7.1) in (7), we get the following discrete Poisson bracket

{F,G} = (VoF)" J(u)V,G, (20)
where u = (X7, PT ST e/,,bJ,e],al)" and the matrix J(u) is defined by
0 w-t 0 0 0 0 0
—w-1 sP 0 (X)M* 0 0 0
0 0 %S 0 0 0 0
Jw=| o M (X)T o0 0 M{lcT o 0 (21)
0 0 0 —Ccm! 0 0 0
0 0 0 0 0 0 M!
0 0 0 0 o -M' o

Hamiltonian (8) is discretized as

NP
1 1 1
H(u) = Zwa(ﬁ + [Pal? + [As(xa)|? = 1) + 5b Mabs + SelMiers + e Moes )
a=1

1
+§aTGIM*G*a3+ba3TGI L(X)TWS15 +5b; o(X) WS3,
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where the first term is the kinetic energy of particles. With (20) and (22), we obtain a time-
continuous finite dimensional Hamiltonian system

u={u,H} =3(u)VuH, u(t=0)=nuy. (23)

4 Time discretization

In this section, we introduce the time discretizations for (16) and (23). For general Hamilto-
nian systems, there is a method called Hamiltonian splitting, which can preserve the geometric
structures and show very good long time behaviors [17]. This method requires all the Hamilto-
nian subsystems explicitly solvable, such as [23]. However, this is not true for our Hamiltonian
systems (16) and (23). The difficulty comes from the kinetic energy parts in Hamiltonians (15)
and (22), which give non-solvable subsystems.

Alternatively, we use Poisson splittings (to split the Poisson matrix and obtain several sub-
systems as [27]) combined with discrete gradient methods to our time continuous finite dimen-
sional Hamiltonian systems. The proposed schemes are energy-conserving and the numerical
solutions satisfy the discrete Poisson equations. In the following sections, At is the uniform time
step size, approximate solutions of unknowns u at nAt are denoted by u™ and unts = “n%“nﬂ
Discrete gradient method For the following conservative ordinary equations with an invariant
H(u),

u=JuVH(u), Ju)' =-3(u), ueR" (24)

VH(u",u™!) is called a discrete gradient [14] for time step [tp, tn11], if
(un-i-l _ un)TﬁH(urn un—f—l) — H(un+1) _ H(un)

With the help of the discrete gradient, we obtain the following energy conserving scheme,
un+1 —u” B B
T — J(un7 u"H)VH(u", un+1)’

where J(u”,u"*1!) is any anti-symmetric approximation of J(u), such as midpoint approxima-
tion J(“n%“n“) In subsections 4.1 and 4.2, first order discrete gradient proposed in [30] is
applied for the above one and two dimensional models (16) (23), respectively. In subsection 4.3,

second order midpoint discrete gradient proposed in [14] is also considered.

4.1 One dimensional case

For (16), we firstly split the matrix (14) into following three parts,

00 O O
B 0 o M' o oo 0
Jl(u)_ O 0 0 0 Mal ; J2(u)_ 00 %S )

-M;t 0 0 o O
o -M;" o o
0 w1 0 0
—w-! 0 0 (X)M? O
J3(u)=1] 0 0 0 0
0 M X)T o 0

11



Then we have three corresponding subsystems,
u=J1(0)VuH, ,u=J2(u)VyH, u=Jd3(u)VyH.

Subsystem I The first subsystem u = J;(u)V,H about (eg,es, ag, a3) is

= M;! A°(z4)Agp, + G MiGas | +5MIGT (X)) TWSs,
Z\/1+pa+|AL(xa)| (za) A2, 0 (X)

é3 =Mt A%(z,) A3, + G MiGag | —pM; G (X)TWS,,
’ Z\/l‘i‘pa"i_‘AJ_(xa)’ (ra) s ’ )

élQ = —eq, ég — —es.

With the discrete gradients introduced in [36], we have

_ nt+l _ nt+i
VezH = M082 2, ve3H = M0e3 2,

(A5 (@) + Ag, (a) A (22) T
Va, H = Z WAT;W))M(prﬁh(xn)) +G "MGay 7 +5GT (X") WSy,
A”“( a) + A5, (g )) O(z3) ntl N N
Vaaﬂ Z pn A’n+1<xn)) o ( (xn)) +GTMlGE‘?)Jr2 _hGT 1(X )TWS27

and the following scheme,

€2 A; % MgV, H, 2 At_ %S Mg Ve, H,
+1 n n+1 n
ay’ " —aj -1 a;  —aj S
= My Ve, = My Ve H

Substituting the above last two equations into the first two equations gives
At 1 el — At? 1 T T T
Mo + —G M;G Mo — —G M:G | ey + AtG'M;Gay + AthG' 1(X") WS3

N Atz wa (A3 (@) + AR () AO ()
iy pa,Aﬁl(fBQ)) +(pz, AT ()

At? At?
(MO + —GTM G> ntl — <|v| — —te MlG> el + AtG'M;Gal — AthG™ 1(X"™)TWS,

¢ ar3E A ) 4, o)A
=, AT () + (o, AT ()

)

(25)

where on the right side Agﬁl, An+1 are represented with e2,eghLl e3,egJrl using the equation
n+1_ n n+1 n+1_ n+1

~ 2 — _% +§ ! x5 a8 _ % To solve the above scheme about enJrl g“,

a fixed point iteration method is used with a pre-conditioner My L computed by fast Fourler
transformation as Mg is circulant. During each iteration, a loop of all the particles is required
to compute the terms containing A”‘H( 2),0 < a < N, on the right hand side of (25). The
solution map from n-th to (n + 1)-th time step is denoted as Dls,03(AL).
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Subsystem II The second subsystem 1 = Jo(u)VyH about S is

S = ;SVSH.

As Hamiltonian depends on S linearly, discrete gradient for S is just usual gradient, i.e., VgH =
VsH. For the a-th particle, we have

éa,l 0 Y, Z, Sa,1
Sa=1|%a2]|=|-Ya 0 0| |Ssa2]| =7aSa, (26)
$a73 —XLg 0 0 Sa,3

where Y, = (aj™)TGTA'(27), Z, = (a}t")TGTA(27). The Rodrigues’ formula gives the
following explicit solution for (26)

SZ+1 = exp(Atﬁa)sa(t”) = I + T’l“a + =
a

. 2
sin(Atr, ) 1(811(%”“)) s e

where r, = (0, Z,, —Ya)T € R3, and I is the 3 x 3 identity matrix. The solution map from n-th

to (n + 1)-th time step is denoted as ®7(At).
Subsystem III The third subsystem u = J3(u)VyH about variables z4,pq,€1,0 < a < N, is

. Pa
T = 5
Y(Pa, AL n(xa))
A a)” azA a a a
Pa = Evp(za) — Lh() Ln(Ta) 05§02 As j(24) + 95802 Ag p(z4), 0 < a < N,

’7(pa7 Ay h(ma))
__m-1 WaPa A )
M Z Y (Pas AL n( %))

With the following discrete gradients,

n n ATl (ngrl)—A” (z3)
(Aj_h( +1)—|—A ( )) . ( L.h (gcg“_g;gl)ﬁ )

v(pp, A%, (x "“)) +y(pp, AT, (27))
(%A:#( o) - azA’;j;l(xz)) i

xg+1

waH = Wq

n+1
+ wabsg nt1
Lq —

(azAZWW - MZWZ))
— :LATL xg ?
- po+pit!
Vp H =w

p ‘l,y(pa’AlH;ll( n+1))_’_,y( n+1 Az+hl( n-i-l))

1

?eIH = Mlel 2,

13



the scheme for this subsystem reads

T 1
gttt —ap P +vat

At v, AT (i) + et AT (@)

n+1 " n+1 A’IJ’L_+1 n+1) An+1( )
anrl ol 1 /tn+1 ( ( )) n+7 (AL h (‘rn+ ) + AL h (mn)) : = RS S
Pa  Fa = - 1 X dre ’ oy n n &

At At ! 7(pa7 AL+h1( +1)) + 7(p:117 AL—”—hl (1’3))

pst (@A’;f(xz“) - M;M)) st (61143,#@3“) - axA’;,#(xm)

.’L'ZH_l — a,z .’EZH—I o
n+1
b——M 12 /t )T drw p +pntt
- a
At At n ,7( A1J1_+h1( n+1))+,y( n+1 Aq}_+h1( n—‘rl))

where the time-continuous trajectory is defined as

:L,nJrl — "

Ta(r) = 25 + (T =)=, TERT], 0<a <N,

The solution map from n-th to (n + 1)-th time step is denoted as @7, (At).
n (@a ™) -ATE (@3) Oz AT (™) —0: AT (27)

A"
Remark 1. When x7 is very close to xn1, —£& S and T
—xn Th

_:L-;fll
are in the forms of %, which could be avoided by

AT @) - AT () o, Ane1 (T 2 AT (@) — OATY @) g
antl —gn ~ Lk 2 ’ aptt —gn T e LR 2 '
Remark 2. The discrete Poisson equation G'Myey(t) = — o(X) W1y, is preserved. In fact,
multiplying GTMy from left with the scheme about e1, we have
tn+1
dze(7)
G'M =G 'Me! —G' / d <
et el Z 7))dTw, o

tn+1

—GTMyel — Z / Ta(7))wadr,
tm
=G Mel — O(Xn+1)Tw1Np + o(X™") Wiy,

where 1y, is the vector of size N, composed of 1. Then, the discrete Poisson equation (weak
formulation) G™Myey(t) = — o(X)"W1y, is always satisfied by the numerical solution if it holds
matially.

Then using the following Lie splitting [17] gives us the first order approximate solution
of (16),

P(u") = iy (A1) P (AL)PLoz,03(At)U™. (28)

14



4.2 Two dimensional case

For (23), we firstly split the matrix (21) into the following four parts,

O 0 MTICT 0 o
‘Jl(u)_ O 0 M(]l ) ‘J2(u)_ O —CMl_l 0 00 )
-M7t 0 0 0 00
0 0 00
00 0 0 w1 0 0
—w-1 0 0 XM
J _|9os 0 O J = 0 0 0 1(0) ' O
3(u)_ 0 0 S ) 4(“)_
o —M' X" o 0

Then we have four corresponding subsystems,
u=J1(u0)VuH, ,u=JJ2(u)VuyH, u=J3(u)VyH, u=J4u)V,H.
Subsystem I The first subsystem u = J;(u)VyH is

ag = —eg,
Ag}h(xa)AO(xa) (29)
Y(Pas A3(Xa))

€3 =My ' Va, H = My! (GIML*G*ag +5G, *(X)TWSH) MY w,
a

With the discrete gradients about e3 and ags,

(A5, (xi) + Ay (x2)) A%(xa)

= nt3 & T Nty AT ny T
Ve, H = Moer 72, Vo H = G My ,Goal T2 45GT L (X")TWST, :
- o ™ e R Z v(pl, Af, (xi) + (Pl A5 (x3))

we have the following scheme,

agt —af e}
At 3
en+1 en 3 +l
% Vi (GIML*G*ag‘ 243G *(X")TWS’f2>

Y (Ag,(x2) + AZE () A°(x)
0 (P A (x2)) + 7 (Pl A3 (x2)

After substituting the above first equation into the second one, we get
AL oy et = At? ot n T n T nyT
Mo + —G M..G. Mo — —G M.G. ) ey + AtG, M,G,a5 + HALG, (X") WS,
(A7, (x7) + AT (x7)) A0 (xP
—i—AtZ 3hn a) 3,h (xz)) n+(1 ) 7
Y(P%, Az, (x2)) + v(PEs Ay, (x2))

(30)

n+1 n
; = n+l - . ; et s ; a3 —a3 __
where on the right side A3,h is represented with ey,e;™ " using the equation A7 =

n n+1
—% Similarly, the fixed point iteration method is used to solve the above equation

15



about e”+1 with the inverse of My as a pre-conditioner. In each iteration, a loop of all the
partlcles is required to compute the terms related with particles. The solution map from n-th
to (n + 1)-th time step is denoted as ®75,5(At).

Subsystem II The second subsystem 1 = Jo(u)VyH is

eio =M 'CTVi, H =M 'CT (Mybs 4+ 2(X)TWS;3) .
53 = —CM1_1V912H = —C612.

With the discrete gradients about ejo and bg,
= nty o ntg T
Ve, H=Me,,?, Vp,H=Mb; ?+h o(X") WSj,

we have the following scheme,

n+1 _an
22wyt <|v| by 4 (X")Twsg> ,

ngrl _ bn B
At

(32)

n42
= —Cey 2,

from which we get

At? T n+1 At T T T n\ T n
M1—|——C M>C M1 —7C M>C 612—|—Atc MQb + AthC 2(X ) WS3.

(33)
Again, as M; is circulant, a fixed point iteration method is used to solve above equation with
the inverse of M; as a pre-conditioner by fast Fourier transformation. The solution map from
n-th to (n + 1)-th time step is denoted as ®7,,,5(At).
Subsystem III The third subsystem 0 = J3(u)VyH is

) pm?BgIl(Xa) Pa1By T (%) T
Pa = y )

oo BT 2P AT Gy ¢ T X BTGl 0@ <Ny (3
as 37}1 a as

As |pa|? is conserved by this subsystem, the velocity and spin variables can be solved exactly
using Rodrigues’ formula as (27), and naturally energy is conserved. The solution map from
n-th to (n + 1)-th time step is denoted as @ (At).

Subsystem IV The final subsystem 0 = J4(u)VyH about X, pa, €12 is

B Pa
\/1 + pal? + ’AZ(Xa)P’
A3,h(xa)va3,h(Xa)
Y(Pas Az n(Xa))

- bsgc ( x1x2A3(XG)> ax2A3(Xa))T + bsg (851‘43(}(&)7 6x1x2A3(th))T - IJS% (a:m B3(Xa)v asz3(Xa))T )

pa = E12,h(xa) -

Np
. _ _m—1 Pq
B2 = ;Al(xa)wav(pa,flah(xa))'

(35)
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With the discrete gradients about x4, pq, €12,

1
(xTIL,Jg 793711,11)

n+1l/,n+1 n+1
A3 h (Xa ) + A3 h (Xa ) ntl__ n
5 ’ (IQ,a xQ,a)

1 1 1 1 1 1 1 1
”)) : (Agi @ s )AL elamss) AsE e, ms)—AGE (00 7h)

y

V1 P22+ [AGT B P + /1 + ol + A5 4 (xn) 2

n+1 n ) n+1 n
Lia ~—Tla Loog —Tog

n+1l/ n+1 n+1 n+l/ n n+1 n+l/ n n+1 n+l/ n n T
<8yA3,h (xl,a » L2 g )_8yA3,h (:Ul,a’xZ,a ) 8yA3,h (:Ul,me,a )_ayA&h (%,m%,a))
b

n+1 n ) n+1 n
Lia ~Tla Loag — Lo

1 1 1 1 1 1 1 1 T
(B;?,Z (5t ynt) = By (et oy ) By (o, 25 8") — By (w?,m:v’ia)>
)

J’Jlb,—gl - lel,a ’ x;,—gl - xg,a

= P, + pZH = n+i
Ve, H=w , Ve,,H =Me, ?

’ “pn, A, o) + (P AL, i) v
we have the following scheme,
Xn+1 —_xn pn + pn+1

a a a a

- )
At y(p, AR ) + (et A ()

’I’L-‘rl n tn+1 1

a — Pq 1 1 T n+3 1 -
=2 = A(x dre;, 2 — —Vy H,

= W) Tarel - 0y,
Np—1 n41

en+1 PN P 1 t n n+1

= A = - _Ml_l Z K Al(Xa(T))dTwa n n+1 n+f)a +pa n+1 n+1/,n+1\\"

{ 22 At Sy (P, AL e ) +(pa T A ()
where the time-continuous trajectory is defined as
xn+1 —xn
Xo(T) = X" + (1 — t”)%, e [t"t"M], 0<a< N,

Similar to remark 2, we can also prove discrete Poisson equation is satisfied by the numerical
solution. The solution map from n-th to (n + 1)-th time step is denoted as @715 (At).
Then using the Lie splitting [17] gives us the first order approximate solution of (23),

D(u") = @10 (AL) P (AL) B3 (A1) Prse3(AL)U™. (36)

4.3 Higher order discrete gradient methods

Other discrete gradients such as second order average vector field methods [37], and midpoint
discrete gradient |14] can also be chosen. For our models (16) and (23), since there are square
root functions in the Hamiltonians (15) and (22), the average vector field methods require
sufficient quadrature points to conserve the energies at the levels of quadrature errors (not
exactly) as in [12]. In the following we apply the second order midpoint discrete gradient [14]
to the above two dimensional system (23) as an example. One dimensional system (16) can be
discretized in time in a similar way.
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For the conservative equation (24), midpoint discrete gradient is

B n n+1 Hun+1 — H(u™ —VHM . un+1_un
VH(un7un+1) — VH (ll +211 >+ ( ) ( )|un+1 _( un’22 ) ( )
(37)
When applying midpoint discrete gradient to (23) directly, all components of u are coupled
by some nonlinear terms due to the square root function in Hamiltonian (22) and the term
lu" ™! —u"|2 in (37), thus the nonlinear iterations are needed. However, using midpoint discrete
gradient to the four subsystems (29), (31), (34), and (35) after Poisson splitting makes the
computations more efficient. Next we present the discretizations of two subsystems (29) and
(35).
Subsystem I The midpoint discrete gradients about (es, a3) are

_ +l
VesH = Moeg 2 4 C’ea(eg+1 —e3),

_ 1
VasH = Va, H(ay 2) + Ceq(alt! — af),

n+l _ntl " oan fter 1 aftal ™l o,
H(ez™ ,az" ) —H(ey,ay)—Veg H(—=—5>—)(e3" —ef)—Vag H(——5"—)(ag" —a3)

. Then we
e T —ep 2 +|ag T —ay |2

where C,, =

have the following scheme,

n+1 n
as — ag

At

n+1 n
€3 — €3

= —M;'Ve, H, s

=My ' Va, H.

The solution map from n-th to (n + 1)-th time step is denoted as @Zézgd(At).

Subsystem II As Hamiltonian (22) depends on ez, bs quadratically, the scheme by using
midpoint discrete gradient is the same as (32).

Subsystem IIT This subsystem is the same as (34) which can be solved analytically.
Subsystem IV The midpoint discrete gradients about (X, P, e12) are

_ 1 1

Vx,H = V,<GH(>CZL—~_2 , pZ+2) + Cxpe(xg"'l - Xy),
_ _|_l +l

Vp.H = VpaH(XZ %, pZ °)+ Czpe(PZ+1 - pZ),
_ 11

Ve H = Mie)y * + Cope(eff ! — efy),

+1 +1
here O — HOCTLPM L@l ) - H (X PP efy) — Ve H(XTEE— EPERE— ) (XX Pt —Pr)
wiher Tpe — |X7L+17Xn‘2+|Pn+17Pn|2+‘e717«;-17e?2|2

. Then

we have the following scheme,

xnHl xn 12
——— = —Vp.H
At wa p(l 9
n+1
i A S L VAR R S
A7 =), (A" (x4(7)) drVenH wavxaH,
en+1 _en prl 1 tnt1 B
HR oMY 5 A a(drVp.A,
a=0

where the time-continuous trajectory is defined as
Xn—i—l —xn

Xo(T) = %) + (T — t”)%, TE [t”,t”“], 1<a<N,.
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The solution map from n-th to (n 4 1)-th time step is denoted as CIDZI’::S(At).

Finally using Strang splitting [17] gives the second order accuracy in time,

iq, At At At ; At At iq, At
n n,mid n n n,mid n n n,mid n
P(u") = (DmpeIQ(?)(I)ps(?) e12b3(7)q’ega3 (At) 612b3<?)®p5(7)q>$p612(7)u . (38)

5 Numerical experiments

In this section, we firstly check the time accuracy orders of the first and second order discrete
gradient methods and the performances of the pre-conditioners mentioned in section 4. Then
some numerical experiments are conducted for one and two dimensional relativistic Vlasov—
Maxwell systems. In both cases, energy errors are at the level of iteration tolerances, also
we verify that discrete Poisson equations are satisfied by the numerical solutions numerically.
Moreover, numerical growth rates of some Fourier modes and numerical dispersion relations
are compared with the analytical results. Some contour plots of the distribution functions are
shown to illustrate the vortex structures appeared in the processes of laser plasma interactions.

5.1 Accuracy and performance

As for the time accuracy, we check the convergence results of the first and second order discrete
gradient methods (36) and (38) for the two dimensional case. Reference solutions are obtained
by using sufficiently small step sizes. We can see that in Table. 1 and 2, the convergence orders
of particle related energy, electric energy, and magnetic energy are all around one and two,
respectively. As for the performances of pre-conditioners, we compare the iteration numbers
needed for solving the linear systems (25), (30), and (33) of the cases with and without pre-
conditioners, in which the same randomly generated right hand values are used. The results
of comparisons are listed in Table. 3, we find that the pre-conditioners are quite efficient and
robust.

At particle related energy (order) electric energy (order) magnetic energy (order)
0.001 2.60 x 107° 1.85 x 1077 2.58 x 107°
0.0005 1.29 x 107° (1.01) 6.95 x 1078 (1.22) 1.28 x 107°(1.01)

0.00025 6.38 x 1076 (1.01) 2.88 x 1078(1.22) 6.36 x 1076 (1.01)
0.000125 3.13 x 1079 (1.02) 1.27 x 1078 (1.13) 3.11 x 1079 (1.02)

Table 1: Time accuracy order: first order discrete gradient method (36).

At particle related energy (order) electric energy (order) magnetic energy (order)
0.01 4.32 x 1073 4.02 x 1073 2.98 x 1074
0.005 1.11 x 1073 (1.95) 1.03 x 1073 (1.95) 7.7 x 1075 (1.94)
0.0025 2.77 x 10~* (2.00) 2.58 x 10™* (2.00) 1.94 x 107° (1.98)
0.00125 6.86 x 1075 (2.19) 6.38 x 1075 (2.02) 4.79 x 1075 (2.03)
0.000625 1.63 x 1076 (2.10) 1.52 x 107 (2.10) 1.14 x 079 (2.10)

Table 2: Time accuracy order: second order discrete gradient method (38).
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Equations with pre-conditioner without pre-conditioner

(25) 7 56
(30) 7 228
(33) 7 202

Table 3: Performances of pre-conditioners: time step size is At = 0.01, one dimensional
grids are 128, two dimensional grids are 128 x 64.

5.2 One dimensional test

For this one dimensional model, we conduct the so-called parametric instability [5] without and
with spin effects. The initial distribution function is chosen as a homogeneous Maxwellian with
low temperature expressed as

1 p? )
z,p) = exp| —== |, T =3/51L. 39
fol@,p) = —o=exp ( 5T / (39)
Initial consistent electrostatic electric field, i.e., Ey is Ej o(z) = 0. Scaled Planck constant is set
as 0. Initially, the laser in transverse directions is

Eso(x) = —Egcos(kz), E3o(x) = —Egsin(kx), Az o(z) = —Epsin(kx), Az o(z) = Eo cos(kx),
(40)
with a wavenumber k& = 1/4/2 and amplitude Ey = /3, from which we can calculate out
the time frequency wy of the laser equals 1 by the dimensionless dispersion relation w3 =

/\/@ + k2 [6]. The domain of the simulation is [0, 27], time step size is At = 0.02, cell

number in space is 128, total particle number is 10°, the degree of B-spline in (10) is 3, and
Lie-Trotter splitting (28) is used, and iteration tolerances are set as 10712,

The time evolutions of relative energy error and Poisson equation error are plotted in Fig. 1.
We can see that both the errors are very small, and have no obvious growth with time. In
Fig. 2, we compare the numerical growth rates of the second Fourier mode of F; and FEs with
analytical rates (red lines) 5], which fit in well and validate the code. We also plot the contour
plots of distribution functions at time ¢ = 10,40 in Fig. 3, and there are two vortex structures
due to the laser plasma interactions and particle trapping

In order to check the dispersion relation w? = + k2 of circularly polarized elec-

v/ 1+E2
tromagnetic waves numerically, we use the following initial values of electromagnetic fields in
transverse direction, i.e.,

6 6
Ezo(z) = —Eo Zcos(ikx), Eso(z) = —Eo Zsin(ikx),Ag’o( )= —FEo Zsm (ikx), As,o(xz) = Eo Zcos (ikx).
i=1 i=1 =1
The numerical and analytical dispersion relations are quite close, which are presented in Fig. 4.
Next we include spin effects by setting h = 0.1. The same computational parameters and
initial conditions for the fields (40) are chosen, but a different initial distribution function is

used, i.e.,
2

1 P T
exp(—=—)d(s—(0,0,1)"), T =3/511.
g P gp)ils = (0,0.1)7), T=3/
We can see that the spin vectors of all the particles are pointing at the (0,0, 1) direction, i.e.,
there is a polarization for the spin in the plasmas initially. From Fig. 5, we see that the energy

fo(z,p,s) =
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10.018=13 relative energy error 1.00.le=12 Poisson equation error
7.5 0.75
5.0 0.50
2.5 0.25
0.0 0.00 -
—2.5 -0.25
-5.0 -0.50
=75 -0.75
0TS 0 15 20 25 30 %0 5 10 15 20 25 30
time time

Figure 1: 1D without spin: time evolutions of relative energy error and poisson equation
error.

|Ex(2K)] , |E2(2K)] _
10? 0.409 0.32
° m
1
10 100 A
|7
4 -1
100 / 10
10-2
1071 «
I
1072 / 104
0 5 10 15 20 25 30 0 5 10 15 20 25 30
time time

Figure 2: 1D without spin: time evolutions of the amplitudes of the second Fourier mode of
E1 and EQ.

t=14

Figure 3: 1D without spin: contour plots of (z,p) at ¢t = 10, 40.
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Figure 4: 1D without spin: comparison of numerical dispersion relation with analytical one.

error and poisson equation error are quite small and have no obvious growth with time. In
Fig. 6, time evolutions of spin momentum S, = [ spfdsdpdz and S, = [ s3fdsdpdx at y and =z
directions are plotted, we find that the momenta oscillate with time and decay to zero finally,
which are similar to the results of non-relativistic case in [4]. The oscillatory behavior can be
explained approximately from the equations of spin vector of each particle § = s x B. The
reason of the decays of Sy and S, in Fig. 6 is that the polarization of spin are destroyed by a
combination of thermal effects and the parametric instability (including Raman instability) [4].

1.001e=12 relative energy error 1.00.le-11 Poisson equation error
0.75 0.75
0.50 0.50
0.25 0.25
0.00 N R SNl 0.00 s e i
-0.25 -0.25
-0.50 -0.50
-0.75 -0.75
—1.0075 10 20 30 a0 1005 10 20 30 40
time time

Figure 5: 1D with spin: time evolutions of relative energy error and poisson equation error.

5.3 Two dimensional test
For the two dimensional system, we choose the following initial condition,
1 pi p2 + Az (x)|?
)= Ly sy (1) e (Y,
Ty vy vy

where E(x) = (0, Egcos(kox1), Eosin(kox1)), As(x) = —5—3 cos(kox), Aa(x) = g—gsin(kzoxl),
Bs(x) = 2 Eycos(kox1), ko = \/§ domain is [0, #Z] x [0, %}, v2 = 0.001, k, = 0.6125,
ky, = 0.866, wy = V2, Ey = v/3, and § = 0. Cell number is 256 x 128, total particle number
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—4 —a
0 50 100 150 200 0 50 100 150 200
time time

Figure 6: 1D with spin: time evolutions of S, = [ s fdsdpdz and S, = [ s3fdsdpdz.

is 4 x 10%, time step size is 0.01, the degrees of B-spline in (17) is (2,2), Lie splitting (36) is
used, and iteration tolerances are set as 1071°. The implementaion of the 2D test is done in the
python package [32].

We plot the time evolutions of some Fourier modes in Fig. 7, which are consistent with the
analytical results (red dash lines) as [6]. Unstable Fourier modes predicted from the the linear
theory grow with time exponentially. As mentioned in [(], all modes involved in the parametric
instabilities are in a mixed polarization state.

The errors of energy and Poisson equation (difference from the initial error) are presented
in Fig. 8, which validate the conservation properties of the numerical schemes. The sufficient
particle number (4 x 10°) enables us to get very fine resolutions and mechanisms in phase
space. The contour plots of (z1,p1) and (z1,p2) are plotted in Fig. 9. As the domain size
in 1 direction is two times of the wavelength of the laser injected into the plasma, there are
four vortex structures in (x1,p;) contour plots due to particle trapping in plasma waves. The
modulation in the (z1,p2) contour plots is due to the introduction of the Ay shift in the initial
distribution function.

To include spin effects, we set h = 0.1, and degrees of B-splines in (17) are (3,3), total
particle number is 4 x 10°. The initial conditions and computational parameters are the same
as the case above without spin effect, except that the initial distribution function is

2 X 2
fo(x,p) = #exp (—p;> exp (-W) 3(s — (0,0,1)7).

T vp T
In Fig. 10, the time evolutions of momentums about s are plotted, we can see that as the one
dimensional case, the momentums oscillate and decay with time. The errors of energy and

Poisson equation (difference from the initial error) are displayed in Fig. 11, which are both at
the level of iteration tolerance.

6 Conclusion

In this work, discrete gradients are used to construct energy conserving particle-in-cell schemes
for one and two dimensional relativistic Vlasov—Maxwell equations with spin effects. The space
discretization of fields is done in the framework of finite element exterior calculus. Numerical
experiments are conducted to validate our numerical schemes, especially the conservation prop-
erties. Three dimensional case is not detailed in this work, as the relativistic factor \/1 + |p|?
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Figure 7: 2D without spin: time evolutions of Fourier modes of the components of the electric
field.
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Figure 8: 2D without spin: time evolutions of relative energy error and Poisson equation
error.
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Figure 9: 2D without spin: contour plots of (z1,p1) and (z1,p2) at t = 10, 14, 16, 18.
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Figure 10: 2D with spin: time evolutions of S, = [ sofdsdpdx and S, = [ s3fdsdpdx.
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Figure 11: 2D with spin: time evolutions of relative energy error and Poisson equation error.
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does not depends on particle position, and thus is easier to apply the discrete gradient methods.
There are several future works to be envisaged, such as parallelization of the code, implemen-
tation of non-periodic boundary condition as |24], and so on.

7 Appendix

7.1 Discrete functional derivatives of 2D reduced model
0F OF

— (AT -1 — (AT ML

6E3 (A ) MO ve3F? 5143 (A ) MO VaSF’

OF 1Tyl OF o Ty-1

5E12 - (A ) Ml veuF? 533 - (A ) M2 Vb3F,

0 0F 1 0 OF 1 0 0F 1

a1 ayPayrSa) = —— xF, A s r as PasSa) = — F,ii ayPaySa) = —— F.

ax 5f|(X Pa,S ) 'Ujav a 8p 6f|(X Pa, S ) wavpa as 5f|(x Pa,S ) wavsa
(41)
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