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We report a case study where an existing materials science course was modified to include numerical

simulation projects on the micromagnetic behavior of materials. The Ubermag micromagnetic

simulation software package is used in order to solve problems computationally. The simulation

software is controlled through the Python code in Jupyter notebooks. Our experience is that the self-

paced problem-solving nature of the project work can facilitate a better in-depth exploration of the

course contents. We discuss which aspects of the Ubermag and the project Jupyter ecosystem have

been beneficial for the students’ learning experience and which could be transferred to similar

teaching activities in other subject areas. # 2024 Author(s). All article content, except where otherwise noted, is
licensed under a Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/).
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I. INTRODUCTION

Traditionally, science curricula at the university level con-
sist of theory-focused classes and experimental courses.
However, not only in the natural sciences but also within the
engineering community, computation has emerged as a third
fundamental methodology.1 Both experimentalists and theo-
rists make use of computational techniques in their activities.
Oftentimes, a system of interest is too complex to be solved
analytically, or certain experiments cannot be carried out in
a laboratory. In such cases, numerical studies can help to
improve our understanding.

In STEM education, computational modeling has an impor-
tant role,2 and it is widely argued that more computational
content in curricula would be desirable [e.g., Ref. 3]
Anecdotal evidence on undergraduate programs at numerous
universities worldwide suggests that computational contents
remain severely underrepresented in the respective curric-
ula,3,4 despite recent studies presenting evidence that compu-
tational methods education in undergraduate coursework may
lead to the development of multiple essential skills.5,6 For
example, the American Association of Physics Teachers
(AAPT) has identified competency in computation to be vital
for success at the workplace or PhD research activities for
physicists.7,8 Computational modeling and numerical simula-
tions appear crucial for obtaining a complete picture of the
modern STEM disciplines, and therefore, adequate ways need
to be found to embed this branch into teaching curricula.

We can distinguish between at least two approaches
toward incorporating computational methods in a curricu-
lum:9 first, there are courses that solely focus on program-
ming, numerical methods, modeling, and simulations.
Second, computational content can also be introduced by
embedding it in existing courses. The latter approach is at
the core of this case study.

Here, we report on the introduction and implementation of
numerical simulation group projects in an elective course

within the materials science and engineering curriculum of
the University of Illinois Urbana-Champaign (UIUC). The
course is also available to students in other fields, such as
electrical and computer engineering or physics, and requires
basic knowledge in condensed matter physics. The students
set up and perform micromagnetic simulations by using the
open computational environment* Ubermag.11 In this article,
we describe our experiences using Ubermag and related
computational software packages in STEM instruction. We
discuss our insights from the teaching delivery, student eval-
uations, and personal interview surveys.

This paper is structured as follows: Section II contains a
description of the course on magnetic materials and applica-
tions at UIUC, a brief introduction to computational micromag-
netics, and a detailed presentation of the Ubermag software and
its application in the classroom. Based on the students’ feed-
back and our own experience, we give recommendations for
the implementation of computational projects in other courses
in Sec. III. We provide supplementary material along with this
article, including a general overview on the incorporation of
computational contents into STEM programs; a description of
simulation projects and the corresponding problem sheets;
additional practical considerations; and a thematic analysis of
the feedback from students and the teaching staff.

II. MICROMAGNETIC SIMULATION PROJECTS IN

A MATERIALS SCIENCE AND ENGINEERING

COURSE

There exist many approaches to integrating computational
contents into undergraduate or graduate STEM degree cur-
ricula (see Sec. I of the supplementary material). Here, we

*Open computational environments allow students to directly see and con-

trol the underlying algorithm of the computational model, while closed

computational environments such as simulation applets are considered as a

black box with no or little information about the exact model.10
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present a case study that we conducted within the framework
of a class on “Magnetic Materials and Applications.” We uti-
lized the software package Ubermag,11 developed at the
University of Southampton, United Kingdom, and the Max
Planck Institute for the Structure and Dynamics of Matter,
Germany, which provides a Python interface to existing
micromagnetic simulation packages.

We introduced group projects that make use of the
Ubermag software package. Ubermag offers an easy-to-learn
approach to create, control, and run simulation scripts that
solve the underlying partial differential equation that
describes the temporal evolution of the magnetic field in a
specified materials system.

In Subsection II A, we begin with a detailed description of
the Magnetic Materials and Applications course in which we
have conducted our case study. This is followed by an intro-
duction to (analytical) micromagnetic theory in Subsection
II B and the numerical computation of solutions in
Subsection II C. Finally, Subsection II D introduces the
Ubermag software.

A. The elective course on magnetic materials and
applications

The Magnetic Materials and Applications class (MSE
598/498/464) at UIUC is an elective course aimed at both
undergraduate and graduate students at the Department of
Materials Science and Engineering, but other students from
the physics, chemical engineering, and electrical engineering
departments have also attended this class. The total enroll-
ment ranges from 7 to 15 students per semester.

The lecture introduces the fundamental concepts with
regard to the practical use of magnetic materials. The course
objectives are:

• Understand how different magnetic interactions determine
static and dynamic magnetic properties.

• Quantify essential magnetic materials properties.
• Design components of magnetism-based devices.
• Use basic micromagnetic simulations.

The class is held over the span of about 16 weeks, and it is
recommended that students dedicate 6–8 hours per week to
working on the course. Aside from the live lectures, online
discussions are encouraged via Canvas (an online course and
learning management system), weekly homework is
assigned, literature review presentations are delivered by the
students, and a micromagnetic simulation project has to be
completed successfully.

We have designed five distinct simulation projects.
Students are asked to work in groups of two to four, since
each project is divided into several subprojects, which are
mostly independent of each other but do have a certain over-
lap such that it is beneficial for the students to interact with
their peers and discuss their solutions. More detailed infor-
mation about the contents of the projects and problem sheets
can be found in Sec. II of the supplementary material. A
sample timeline of the projects is illustrated in Fig. 1. Before
the problems are handed out to the students, we give a brief
introduction (about 30 min) to Ubermag as part of a standard
90-min class that focuses on micromagnetic simulations.
Furthermore, we provide them with additional materials such
as video tutorials by the Ubermag developers and the accom-
panying software documentation, which is very comprehen-
sive and includes numerous examples of Jupyter notebooks
that enable to run Ubermag. Due to the students’ diverse
backgrounds, their exposure to programming in general and
Python in particular prior to working on the computational
micromagnetics projects has been vastly different. For
instance, the Department of Materials Science and
Engineering at UIUC has computational methods embedded
in several core classes of the curriculum,12–16 while students
from other majors who attend our course may never have
written their own code. Furthermore, it is reasonable to
assume a discrepancy in the average computational literacy
between undergraduate and graduate students in the class.

Project reports are due around two months after the proj-
ects have been assigned. It is prudent to set up meetings
between students and the instructor together with a teaching
assistant halfway through the duration of the computational
project. First, this provides preliminary feedback to the stu-
dents and helps to prevent them from getting lost in detail.
Furthermore, it also enables students to ask questions about
the subject matter, programming in general, and the instruc-
tor’s expectation with regard to their report and presentation.
Finally, it may be perceived as an intermediate deadline and
thereby encourages students to get started with the projects
as early as possible. We also ensure that students always
have the possibility of reaching out to the teaching assistants
via email as well as on a Canvas discussion forum. A few
weeks after the intermediate discussions, students are
required to present their results to the class and then hand in
a project report a few days later. After each presentation, we
aim to stimulate a technical discussion and then solicit feed-
back from the audience on the presentation content and
style.

Fig. 1. (Color online) Example timeline for the computational micromagnetics projects.

795 Am. J. Phys., Vol. 92, No. 10, October 2024 Lonsky et al. 795

 24 Septem
ber 2024 08:35:01

https://doi.org/10.60893/figshare.ajp.c.7349842


B. Introduction to micromagnetics

Micromagnetics is concerned with magnetization pro-
cesses on length scales large enough to overlook atomic
structure details of a material but small enough to resolve
magnetic textures like domain walls. Examples of relevant
applications include magnetic data storage devices and nano-
particles for medical purposes. The basis of time-dependent
micromagnetics is the equation of motion of the magnetiza-
tion vector field (Landau–Lifshitz–Gilbert, LLG equation)17

dm

dt
¼ �jc0jm�HeffðmÞ þ am� dm

dt
: (1)

Here, c0 denotes the gyromagnetic constant, and a is the
Gilbert damping constant. The entity of interest is the mag-
netization vector field mðr; tÞ 2 R3 defined as a function of
position r 2 R3 and time t 2 R. For a time-dependent prob-
lem, one generally knows an initial magnetization vector
field m0 ¼ mðt0Þ at time t0 and wants to compute mðr; tÞ for
t > t0.

A significant part of the complexity originates from the
effective field, Heff , which is itself a function of the magneti-
zation vector field. The effective field can be computed from
the energy E of the system,

Heff ¼ �
1

l0

dE

dm
: (2)

Different phenomena of material physics can be described
by including different contributions to the energy E, for
example,

EðmÞ ¼ EExðmÞ þ EZðmÞ þ EDemðmÞ
þEAnisðmÞ þ EDMIðmÞ; (3)

where EEx denotes the exchange energy, EZ is the Zeeman
energy, EDem is the demagnetization energy, EAnis is the
anisotropy energy, and EDMI is the Dzyaloshinskii–Moriya
interaction (DMI). All energy terms involve integrals over
the volume, some involve vector analysis operators, and the
demagnetization term contains a double integral over the
volume due to the long-range nature of demagnetization
effects.

In summary, the micromagnetic problem—summarized
through Eqs. (1) and (3)—is complex. Mathematically, this
is reflected in Eq. (1) being a non-linear integro-partial dif-
ferential equation. A rich variety of phenomena are
described by this model, ranging from dynamic effects such
as ferromagnetic resonance and spin-wave propagation18–20

to static equilibrium configurations of the magnetization field
such as magnetic domains and vortices. It is this complexity
and richness that makes the model a fruitful ground for
advanced materials physics education.

C. Introduction to computational micromagnetics

The micromagnetic model can only be solved analytically
for a small number of cases (often in geometries with partic-
ular symmetries). In general, a numerical approach is
required to obtain a solution. A typical numerical approach
toward the solution of the LLG equation (1) is given by dis-
cretizing it in space using finite elements or finite differ-
ences. The time-dependent problem then becomes

numerically tractable by solving the spatial partial differen-
tial equation for a time t, then advancing the solution from t
to tþ Dt through solving a set of ordinary differential equa-
tions. We note that this iterative solution over steps in time
is algorithmically similar to the time integration method that
is frequently used in VPython simulations.

There are at least two widely used software packages that
solve the complex computational micromagnetics problem
using finite differences and relying on the same physical
model: the Object Oriented MicroMagnetic Framework
(OOMMF)21 and mumax3.

22

The OOMMF software operates
on the computer’s CPU, whereas mumax3 is GPU-
accelerated and requires an Nvidia GPU card to be installed.
OOMMF is written in Cþþ and Tcl, and mumax3 is based
on the programming languages Go and CUDA. The input
scripts for the simulations need to be defined by the user in
Tcl and a Go-like scripting language. The learning curve for
either package is long; while clearly acceptable in profes-
sional research activities, it is a challenge for occasional
users such as students in an educational setting. In the
remainder of this article, we will demonstrate that the
Ubermag software has a significantly shorter learning curve,
making it more suitable for educational use. Ubermag has
been developed to offer a Python interface

23

to OOMMF
with the goal of providing an improved environment for
researchers to support computational science investigations
of magnetic materials and devices. Later, Ubermag was
extended to also interface with mumax3.

24

In what follows,
we will provide more detailed information on Ubermag, and
how it can be used for teaching activities.

D. The Ubermag software and its utilization in the
classroom

The Python packages provided by Ubermag allow the user
to specify micromagnetic models, run simulations, and ana-
lyze and visualize data in interactive Jupyter notebooks, see
Fig. 1 of the supplementary material. Only the computational
solving of micromagnetic problems is delegated to the
micromagnetic calculators (i.e., OOMMF or mumax3), while
all other steps are independent from these simulation
packages.

The Ubermag Python packages (Sec. III C 1) are struc-
tured to mirror the computational modeling concepts: define
a physics model (micromagneticmodel), discretize
space (discretisedfield), and compute the numerical
solution (oommfc and mumax3c).

Students can control and run their Ubermag simulations
via browser-based interactive Jupyter notebooks. The modu-
lar structure of Jupyter notebooks allows running blocks of
code (so-called “cells”) individually instead of running the
entire simulation script. Students can obtain an in-depth
understanding of the underlying physics by iteratively modi-
fying and exploring the system (Sec. III B 1).

The installation of software for teaching purposes can be
challenging: the university’s or the students’ personal laptops
may be running a variety of operating systems (typically
Windows, MacOS or Linux) with different versions. More
complex simulation software environments may need multi-
ple libraries of compatible versions to be installed simulta-
neously. For the Ubermag software, there are fortunately
multiple ways to install it: using conda-forge, the three main
operating systems are supported. An installation using
Python’s standard installation tool pip is also possible but
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requires the user to manually install a micromagnetic calcu-
lator (such as OOMMF or mumax3).

All simulation projects in our course are carefully
designed such that each calculation runs for a reasonably
short period of time, i.e., seconds to minutes. For computa-
tional problems that can be computed within a few minutes
on a single-core CPU, there is another zero-install way of
using Ubermag through a service called MyBinder available
at mybinder.org. In short: Ubermag can be executed in
the cloud and controlled from any browser; no installation
on the computer is necessary. This has been very popular
with students (see Sec. III B 2 for more details).

We discuss the value of using open-source software in
education in Sec. III of the supplementary material.
Furthermore, we present a qualitative thematic analysis of
the learning experience from the student and teacher per-
spective in Sec. IV of the supplementary material. In the fol-
lowing section, we offer suggestions for embedding
computational projects into other courses based on the feed-
back and our experience.

III. RECOMMENDATIONS FOR COMPUTATIONAL

PROJECTS

The feedback we have obtained from students and teach-
ers suggests that computational problem solving can improve
the learning experience. In this section, we discuss the teach-
ing setup with the objective to extract insights that could be
useful in other subjects (i.e., outside micromagnetics and
materials physics more generally). We want to comment on
three points here: The choice of programming language
(Sec. III A), the opportunities from the Jupyter Notebook for
use in education (Sec. III B), and aspects of the Ubermag
design that are beneficial for teaching (Sec. III C).

A. Choice of programming language

The use of Python as the language to both drive the simu-
lation and to carry out the analysis of the data extracted from
the simulations appears to be a good choice. Python is easy
to learn yet very powerful.25 Of particular relevance is the
wide set of Python libraries available for science and engi-
neering—including sophisticated data analysis and data visu-
alization tools.

B. Project Jupyter tools for education

The Jupyter notebook26 emerged from the Interactive
Python (IPython)27 environment. A recent review28 by the
original authors makes the observation that the notebook has
been designed to help scientists think. As such, it is perhaps
not surprising that the Jupyter notebook has become the stan-
dard in data science29 and is increasingly used in science for
data exploration and analysis.30 Students can benefit in similar
ways as data scientists and scientists from the Jupyter note-
book, which is increasingly used in educational settings.31,32

1. Jupyter notebook

The combination of computer code (as input) and the out-
put from the execution (be it textual, or visualizations, for
example) together with equations typeset in LaTeX and free-
text in one document helps the thinking process. The note-
book captures exactly the protocol that was used (i.e., order of
commands for simulation and analysis) to achieve a certain

result.33 The ability to re-execute a command or simulation
easily (because the relevant commands are readily available
in the document) encourages exploration and verification and,
thus, supports a learning process that is driven by experimen-
tation and exploration28 of the behavior of a complex system.

While we have not seen this done by our students, it is
also possible to author a project report within the Jupyter
notebook. It is, thus, possible to transition gradually from a
set of instructions for the simulation to run and data to be
plotted to a report that puts those activities and results in
context. We hypothesize that this may lower the barrier
toward starting the report writing. Moreover, as demon-
strated in previous reports,34 Jupyter notebooks represent a
platform that supports and fosters students’ epistemic agency
as well as reproducibility of the result.33

2. Zero-install software provision with Binder

In our study, we have made use of the publicly accessible
and free Binder software,35 which is part of project Jupyter.†

The Binder software takes the URL of a data repository,‡

scans the repository for files that specify which software is
required, installs this software—together with a Jupyter note-
book server—in a (Docker) container image, starts the con-
tainer, and connects the notebook server from the container
with the user’s browser. None of the technical steps
described above is visible to the user: After selecting the
appropriate URL,§ it takes a couple of minutes until the
desired notebooks session appear in the browser. The major
benefit for our teaching experience is that students can con-
nect to a Binder session from their desktop, laptop, or mobile
device and access the computational environment in which
to experiment (numerically) from their browser, which helps
lowering the usability barrier.

The public MyBinder service, which hosts the hardware on
which the container is executed, comes with some limitations:
For example, a notebook session that is idle (i.e., no computa-
tion and no user activity) for 10 min will be stopped from the
MyBinder site, and all changes will be lost. The notebook and
other files can be downloaded before the session is stopped
(and later uploaded if a continuation of the work is desired).
The computing hardware offered by MyBinder is relatively
weak (for example at most two CPU cores).

Despite these limitations, MyBinder has been very useful
for our teaching experience in providing a zero-install compu-
tational environment: Most students have carried out all of
their simulation computation on the MyBinder service. The
reason the MyBinder service works well for our projects is
that the computation required for the student exercises is rela-
tively modest and can be completed within minutes to hours
on single-core CPUs. If one wanted to offer the same no-
install computational environment for projects that have more
substantial computational demands, the university could host
and run their own Binder service: the BinderHub35 is
designed for this.** However, the skills required to set this up

†URL: https://mybinder.org/.
‡Ubermag repository https://github.com/ubermag/tutorials on Github.
§Ubermag on mybinder.org: https://mybinder.org/v2/gh/ubermag/tutorials/

latest.
**We note that JupyterHub is the part of BinderHub responsible for running

the server (after BinderHub builds the image), and that—given appropri-

ate skill sets—it can be configured to have additional functionality, such

as required user authentication, persistent storage, or control of one or

more software environments that can be launched.
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exceed those of most academics, and help from the local com-
puting or IT team is likely to be required.

A local install of Ubermag on the student’s computer is
also possible, and some students have chosen to follow this
path. Once the installation is completed, this is more conve-
nient for ongoing and extended studies.

3. Zero-install and zero-hosting with JupyterLite

Looking ahead, the just emerging JupyterLite project††

circumvents the shortcomings of the MyBinder service.
JupyterLite makes it possible to execute Jupyter notebooks
and many Python packages in the user’s browser (using
WebAssembly) and holds great potential for the use of soft-
ware in the classroom in the future: (i) like Binder,
JupyterLite is a zero-install approach, and (ii) the JupyterLite
approach does not need other centralized computing resources
(i.e., it is a zero-hosting approach).

In the JupyterLite set up, the complete and pre-
configured software environment is provided for the learn-
ers on a (static) web page. Once the webpage is opened by
the learner, the software environment is executed in the
browser of the learner’s own device (computer, laptop,
chromebook, etc.), which provides the computing power.
Such consumer devices are generally powerful enough and
have no limit in run-time, and there is no dependency on
cloud-hosted or other compute resources. (At the moment,
the micromagnetic simulation software is not available as
WebAssembly.)

C. User interface design for simulation software
in education

Our hypothesis is that the use of simulation packages in
advanced STEM classes can have educational value. We had
a positive experience using the Ubermag software. In this
section, we describe two important aspects of the user inter-
face design.

1. Expose concepts of computational modeling

When a computer simulation is used to study a science or
engineering problem, there are multiple layers of decision
making and simplifications of the problem taking place (we
assume that the model equations include differential
equations):

(1) Decide on the model to be used and express the model in
equations.

(2) Discretize the model in some form (on grid).
(3) Solve the discretized equation.

Many simulation packages are written for a particular
model description and provide all the steps 1–3. In particular,
the separation between these different aspects is not visible
to the user. In Ubermag, this separation of concerns is more
clearly exposed and accessible, and, thus, the meaning of the
individual steps is easier for the learner to understand:

(1) Decide on physics approximations and the model to be
used: Within the Ubermag framework, the user selects
the relevant physics through the terms that contribute to
the energy and dynamics of the system from the
micromagneticmodel Python package. This creates

a machine-readable definition‡‡ of a micromagnetic
problem. Computer scientists would express this so that
the micromagneticmodel Python package provides
a Domain Specific Language for micromagnetic models
of the real world.11

(2) Discretize the model in some form: This requires split-
ting space into smaller parts such as cuboidal cells for
finite difference discretization and a wider choice of
geometrical objects for finite elements. Within the
Ubermag framework, the discretisedfield pack-
age is used to define a (finite difference) discretization
of space, and scalar and vector fields defined on that
discretized space.

(3) Using the micromagnetic model definition together with
the discretization, the problem can be solved numeri-
cally. Ubermag translates the information from the
micromagnetic model and the discretized field into a
configuration file that is understood by one of the micro-
magnetic calculators that it supports. Using the OOMMF
Calculator (oommfc) or the mumax3 Calculator
(mumax3c) Python package, Ubermag then delegates
the actual numerical solution to OOMMF or mumax3.

Through the use of different packages—with clearly
defined and orthogonal concerns—the concepts of computa-
tional science become easier to grasp than if all of those
aspects are grouped together in the black-box simulation
software.

2. Focus on physics, not the package-specific syntax

A potential user of the software needs to learn and under-
stand what physics model choice and discretization is imple-
mented in the software and needs to learn how to instruct the
software (often through a configuration file) to use the right
model, and to combine this with the required geometry,
material and other parameters, initial configuration, time-
dependent or spatially resolved external effects, etc.
Generally, the required configuration file syntax is simula-
tion package dependent: A scientist (or student), thus, needs
to learn this syntax for every new simulation package they
want to use, which contributes to the usability barrier.

The Ubermag framework provides an abstraction from the
specific simulation package configuration file syntax in the
domain of micromagnetics. The micromagneticmodel
package provides the machine-readable definition of the
problem using a syntax that scientists perceive as somewhat
intuitive, and Ubermag can automatically translate this into
the package-specific configuration file syntax. It is, thus,
much easier to define a micromagnetic problem with
Ubermag than it would be if the packages OOMMF and
mumax3 were used directly. We believe this reduction in
complexity (of specifying a problem in a particular syntax)
makes it possible to explore a much wider set of topics
within the teaching module and the computational projects.
This idea—to provide more “user-friendly” high-level inter-
face to existing simulation software—is certainly

††https://jupyterlite.readthedocs.io (accessed May 5, 2023).

‡‡The machine-readable problem definition means that a computer (or

researcher, educator, or learner) can read it and extract all needed infor-

mation to fully define the physics problem of interest. For the learning

context, the machine-readability ensures completeness of information. In

a research and industry context, machine-readability is a pre-requisite for

increasing automation of simulation-based work. It also supports

reproducibility.
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transferable to other domains. Examples include the atomic
simulation environment (ASE)

36

and the materials science
workflow tool AiiDA.37

IV. CONCLUSIONS

We have introduced computer simulation into a materials
science class and describe approaches we found beneficial
for the learning experience. It would be interesting to evalu-
ate these in the context of different subject areas and educa-
tional settings:

• Choice of Python as one language for simulation and anal-
ysis, with broad library support.

• Design and use of user interfaces that focus on the
learner’s interest: expose modeling concepts and hide
peculiarities and complexity of underlying simulation
engines.

• Use of Jupyter Notebooks to encourage interactive explo-
ration of the (simulated) system under study.

• Binder capabilities of project Jupyter, which make it pos-
sible to execute simulations in the cloud rather than on the
students’ computers. This overcomes the (sometimes sig-
nificant) challenge of installing the software locally.

Extensions of work described here include combinations
of Jupyter based simulation teaching with computational
essays,34,38 the “nbgrader”’ tool supporting the grading in
Jupyter notebooks,32 and the opportunities for the
JupyterLite (Sec. III B 3) based zero-install zero-hosting pro-
visioning of software at scale.

SUPPLEMENTARY MATERIAL

Please click on this link to access the supplementary mate-
rial, which includes a detailed overview of five simulation
projects, the problem sheets, a general overview of computa-
tional methods in education, a thematic analysis of student
and teacher feedback on the computational projects, and
additional practical considerations. Print readers can see the
supplementary material at https://doi.org/10.60893/
figshare.ajp.c.7349842
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