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1. Introduction

1.1. Motivation

Manufacturing cheap and efficient optoelectronic devices is a focus of research in elec-
trical engineering, physics, chemistry and material sciences. Historically reducing cost
has evolved from bulk, to thin film and recently to ultra thin film technologies. Very
lately nanomaterials were applied to further reduce the amount of material needed for
a working optoelectronic device. Cost reduction is not only achieved by reducing the
amount of material consumed during production. In addition using low temperature
processes and abundant materials is an important factor, too. A beautiful example of
this trend is the history of solar cells. Starting from expensive bulk doped silicon solar
cells, now cheap dye sensitized solar cells, mainly fabricated at room temperature from
abundant low cost material have reached 14.1% efficiency.[1] The latest step in the
development of solar cells are quantum dot sensitized solar cells. Due to the quantum
confinement in quantum dots the optical properties can easily be changed. Hence the
light absorption can be predictably influenced. Figure 1 shows a set of quantum dot
sensitized solar cells with different color stemming from different size quantum dots.
Those new quantum dot sensitized solar cells reach an efficiency of 5.3 %.[2]

Figure 1.: Quantum dot sensitized solar cells with different quantum dot sizes.[3]

In additon quantum dots can be used to emit light, when a bias voltage is applied.
As result quantum dots are nowadays incorporated in light emitting diodes as active
material. Here the emitted wavelength is again a function of the quantum dot size.
This is logical as absorption and emission properties are related to each other.

For both presented applications quantum dots are a good choice. Several general ad-
vantages of them, for example their large molar absorption coefficient or their bandgap
tunability by size make them ideal building blocks for novel optoelectronic devices.
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ABSTRACT: We present highly efficient electroluminescent
devices using size-separated silicon nanocrystals (ncSi) as light
emitting material. The emission color can be tuned from the
deep red down to the yellow-orange spectral region by using
very monodisperse size-separated nanoparticles. High external
quantum efficiencies up to 1.1% as well as low turn-on voltages
are obtained for red emitters. In addition, we demonstrate that
size-separation of ncSi leads to drastically improved lifetimes of
the devices and much less sensitivity of the emission
wavelength to the applied drive voltage.

KEYWORDS: Silicon nanocrystals, quantum dot light-emitting diodes (QD-LEDs), quantum dot, electroluminescence, tunable color,
hybrid organic quantum dot light-emitting diode (hybrid QD-OLED)

Semiconductor quantum dots (QDs) are a new emerging
class of materials combining tailored electronic properties

and the advantageous ability to be processed out of solution
with common printing and coating techniques. Colloidally
stable QDs are therefore expected to find widespread
application in electronics and optoelectronics such as light-
emitting diodes (LEDs)1−12 and solar cells.13 Even though QD-
LEDs have been intensively investigated,3,10−12 the toxicity of
the elements used for efficient II−VI QD-LEDs, such as CdS,
CdSe, and their Pb containing counterparts, is a severe
drawback for many applications. In contrast, silicon nanocryst-
als (ncSi) seem to be ideally suited due to the nontoxicity and
abundance of this element which is dominating the whole
microelectronics and photovoltaics industry. As bulk silicon is
an indirect semiconductor significant light emission is only
achieved under strong confinement conditions occurring for
ncSi with a size of about 5 nm or less.14 The recent reports on
very high photoluminescence quantum yields,15,16 novel
synthesis routes, colloidal stability of ncSi, and indications of
no cytotoxicity of ncSi17,18 has drawn much attention to the
exploration of LEDs based on silicon nanocrystals.6−8 Although
red and NIR light-emitting diodes were recently realized6−9 and
have shown the large potential of Si based QD-LEDs, the major
challenge is still to explore pathways for efficient devices
covering the whole visible range.

In this study, we introduce bright, long-term stable and color-
tunable silicon light-emitting diodes (SiLEDs) featuring intense
electroluminescence (EL) from the NIR down to the yellow
spectral region by using size-separated ncSi. The nanocrystals
are capped with allylbenzene and produced by solid-state
synthesis.19 Details of our synthetic approach are reported in
the Supporting Information. The resulting particles are
colloidally stable in toluene, feature sizes in the range of 1−3
nm, and exhibit photoluminescence quantum yields of up to
43%.15 Directly after synthesis, the as-prepared ncSi solutions
were size-separated by size-selective precipitation using the
method reported in ref 15.
Under UV-illumination the size-separated ncSi-solutions

emit over a broad spectral range from the NIR down to the
yellow/green spectral region (see Figure 1a). Out of these
solutions, three representative samples were chosen for the
experiments described in the following. The particles show
bright and intense photoluminescence (PL) with peaks at 680,
650, and 625 nm, corresponding to approximately 1.8, 1.6, and
1.3 nm sized ncSi.15 The corresponding PL spectra are shown
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Figure 2.: Light emitting diodes with quantum dots as light emitters [4]

For quantum dots, two important subtypes in terms of cost an morphology are differ-
entiated. The aforementioned cheaper colloidal quantum dots, for a schematic sketch
see Figure 3a, are usually made at low temperature, covered by some sort of organic
stabilizing agent and are soluble. The other subtype are epitaxial quantum dots, see
Figure 3b for a schematic sketch, obtained from expensive high temperature processes
in vacuo. Epitaxial quantum dots are grown directly on top of a solid substrate and
lack the shell of a stabilizing agent. They are therefore insoluble.

(a) Colloidal quantum dot, from cheap low
temperature chemical synthesis

(b) Epitaxial quantum dot, from expen-
sive high temperature growth

Figure 3.

In this work the focus is on the characterization of low cost, low temperature epitaxial
quantum dots. Currently epitaxial quantum dots are routinely grown by a number
of established costly epitaxial methods, mostly Molecular Beam Epitaxy (MBE) and
Metal Organic Chemical Vapor Deposition (MOCVD). Their principles and underlying
growth mechanisms will be discussed later in section 1.3, page 6.
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1. Introduction

Here the potential of growing quantum dots directly on a solid surface with suc-
cessive ionic layer adsorption and reaction (SILAR) is studied. SILAR is a low cost
room temperature procedure that was developed for thin films. Recently SILAR was
employed for the synthesis of quantum dots on mesoporous oxide thin films. This work
aims to replicate expensive MBE quantum dot growth by using the low cost SILAR
technique.

A review of the work on SILAR for depositing thin films is available from Pathan
et al .[5] The fundamentals of SILAR will be discussed in section 1.4, page 9.

1.2. What is a Quantum Dot (QD)?

A quantum dot is a nanoscopic structure of a certain semiconductor which has physical
properties deviating from the bulk properties of that material. The most notorious be-
ing the possibility to tune the optoelectronic properties of the quantum dot by changing
its size and shape, e.g. modifying the quantum confinement. In the bottom row of Fig-
ure 4 the transition of the density of states from a bulk to a quantum dot is depicted.
In the left hand pane the density of states for a free electron in a semiconductor crystal
is shown, a continuum of states with different energy is accessible by the electron. This
represents the situation in a bulk material. In the middle pane the electron is confined
in a thin film, in semiconductor context this is often referred to be a quantum well. The
electron is confined in one dimension, it can move freely in the other two dimensions.
This results in splitting the continuum of states into discrete energy levels. In the right
hand pane the electron now is confined in all three dimensions. This so called quantum
dot is termed to be zero dimensional, because the electron can not freely move into
any direction and its characteristic energy band diagram is quantized. When going
from 2D to 3D confinement, from a rod to a dot, at first there will be a small gap
where there is for a given energy no state available. By further decreasing the size this
gap in the density of states will grow bigger until it reaches a maximum width: then
there is only an atom left. When this occurs the gap in the density of states will be the
gap in energy between the highest occupied and the lowest unoccupied atomic orbital.
Therefore one can tune this so called bandgap by simply changing the quantum dot
size.

1.3. What is the Epitaxial Growth of Quantum Dots?

The two methods molecular beam epitaxy (MBE) and metal organic chemical vapor
deposition (MOCVD) are typically used to deposit quantum dots (QD) onto a single
crystal substrate. Usually MBE employs high vacuum conditions of 10−8 Pa and tem-
peratures above 500 ∘C.[6] Molecular beam epitaxy setups are complex, an example
setup is shown in Figure 5.

In MOCVD the substrate is also heated, but pressure ranges from reduced to stan-
dard pressure (2 kPa to 100 kPa). MBE growth rates are typically below 0.28 nm/s. A
QD area density of 1011/cm2 is achievable.[8, p. 21] Also the amount of coverage to
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1. Introduction

Figure 4.: Nature of electronic states in bulk material, quantum wells, and quantum
dots. Top row: schematic morphology, center row: quantized electronic
states, bottom row: density of states

Figure 5.: Molecular beam epitaxy setup [7]
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1. Introduction

start island formation is a function of the lattice mismatch[9] 𝜖; see Equation 1.

𝜖 = (𝑑2 − 𝑑1)/𝑑1 (1)

Whereas 𝑑1 is the lattice constant of the substrate and 𝑑2 is the lattice constant of
the compound grown on top. To start island formation 4.2 monolayers of Ge are
needed on Si.[10] When island nucleation starts, up to 90% of the Ge in the islands
can be provided by the wetting layer.[11] The work of Daruka and Barabási suggests
that for any method that is capable of depositing material monolayer by monolayer,
island formation can be expected under two conditions:[9] There needs to be a lat-
tice mismatch 𝜖 between the substrate and the deposited material. Furthermore the
system needs to be in thermodynamical equilibrium during deposition. For

8 V. Shchukin, D. Bimberg

Fig. 1.2. The three growth modes for heteroepitaxial systems: Frank–van der
Merwe (FM), Volmer–Weber (VW), and Stranski–Krastanow (SK)

Fig. 1.3. Possible surface configurations after SML deposition. a Random distri-
bution of atoms of the deposit across the surface. b Surface array of ordered 2D
islands. c Large random islands formed via ripening

If a given heteroepitaxial systems grows according to the FM or the
SK mode, and the amount of the deposited material is below one mono-
layer (ML), one may find the following possible arrangements of the deposit
(Fig. 1.3). Atoms of the deposit may be distributed randomly across the sur-
face (Fig. 1.3a). Atoms may order into small islands (Fig. 1.3b) depending on
the intrinsic properties of the system. The small islands may undergo ripen-
ing and form large islands limited in size only by surface inhomogeneities,
extended defects or slow kinetics (Fig. 1.3c). Atoms of the deposit will form
some surface reconstruction on an atomic scale.

Strictly speaking, a transition from a 2D morphology to a 3D one can
occur even below 1 ML average coverage. However, in the present section we
focus on systems in which 2D morphology persists at least up to 1 ML.

In semiconductor systems, narrow gap SML insertion can be overgrown
by the substrate material, thus eventually forming an attractive potential
for electrons and holes. In the case of a random distribution of atoms dif-
ferent from those of the substrate (Fig. 1.3a), the “layer” is a quantum
well characterized by an alloy composition. In the case of large islands
(Fig. 1.3c) with a characteristic extension exceeding the exciton Bohr ra-
dius, the layer can be regarded as consisting of fragments of a quantum well.

(a) Lattice match
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Fig. 1.2. The three growth modes for heteroepitaxial systems: Frank–van der
Merwe (FM), Volmer–Weber (VW), and Stranski–Krastanow (SK)

Fig. 1.3. Possible surface configurations after SML deposition. a Random distri-
bution of atoms of the deposit across the surface. b Surface array of ordered 2D
islands. c Large random islands formed via ripening

If a given heteroepitaxial systems grows according to the FM or the
SK mode, and the amount of the deposited material is below one mono-
layer (ML), one may find the following possible arrangements of the deposit
(Fig. 1.3). Atoms of the deposit may be distributed randomly across the sur-
face (Fig. 1.3a). Atoms may order into small islands (Fig. 1.3b) depending on
the intrinsic properties of the system. The small islands may undergo ripen-
ing and form large islands limited in size only by surface inhomogeneities,
extended defects or slow kinetics (Fig. 1.3c). Atoms of the deposit will form
some surface reconstruction on an atomic scale.

Strictly speaking, a transition from a 2D morphology to a 3D one can
occur even below 1 ML average coverage. However, in the present section we
focus on systems in which 2D morphology persists at least up to 1 ML.

In semiconductor systems, narrow gap SML insertion can be overgrown
by the substrate material, thus eventually forming an attractive potential
for electrons and holes. In the case of a random distribution of atoms dif-
ferent from those of the substrate (Fig. 1.3a), the “layer” is a quantum
well characterized by an alloy composition. In the case of large islands
(Fig. 1.3c) with a characteristic extension exceeding the exciton Bohr ra-
dius, the layer can be regarded as consisting of fragments of a quantum well.

(b) Mild lattice mismatch
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islands. c Large random islands formed via ripening

If a given heteroepitaxial systems grows according to the FM or the
SK mode, and the amount of the deposited material is below one mono-
layer (ML), one may find the following possible arrangements of the deposit
(Fig. 1.3). Atoms of the deposit may be distributed randomly across the sur-
face (Fig. 1.3a). Atoms may order into small islands (Fig. 1.3b) depending on
the intrinsic properties of the system. The small islands may undergo ripen-
ing and form large islands limited in size only by surface inhomogeneities,
extended defects or slow kinetics (Fig. 1.3c). Atoms of the deposit will form
some surface reconstruction on an atomic scale.

Strictly speaking, a transition from a 2D morphology to a 3D one can
occur even below 1 ML average coverage. However, in the present section we
focus on systems in which 2D morphology persists at least up to 1 ML.

In semiconductor systems, narrow gap SML insertion can be overgrown
by the substrate material, thus eventually forming an attractive potential
for electrons and holes. In the case of a random distribution of atoms dif-
ferent from those of the substrate (Fig. 1.3a), the “layer” is a quantum
well characterized by an alloy composition. In the case of large islands
(Fig. 1.3c) with a characteristic extension exceeding the exciton Bohr ra-
dius, the layer can be regarded as consisting of fragments of a quantum well.

(c) Strong lattice mismatch

Figure 6.: Different growth models in epitaxy [12, p. 8]

the classical epitaxial methods three growth mechanisms are usually discussed. For
lattice matched materials Frank-van der Merwe growth (Figure 6a) is assumed. No
difference in the lattice constants lets consecutive layers of material grow perfectly on
top of each other and a film is grown. No quantum dots can be obtained. For mild
lattice mismatch Stranski-Krastanow growth (Figure 6b) is assumed. After a first de-
position of a thin film, called wetting layer, island nucleation starts when further layers
are deposited. Semiconductor quantum dots will sit on a thin semiconductor film. In
Volmer-Weber growth (Figure 6c) a strong lattice mismatch leads to immediate island
formation. Quantum dots will reside directly on the substrate. These mechanisms
can be compared to the surface tensions of liquids. Depending on the surface tension
it is sometimes more favorable to form a droplet of liquid or to form a thin “wetting
layer” on a substrate. The bigger the surface tension or the strain induced due to
lattice mismatch, the earlier droplets, or islands, form. According to Daruka et al .
island formation can be expected for any thermodynamically equilibrated deposition as
long as a material dependent critical value for the lattice mismatch is reached.[9] They
derived a theoretically model for a general phase diagram, this is shown in Figure 7.
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2FAB, such thatD ­ FAA 2 FAB , 0 (wetting condi-
tion). However, due to the short range intermolecular in-
teractions the binding energies ofA atoms close to (but
not at) the substrate is also modified [3]: as we move away
from the substrate, the binding energy density increases
from 2FAB (in the first monolayer) to its asymptotic value
2FAA. These intermolecular forces are responsible for the
critical layer thickness larger than one monolayer in het-
eroepitaxy [3]. To include this effect we calculate the total
energy stored in the wetting layer as

Emlsn1d ­
Z n1

0
dnhG 1 DfQs1 2 nd

1 Qsn 2 1de2sn21dyagj , (2)

whereQsxd ­ 0 if x , 0 andQsxd ­ 1 if x . 0. The
a ­ 0 limit corresponds to the absence of the short range
forces. While (2) provides a reasonable fit to the result
of Ref. [3], the particular form of (2) does not modify the
qualitative behavior of the free energy provided that the
binding energy is strictly monotonous and bounded as a
function ofn.

The second term in Eq. (1) describes the free energy
per atom of the pyramidal islands and the island-island
interaction [5]

Eisl ­ gCe2 2 FAA

1 E0

µ
2

2
x2 ln e1y2x 1

a

x
1

bsn2d
x3y2

∂
, (3)

where x ­ LyL0 is the reduced island size,L0 being a
material dependent characteristic length [5]. Departures
from planar geometries can lead to the relaxation of the
strain energy. Thus the strain energy density of the is-
lands [first term in Eq. (3)] is lower than that of the com-
pressed wetting layer, this reduction being expressed by
the form factorg s0 , g , 1d [5]. The second term
stands for the binding energy. The elastic energy of an
edge of lengthL is proportional to2L ln L [7]; thus the
energy density is,2 ln LyL2, accounting for the first of
the three terms in the parentheses. The interaction of
the homoepitaxial and heteroepitaxial stress fields leads
to a cross term2eyL , 2eyx. Furthermore, the facet
energy is proportional to the area of the facet,L2, giv-
ing the energy density as,1yL , 1yx. The cross term
and the facet energies are combined in the second term
in the parentheses of Eq. (3),ayx, with a ­ psg 2 ed,
wherep andg are material constants describing the cou-
pling between the homoepitaxial and heteroepitaxial stress
fields (also function of the island geometry) and the extra
surface energy introduced by the islands, respectively. Fi-
nally, since the stress fields of the individual islands over-
lap, there is island-island interaction, described by the last
term in the parentheses of Eq. (3), wherebsnd ­ be2n3y2

[5]. This can be expressed in terms of the average island
spacingd ­ 1yp

risl and the reduced island sizex, giv-
ing the interaction term as,sxydd3, corresponding to the
dipole-dipole interaction between the islands [8]. The en-

ergy terms appearing in Eq. (3) are scaled by the charac-
teristic energyE0 set by the edge energy of an island of
sizeL0. We also scaleC, FAA, andFAB by E0; thus the
results are independent of the numerical value ofE0.

The total elastic energy density of the ripened islands
can be obtained from (3) by taking the limitx ! `,
providing Erip ­ gCe2 2 FAA, which is multiplied by
the total number of atoms stored in the ripened islands,
sH 2 n1 2 n2d.

Phase diagram.—Equations (1)–(3) define the free
energy of the wetting film and 3D pyramidal islands,
whose minima determine the equilibrium properties of the
system. Consequently, we have to minimizef in respect
to n1, n2, and x. The growth modes (phases) provided
by the minimization process, as a function of the two
most relevant experimental parameters, the amount of the
deposited materialH and the misfite, are summarized
in the phase diagram shown in Fig. 1. In the following
we discuss the properties of the phases predicted by our
analysis.

(i) FM phase.—If H , Hc1 sed, the deposited material
contributes to the pseudomorphic growth of the wetting
film and islands are absent, reminiscent of the Frank

FIG. 1. Equilibrium phase diagram in function of the cover-
ageH and misfite. The small panels on the top and the bottom
illustrate the morphology of the surface in the six growth
modes. The small empty islands indicate the presence of stable
islands, while the large shaded one refers to ripened islands.
The phases are separated by the following phase boundary
lines: Hc1 sed: FM-R1, FM-SK1; Hc2 sed: SK1-R2; Hc3 sed:
SK2-SK1; Hc4 sed: VW-SK2, VW-R3. The parameters used to
obtain the phase diagram area ­ 1, C ­ 40E0, FAA ­ E0,
FAB ­ 1.27E0, g ­ 0.7, p ­ 4.9, g ­ 0.3, andb ­ 10.
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deposited materialH and the misfite, are summarized
in the phase diagram shown in Fig. 1. In the following
we discuss the properties of the phases predicted by our
analysis.

(i) FM phase.—If H , Hc1 sed, the deposited material
contributes to the pseudomorphic growth of the wetting
film and islands are absent, reminiscent of the Frank

FIG. 1. Equilibrium phase diagram in function of the cover-
ageH and misfite. The small panels on the top and the bottom
illustrate the morphology of the surface in the six growth
modes. The small empty islands indicate the presence of stable
islands, while the large shaded one refers to ripened islands.
The phases are separated by the following phase boundary
lines: Hc1 sed: FM-R1, FM-SK1; Hc2 sed: SK1-R2; Hc3 sed:
SK2-SK1; Hc4 sed: VW-SK2, VW-R3. The parameters used to
obtain the phase diagram area ­ 1, C ­ 40E0, FAA ­ E0,
FAB ­ 1.27E0, g ­ 0.7, p ­ 4.9, g ­ 0.3, andb ­ 10.
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2FAB, such thatD ­ FAA 2 FAB , 0 (wetting condi-
tion). However, due to the short range intermolecular in-
teractions the binding energies ofA atoms close to (but
not at) the substrate is also modified [3]: as we move away
from the substrate, the binding energy density increases
from 2FAB (in the first monolayer) to its asymptotic value
2FAA. These intermolecular forces are responsible for the
critical layer thickness larger than one monolayer in het-
eroepitaxy [3]. To include this effect we calculate the total
energy stored in the wetting layer as

Emlsn1d ­
Z n1

0
dnhG 1 DfQs1 2 nd

1 Qsn 2 1de2sn21dyagj , (2)

whereQsxd ­ 0 if x , 0 andQsxd ­ 1 if x . 0. The
a ­ 0 limit corresponds to the absence of the short range
forces. While (2) provides a reasonable fit to the result
of Ref. [3], the particular form of (2) does not modify the
qualitative behavior of the free energy provided that the
binding energy is strictly monotonous and bounded as a
function ofn.

The second term in Eq. (1) describes the free energy
per atom of the pyramidal islands and the island-island
interaction [5]

Eisl ­ gCe2 2 FAA

1 E0

µ
2

2
x2 ln e1y2x 1

a

x
1

bsn2d
x3y2

∂
, (3)

where x ­ LyL0 is the reduced island size,L0 being a
material dependent characteristic length [5]. Departures
from planar geometries can lead to the relaxation of the
strain energy. Thus the strain energy density of the is-
lands [first term in Eq. (3)] is lower than that of the com-
pressed wetting layer, this reduction being expressed by
the form factorg s0 , g , 1d [5]. The second term
stands for the binding energy. The elastic energy of an
edge of lengthL is proportional to2L ln L [7]; thus the
energy density is,2 ln LyL2, accounting for the first of
the three terms in the parentheses. The interaction of
the homoepitaxial and heteroepitaxial stress fields leads
to a cross term2eyL , 2eyx. Furthermore, the facet
energy is proportional to the area of the facet,L2, giv-
ing the energy density as,1yL , 1yx. The cross term
and the facet energies are combined in the second term
in the parentheses of Eq. (3),ayx, with a ­ psg 2 ed,
wherep andg are material constants describing the cou-
pling between the homoepitaxial and heteroepitaxial stress
fields (also function of the island geometry) and the extra
surface energy introduced by the islands, respectively. Fi-
nally, since the stress fields of the individual islands over-
lap, there is island-island interaction, described by the last
term in the parentheses of Eq. (3), wherebsnd ­ be2n3y2

[5]. This can be expressed in terms of the average island
spacingd ­ 1yp

risl and the reduced island sizex, giv-
ing the interaction term as,sxydd3, corresponding to the
dipole-dipole interaction between the islands [8]. The en-

ergy terms appearing in Eq. (3) are scaled by the charac-
teristic energyE0 set by the edge energy of an island of
sizeL0. We also scaleC, FAA, andFAB by E0; thus the
results are independent of the numerical value ofE0.

The total elastic energy density of the ripened islands
can be obtained from (3) by taking the limitx ! `,
providing Erip ­ gCe2 2 FAA, which is multiplied by
the total number of atoms stored in the ripened islands,
sH 2 n1 2 n2d.

Phase diagram.—Equations (1)–(3) define the free
energy of the wetting film and 3D pyramidal islands,
whose minima determine the equilibrium properties of the
system. Consequently, we have to minimizef in respect
to n1, n2, and x. The growth modes (phases) provided
by the minimization process, as a function of the two
most relevant experimental parameters, the amount of the
deposited materialH and the misfite, are summarized
in the phase diagram shown in Fig. 1. In the following
we discuss the properties of the phases predicted by our
analysis.

(i) FM phase.—If H , Hc1 sed, the deposited material
contributes to the pseudomorphic growth of the wetting
film and islands are absent, reminiscent of the Frank

FIG. 1. Equilibrium phase diagram in function of the cover-
ageH and misfite. The small panels on the top and the bottom
illustrate the morphology of the surface in the six growth
modes. The small empty islands indicate the presence of stable
islands, while the large shaded one refers to ripened islands.
The phases are separated by the following phase boundary
lines: Hc1 sed: FM-R1, FM-SK1; Hc2 sed: SK1-R2; Hc3 sed:
SK2-SK1; Hc4 sed: VW-SK2, VW-R3. The parameters used to
obtain the phase diagram area ­ 1, C ­ 40E0, FAA ­ E0,
FAB ­ 1.27E0, g ­ 0.7, p ­ 4.9, g ­ 0.3, andb ­ 10.
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Figure 7.: Calculated phase diagram as a function of number of deposited monolayers
𝐻 and lattice mismatch 𝜖. Shaded triangles are ripened, empty triangles are
stable islands. FM: Frank-van der Merwe, SK: Stranski-Krastanow, VW:
Volmer-Weber, R: Phase with ripening. [9]

1.4. Successive Ionic Layer Adsorption and Reaction

In Successive Ionic Layer Adsorption and Reaction (SILAR) material is deposited layer
by layer onto a substrate. The deposition of one layer is often referred to as one SILAR
cycle. Figure 8 depicts the experimental procedure of one SILAR cycle to form one
layer of compound AB. First, the substrate is immersed into a solution containing
cations of sort A+, those will adsorb onto the surface of the substrate and form an
ionic layer on top of it. Second, the substrate, loaded with A+, is immersed into clean
solvent to rinse off any excess of A+ which is not strongly bound to the substrate.
After this rinsing step, an immersion of the substrate into a solution containing anions
of sort B– follows. Again ions will adsorb, to the currently A+ rich surface, forming a
layer of B– ions. As a fourth step, excess B– is rinsed away by immersing the substrate
into clean solvent. Now the whole substrate should be coated with a layer of AB.
Repeating this procedure increasing the number of cycles will lead to the layer-wise
growth of an AB film. SILAR was introduced in the 1980s to form films of 300 nm
thickness by Nicolau.[13] A SILAR synthesis can only be successful if AB is less soluble
in the solvent than the two salts that are providing the ions A+ and B–. Otherwise
the product of A+ + B– −−→ AB would be dissolved during the rinsing steps of each
SILAR cycle.

Based on a review from Pathan and Lokhande Table 1 holds a list of selected
substrate-coating combinations that have been investigated, mostly for thin films.[5]

For many coating substrate combinations the SILAR grown films are polycrystalline,
as Figure 9a shows for PbS grown on a microscopy glass slide. An overview of film
characteristics is available in the review paper [5] from Pathan and Lokhande. Recently
SILAR has been employed to fabricate quantum dot sensitized solar cells. For those
solar cells, SILAR is not performed on flat substrates but on mesoporous films of
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4. SILAR deposition systems 

 
The critical operations for the deposition of thin films by 
successive ionic layer adsorption and reaction (SILAR) 
method, are adsorption of the cations, rinsing with deio-
nized water, reaction of pre-adsorbed cations with newly 
adsorbed anions and again rinsing with deionized water. 
Generally, manual, electropneumatic and computer based 
systems have been used to perform these operations in 
SILAR method. These methods are discussed in brief in 
the following sections. 
 

4.1 Manually operated 

This system does not require any power supply for opera-
tions, hence it is economical. In this system, four or more 
glass beakers of typically 50 ml capacity containing pre-
cursor solutions and deionized water are placed separately 
in the tray. The beakers containing precursor solutions 
and deionized water are alternately placed as shown in 
figure 2. The beaker containing deionized water is placed 
in between the beakers containing cationic and anionic 
precursor solutions. The immersion and rinsing of sub-
strates are done manually. The SILAR deposition of suf-
ficiently thick film requires many hours and therefore  

manual deposition of certain materials is not possible for 
a single person. 

4.2 Computer based 

 
The schematic diagram of computer-based operating sys-
tem (Nicolau 1985; Jim’enez-Gonz’ailez and Nair 1995) 
is shown in figure 3. The equipment consists of two bea-
kers of 50 ml each containing the precursor solution and 
two rinsing vessels, lying in a circle on the circular tray. 
Each rinsing vessel being placed in between beakers con-
taining cationic and anionic precursor solutions. The sub-
strates are attached vertically by means of four arms. The 
arms are set out in line or a right angle and supported on 
the spindle. The spindle can turn and slide tightly in a 
bearing. Two steeping motors drive it. The computer pro-
gram governs the vertical and translation movement of 
the spindle. 
 

4.3 Microprocessor based 

The schematic diagram of microprocessor-based operat-
ing system is shown in figure 4. The equipment is feasible 
for elemental, binary, ternary, composite etc materials. 

 
Figure 2. The scheme of SILAR method for the deposition of CdS thin films (O, Cd2+; l, S2–): (a) 
→ cationic precursor, (b) → ion exchange water, (c) → anionic precursor and (d) → ion exchange water. 
 

A+ rinse B– rinse = AB

Figure 8.: SILAR principle [5]

Table 1.: List of selected SILAR substrate-coating systems [5]

On glass Substrate:
CuS ZnS CdS In2S3 PbS CdSe CdTe

On indium doped tin oxide substrate:
CuS ZnS CdS

On fluorine doped tin oxide:
CdSe

On silicon (111):
CuS PbS

several µm height.[15] Only a few SILAR cycles are carried out during which quantum
dots are deposited into the mesoporous film. For cadmium selenide quantum dots
on mesoporous titanium dioxide a cycle dependent change in light adsorption can be
observed with the eye. As Figure 9b shows, their color changes from green-yellow after
one SILAR cycle, over orange after three and four SILAR cycles to dark red after six
cycles of SILAR. Similar results have been reported for other compounds.[16]

Even though SILAR is used to synthesize epitaxial quantum dots for sensitized
solar cells, up to now, no systematic studies of the quantum dot growth have been
carried out. Usually growing conditions are established by trial and error, often solely
optimizing for high light to electric power conversion efficiency. This Diplomarbeit
was undertaken to give an insight into the growth mechanism of SILAR fabricated
quantum dots and to employ this fundamental knowledge for controlling quantum dot
properties and their spatial distribution.

As a model system SILAR grown PbS on flat TiO2 rutile single crystals was chosen.
PbS is already established in sensitized solar cells where mesoporous TiO2 acts as
substrate.[17] To simplify the system the (100) face of TiO2 rutile was selected as
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growth is concentrated on certain areas forming islands with lateral dimensions of approx-
imately 60 nm. This value was also observed by the LFM measurements [15]. After 200
cycles (10 nm) the appearance of the film is similar (Fig. 6b). However, the dimensions of
the islands have increased two- to threefold, but the islands are still separated by flatter areas.
A similar grainy appearance has been seen in a chemically deposited 25 nm thick PbS thin
film on self-assembled monolayers of 16-mercaptohexadecanoic acid [17].

At a nominal thickness of 30 nm (Fig. 6c) the film looks continuous but grainy, clearly
consisting of separated particles. Basically, the increased thickness (60 nm) in Fig. 6d no
longer changes the appearance of the particle size of the PbS thin film. Again, the SEM
image in Fig. 6d resembles that of a chemically deposited 105 nm thick PbS film [17].

In comparison, the PbS thin films obtained by chemical bath deposition on glass consisted
of individual clusters [5] or aggregates of grains [4]. Growth from lead nitrate and thiourea
solutions on glass substrates indicated similar particle size development. Between film
thicknesses of; 60–500 nm, the particle size corresponded to the film thickness [18].
Judged by the appearance of the PbS thin film on silicon, the roughness increased with

Fig. 6. Scanning electron microscopy images of PbS thin films with different thicknesses: (a) nominal thickness
2.5 nm, (b) nominal PbS thickness 10 nm, (c) nominal PbS thickness 30 nm, and (d) nominal PbS thickness
60 nm.

1050 T. Kanniainen et al. / Materials Research Bulletin 35 (2000) 1045–1051

(a) SEM micrograph of polycrystalline PbS
film from SILAR on glass [14]

− Number of SILAR cycles →
Te2- precursors.9 To date, there have been no successful
applications of the SILAR process for preparation of metal
selenide- and telluride-modified mesoporous oxides.10 This
limitation has restricted QD-sensitized solar cells prepared
by the SILAR process to a narrow range of materials such
as CdS and PbS,6f,g,9 while metal selenide sensitizers have
been prepared usually by electrochemical plating11 or CBD
techniques based on slow release of selenide from Na2SeO3

in the presence of metal cations.7 Compared to the SILAR
process, this CBD process for preparing CdSe-modified
electrodes is inefficient (takes a few hours or overnight),
poorly controlled (in size and density of the QDs), and
unselective (not only deposited over the electrode surfaces
but also nucleated in bulk solution as well as on the side
walls of the deposition container). In both principle and
practice, the SILAR process could now be considered as a
best way to allow deposition of well-defined composition-
modulated (doped, alloyed, or multilayered) QD layers onto
mesoporous metal oxides in the solution process, as dem-
onstrated recently with colloidal QDs, where very precisely
controlled multilayers were deposited over QD cores by
alternating injection of cationic and anionic precursors.12

There is therefore an urgent need for effective and general
preparative methodologies that will allow deposition of metal
selenide and telluride QDs onto oxides by the SILAR
process.

In this Letter, we report the development of a new
procedure for preparing selenide and telluride ions, by
reducing the corresponding dioxide precursor in ethanol, that
allows SILAR growth of CdSe and CdSe(Te) QDs over
mesoporous TiO2 films. We demonstrate application of these
CdSe QDs as sensitizers in photoelectrochemical cells using
a cobalt complex, Co(o-phen)3

2+/3+, as a regenerative redox
couple, and report promising overall efficiencies of 4.2% at
100 W/m2.

To carry out the SILAR process for the deposition of metal
selenides, it is necessary to prepare selenide ions in solution
and keep them stable for an extended period. While suitable
experimental conditions were sought for this process, it was
observed that SeO2 could be reduced by NaBH4 in ethanol,
as described in eq 1.

When 2 equiv of NaBH4 was added to an ethanol solution
of SeO2 under inert atmosphere (N2 or Ar purging), a gradual
color change from deep red to transparent was observed
(Figure S1 in Supporting Information), indicating that
SeO2(+4) was being reduced to Se2-(-2). This transparent
solution was then transferred into a glovebag under inert
gas,13 where the SILAR process was performed following
the usual procedure; the optimized TiO2 film/FTO electrode
was successively immersed into two different solutions for
about 30 s each, one consisting of 0.03 M Cd(NO3)2

dissolved in ethanol and the other containing the in situ
generated 0.03 M Se2- in ethanol. Following each immersion,
the films were rinsed for 1 min or more using pure ethanol

to remove excess precursor, and the electrode was dried
before the next dipping. This immersion cycle was repeated
several times, from one to six complete cycles.

With each SILAR cycle, the CdSe deposits became larger
in size and denser in distribution, as evidenced by the
absorption spectra shown in Figure 1; the absorption onset
moved gradually down to around 700 nm, and its magnitude
increased with each cycle. This successive deposition of
CdSe over mesoporous TiO2 was accompanied by a series
of color changes visible to the naked eye, i.e., quantum size
effects, as shown in the inset of Figure 1. These color changes
closely resemble the color changes observed when colloidal
QDs of CdSe are grown by the hot-injection method,
showing a yellow color just following nucleation, and then
proceeding through orange, red, and dark red during growth.5

On the basis of these observations, the SILAR process
described here was concluded to successfully deposit CdSe
QDs onto the surfaces of mesoporous TiO2 films. The sharp
excitonic features observed in colloidal QDs were not
detected here, reflecting a comparatively broad size distribu-
tion in the SILAR-deposited QDs, as always observed with
SILAR deposition of other QDs.6f,g,9a,b Narrow spectral
features are not critical to the performance of these QDs as
solar cell sensitizers.

The current procedure for QD deposition could be
extended to the preparation of other metal selenide QDs over
TiO2 layers simply by changing the cation precursor solution;
ZnSe and PbSe QDs were deposited successfully after just
a few SILAR cycles, and their absorption spectra obtained
(Figure S2 in Supporting Information). The procedures
described here are therefore generally applicable for deposi-
tion of metal selenide QDs over flat or mesoporous metal
oxides. A similar approach was also explored for the
preparation of tellurides. Using NaBH4 to reduce TeO2, a
pale pink solution was obtained that was then used for the
deposition of metal tellurides.14 With the aim of making a
type II heterostructured QD sensitizer to assist charge

SeO2 + 2NaBH4 + 6C2H5OH f Se2- + 2Na+ +
2B(OC2H5)3 + 5H2 + 2H2O (1)

Figure 1. Absorption spectra of ∼2 µm thick film made of 20 nm
TiO2 after SILAR deposition of CdSe QDs (one-six cycles) and
photographs of the corresponding films (left inset). TEM images
of CdSe QDs/TiO2 particles after six cycles of the SILAR process
(right inset, scale bar indicated).

4222 Nano Lett., Vol. 9, No. 12, 2009

(b) Substrates for CdSe quantum dot sensi-
tized solar cells, after different number of
SILAR cycles [15]

Figure 9.: Examples of SILAR

substrate. The surface is oxygen terminated and should therefore easily adsorb Pb+

ions in the first step of a SILAR process.[18]
During successive ionic layer adsorption and reaction many experimental conditions

can be varied. At least two different precursor solutions are in involved. Each of them
can have its own concentration. The solvent for the precursors can differ. Considering
the Langmuir model of adsorption,[19] shown in Equation 2, where 𝐾 is the equilib-
rium constant, 𝜃 is the fraction of the surface covered by the adsorbate and 𝑐 is the
concentration of adsorbate in the solution,

𝐾 =
𝜃

(1− 𝜃)𝑐
(2)

one can conclude that the coverage of the substrate during immersion into a SILAR
precursor bath is a function of the adsorbate concentration, as this formula can be
rearranged into Equation 3.

𝜃 =
𝐾𝑐

1 +𝐾𝑐
(3)

Furthermore, as SILAR is an equilibrium method, the van ’t Hoff equation, Equation 4
is obeyed.[20, pp. 236, 991] (︂

𝜕 ln𝐾

𝜕𝑇

)︂
=

Δad𝐻
−∘

𝑅𝑇 2
(4)

Here 𝑇 is the temperature, 𝑅 the gas constant and Δad𝐻
−∘ the standard enthalpy

of adsorption. A result of this is that when temperature is changed the equilibrium
constant 𝐾 will also change. A change in 𝐾, on the other hand, will lead to a change
in coverage 𝜃. Thus bath temperature should also have an influence onto the growth
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1. Introduction

of quantum dots from SILAR as the amount of material deposited per SILAR cycle
can be varied.

As a starting point precursor concentrations of 0.02mol/L PbNO3 and anhydrous
Na2S, both in Methanol, were used. Those were already used in experiments with PbS
quantum dot sensitized solar cells.[21]
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2. Epitaxial Growth of Quantum Dots
by SILAR

2.1. Effects of Inert and Oxidative Atmosphere

As a first step it was tested if the experiments needed to be carried out in inert
atmosphere. Lead sulfide is known to adsorb oxygen and to transform its surface to
lead oxide at room temperature.[22] This is obvious when the standard Gibbs energy
of the reaction of lead sulfide to lead oxide, presented in Equation 5, is calculated
following Hess’s law.

PbS + 1.5O2 −−→ PbO + SO2 ↑ (5)

Δ𝑟𝐺
−∘ =

∑︁
Δf𝐺

−∘
𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑠 −

∑︁
Δf𝐺

−∘
𝑟𝑒𝑎𝑐𝑡𝑎𝑛𝑡𝑠 (6)

For lead sulfide the standard Gibbs energy of formation is Δf𝐺
−∘ = −98.7 kJ/mol and

for lead oxide the standard Gibbs energy of formation is Δf𝐺
−∘ = −188.9 kJ/mol.

Sulfur dioxide has a standard Gibbs energy of formation of Δf𝐺
−∘ = −300.1 kJ/mol

and the value for elemental oxygen is Δf𝐺
−∘ = 0 kJ/mol by definition.[23] Therefore the

standard Gibbs energy of the reaction is Δ𝑟𝐺
−∘ = −390.3 kJ/mol and thus favorable.

As this does not tell anything about the reaction rate, one might argue that its effect
is negligible if the rate is slow enough to convert only a very small fraction of the lead
sulfide surface into lead oxide in between the SILAR cycles. An oxide layer forming
after each SILAR cycle would introduce an unwanted layer of complexity as the next
cycle would neither be grown on lead sulfide nor on titanium dioxide. With such a
growth mechanism similarities to epitaxial growth methods, presented in section 1.3
(see from page 6), are not expected and therefore quantum dot formation would be
unlikely.

To test this hypothesis the (100) faces of different titanium dioxide rutile single
crystals were subject to lead sulfide SILAR processes with one and five cycles in inert
nitrogen atmosphere and in air. For the samples prepared under inert atmosphere
the procedure given in appendix A.1, page 53, was followed omitting the wetting and
final methanol rinse III steps. For the oxidative atmosphere samples wetting and final
methanol rinse III were also omitted. In addition the solutions and solvents were never
deoxygenated and the SILAR process was not carried out in a glove box but in an
ordinary fume hood. For the sample consisting of one cycle SILAR under oxidative
atmosphere the sodium sulfide concentration was 0.06mol/L, all other concentrations
were according to the method given. An overview of the experimental conditions is
given in Table 2. Atomic force microscopy images of the samples were taken either on
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2. Epitaxial Growth of Quantum Dots by SILAR

Table 2.: SILAR conditions for inert and oxidative atmosphere experiments

Step No. of cycles Immersion time / s Concentration

Wetting no immersion

Pb2+ 1, 5 20 0.02mol/L = 𝑐0
Rinse I 1, 5 30
S2– 1, 5 20 0.02mol/L = 𝑐0

*

Rinse II 1, 5 20

Rinse III no immersion

*: for the 1 cycle in air sample 0.06mol/L = 𝑐0 Na2S in methanol

the same day after the SILAR process or up to one week later and are presented in
Figure 10.

After one cycle there is no visible difference between the sample prepared in oxidative
atmosphere (Figure 10a) and in inert atmosphere (Figure 10b). Both samples show a
fine grained background with grains of the same height. From the background dozens
of laterally larger grains stand out, exceeding 5nm in height.

Comparing the samples with five SILAR cycles to each other gives a different pic-
ture. The sample with five cycles in air Figure 10c exhibits a relatively smooth surface
composed from many smaller grains. The five cycles sample prepared in inert atmo-
sphere Figure 10d clearly has different characteristics. Although being made up from
distinct grains, those are larger in lateral scale and exceed a height of 5 nm more often.

The similar results after one cycle SILAR are not surprising. As there is only one
layer of lead sulfide coating, whilst no further SILAR cycles are applied, surface oxi-
dation will not induce any effect on the resulting topography. In air, the surface might
get oxidized immediately after the SILAR process or even while it is still immersed into
the precursor solution. In inert atmosphere, oxidation is prevented during SILAR, but
the surface will eventually get oxidized when the sample is retrieved from the glove box
and atomic force microscopy is carried out in air. Therefore the net result is identical;
one layer of lead sulfide with a lead oxide surface.

The sample consisting of five cycles SILAR performed in air shown in Figure 10c is
very similar in terms of topography to both samples consisting of one cycle SILAR,
either performed in air (Figure 10a) or in inert atmosphere (Figure 10b). When the
SILAR process was carried out under oxidative atmosphere the topography did not
change any more after the first cycle SILAR.

The sample with 5 cycles SILAR prepared under inert atmospheres (Figure 10d)
shows a change in topographic features after the first cycle SILAR.

As the presented topographic data depends on the oxidative conditions the following
two growth mechanism may be discussed for the evolution of topographic features under
the conditions of the SILAR process used. First, under inert conditions growth during
SILAR cycles two to five prefers to increase the size of some already existing grains
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(a) AFM: one cycle in air (b) AFM: one cycle in inert atmosphere

(c) AFM: five cycles in air (d) AFM: five cycles in inert atmosphere

Figure 10.: Topography after different number of PbS SILAR cycles in air and in inert
atmosphere

and yields particles with different sizes. Second, under oxidative conditions growth
during SILAR cycles two to five seems to mimics the nucleation of grains during the
first cycle SILAR yielding uniform looking particles.

To influence the size of quantum dots one should therefore perform the presented
SILAR experiments under inert atmosphere. SILAR experiments performed in oxida-
tive atmosphere might result in less or no influence on the size of quantum dots or
nanoparticles.

Conclusions about Effects of Inert and Oxidative Atmosphere At least for the
methanolic lead sulfide SILAR process using the conditions presented here it seems
mandatory to work in an oxygen free environment. It might be worth to consider if
speeding up the transfer between immersion baths could allow for processing in oxidative
atmosphere. A layer of adhering solvent might protect the lead sulfide quantum dots
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from oxidizing during a rapid transfer. On the other hand oxygen will still be present
dissolved in the solutions. SILAR deposited materials other than lead sulfide should
also be studied to see if they are also prone to oxidation during SILAR. The review
from Pathan et al. can give some suggestions, or Table 1, which holds a selected list
from that review.[5]

2.2. Cycle Dependence

In quantum dot sensitized solar cells the number of SILAR cycles is often used to
control the size of quantum dots and thus the light absorption properties of the solar
cell, as already discussed in section 1.4 on page 9. It is therefore important to follow
the evolution of quantum dots in the model system lead sulfide on titanium dioxide
rutile (100) face over an increasing number of SILAR cycles.

For cubic crystalline lead sulfide it is known that the (111) plane consists only of
lead atoms and the (222) plane only of sulfur atoms.[24] During one SILAR cycle an
already existing lead sulfide crystal should grow epitaxially into the [222] direction.
For a cubic crystal one can calculate the inter lattice plane distance 𝑑(ℎ𝑘𝑙) from the
lattice constant 𝑎 and the miller indices ℎ, 𝑘, 𝑙 according to Equation 7.[25, p. 221]

𝑑(ℎ𝑘𝑙) =
𝑎√

ℎ2 + 𝑘2 + 𝑙2
(7)

With ℎ = 𝑘 = 𝑙 = 1 and 𝑎 = 5.935× 10−10 m, from reference [26], one can calculate
the distance between two planes of lead to be 𝑑(111) = 3.42× 10−10 m. This is the
theoretical ingrowth of a lead sulfide crystal’s thickness during one cycle of SILAR, if
only one side is coated with PbS. The distance between a lead and sulfur plane on the
other hand is 𝑑(222), in the cubic crystal system this can be written as half of 𝑑(111),
Equation 8. The calculated value is 𝑑(222) = 1.71× 10−10 m.

𝑑(222) =
1

2
𝑑(111) (8)

Now let Δ𝑧1 the thickness ingrowth during the first cycle of SILAR, on a hypothetical
mathematical perfect flat plane, be modeled as the sum of: 𝑟S2− the ionic radius of S2–,
which acts as spacer between the flat plane and the lattice planes in the PbS crystal;
𝑑(222) the inter lattice plane distance between sulfur and lead; and 𝑟Pb2+ , which acts
as spacer against the environment. Equation 9 shows this sum.

Δ𝑧1 = 𝑟S2− + 𝑑(222) + 𝑟Pb2+ (9)

Any further SILAR cycle will add another 𝑑(111) to Δ𝑧1. Using Equation 8 and intro-
ducing the variable number of SILAR cycles 𝑛, the thickness ingrowth can be predicted
to be

Δ𝑧𝑛 = 𝑟S2− + (2𝑛− 1)× 𝑑(222) + 𝑟Pb2+ (10)

With 𝑟S2− = 1.84× 10−10 m and 𝑟Pb2+ = 1.19× 10−10 m obtained from reference [23]
calculations can be carried out.
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2. Epitaxial Growth of Quantum Dots by SILAR

To check for the presented cycle dependent properties the general procedure for
SILAR found in appendix A.1, page 53, was applied to three specimens of titanium
dioxide rutile single crystals with polished (100) faces. The experimental conditions are
tabulated in Table 3. The samples were subject to one, three and five cycles of SILAR.

Table 3.: SILAR conditions for cycle dependence experiments

Step No. of cycles Immersion time / s Concentration

Wetting 30*

Pb2+ 1, 3, 5 20 0.02mol/L = 𝑐0
Rinse I 1, 3, 5 30
S2– 1, 3, 5 20 0.02mol/L = 𝑐0
Rinse II 1, 3, 5 20

Rinse III 70*

* : 5 cycle sample was not subjected to wetting and rinse III

During the preparation of the five cycles sample wetting and the final methanol rinse
III were skipped. Atomic force microscopy images of all samples were taken within
one week after the respective SILAR process. In addition a pristine titanium dioxide
single crystal was investigated with the atomic force microscope. Topographic AFM
images are presented in Figure 11a for the pristine and in figures 11b, 11c, 11d for the
one, three and five cycles samples respectively.

All atomic force microscope measurements and the data derived from them only
contain relative height information. As described in appendix B.1.1, page 58, the
lowest height within one atomic force microscope image is routinely set to be zero
height. Therefore all data is evaluated under the assumption that the bare substrate
has been measured in every atomic force microscope image taken in at least one pixel.
With that assumption every other height measured is the height above the substrate.
This assumption is believed to be true as long as the surface is not completely covered
by grains or particles. For densely covered substrates the calculated height values are
expected to be smaller than the real height above the substrate. For substrates sparsely
covered by grains the measured heights also might differ from the real heights above
the surface, as the bare substrate surface may have steps and other topographic feature
of its own.

The pristine rutile crystal exhibits a homogeneously flat surface, with sub nanometer
height deviation over one micrometer scan length. Though some imperfectnesses are
present on the surface, in Figure 11a a grain with a height of 4 nm, measured from the
lowest pixel in the image, is visible in top right part of the image. Another feature
quite often present on the crystal surface are straight trenches only few nanometers in
depth, several dozens of nanometers wide and many microns long. They seem to have
no preferential orientation. They are probably a result of the cutting and polishing of
the crystals. Figure 11a does not show a pronounced trench, but the one cycle sample
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2. Epitaxial Growth of Quantum Dots by SILAR

(a) AFM: pristine rutile sample (b) AFM: one cycle of PbS SILAR

(c) AFM: three cycles of PbS SILAR (d) AFM: five cycles of PbS SILAR

Figure 11.: Topography after different number of SILAR cycles. Same height scale bar
from 0 nm to 5 nm was chosen to directly indicate the change in particle
size by cutting through the plane of same height at 5 nm.

has an easy to spot trench running from bottom left to top right in Figure 11b.
After one cycle of SILAR the surface is covered completely with a rough layer of

lead sulfide being made up from individual grains. There are some particles exceeding
a height of 5 nm scattered on the surface.

Three cycles of SILAR, presented in Figure 11c, lead to surface morphologies related
to one cycle SILAR. The surface is uniformly covered by individual but a bit larger
grains. On this background layer many particles exceeding a height of 5 nm are found.

After five cycles of SILAR, distinct grains of various sizes and heights are visible in
Figure 11d. It is difficult to tell a background layer apart from higher grains. Many
of the particles higher than 5 nm seem to be conglomerates of what were separated
particles after three and one cycle of SILAR. It resembles more the polycrystalline
look of lead sulfide thin films prepared by Kanniainen et al . already presented in
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Figure 9a, page 11.[14] In their studies on lead sulfide thin films Kanniainen et al .
demonstrated that the thickness of lead sulfide thin films scales proportionally with
the number of SILAR cycles.[14] Overall the samples presented in this section seem to
rather mimic thin film growth in contrast to a sample resulting in isolated quantum
dots which will be presented later in section 2.4, page 26.

Using the computer software Gwyddion, see appendix C.1 page 60 for details, the
height distribution can be extracted from AFM data. The height distribution is a
normalized plot of the probability density 𝜌. It gives a number with which fraction
a certain height 𝑧 is present in the analyzed AFM image. The area under the plot is
normalized to equal unity. Height distributions were extracted from all four sets of
AFM data presented in Figure 11. Equation 10 was used to calculate the predicted
height ingrowth after 1, 3, and 5 cycles. To the numbers calculated the peak maximum
of the pristine sample’s height distribution was added each. This should account for
a non-perfect epitaxial growth and the substrate’s deviation from the assumption of
a perfect flat surface used to derive Equation 10. The combined plot of the height
distributions together with the predicted heights is depicted in Figure 12a. One should
remember that the heights presented are relative heights using the lowest point in each
atomic force microscope image as a zero reference, as it was discussed on page 17. The
heights of the high number of SILAR cycles might be underestimated. However, note
that the measured heights roughly follow a linear ingrowth which is expected for thin
film growth of lead sulfide.[14] This roughly constant ingrowth of thickness per SILAR
cycle provides a preliminary proof that nearly always the lowest point in the presented
AFM images can be attributed to the bare substrate and that a polycrystalline thin
film growth mechanism might take place. In addition only the general form of the
height distribution and the position of its maximum will be discussed. As the samples
analyzed in this section are lower in quality than the sample of isolated quantum dots
which will be presented in section 2.4, page 26 the fast and easy to access shape of
the height distribution and the also fast and easy to access maximum of the height
distribution will be used as a rough indication of cycle dependent properties. For a
better set of samples, which need to be prepared in the future following the procedure
for the sample of isolated quantum dots (section 2.4, page 26) one should discuss their
cycle dependent properties based on the different moments of the height distribution
like the mean (first moment), variance (second moment), skewness (third moment) and
kurtosis (fourth moment).

The pristine rutile sample shows a sharp maximum of the probability density at
0.7 nm. Heights above 1.5 nm are barely present and not a single pixel exceeds the
height of 3.9 nm. This fulfills what is expected from a flat but not perfect surface.

After one cycle SILAR, the maximum of the height distribution is at 1.2 nm, coin-
ciding with the predicted height ingrowth of 1.2nm. In addition the peak broadens
and begins to grow a tail towards greater height values. Heights above 4 nm are barely
present, but pixels with a height greater than 8 nm are present. Many small grains
with nearly the same height covering a flat surface will give such a distribution. This
is in accordance with the features seen in Figure 11b.

Three cycles of SILAR give a broad height distribution peak with a long tail up to
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Figure 12.: Cycle dependent topographic properties. Horizontal and vertical lines are
predicted height ingrowths.

5nm. The maximum of the height distribution for three cycles SILAR is at 1.4 nm,
not far from the one cycle’s maximum. The height predicted for three cycles is 1.9 nm,
which is not right at the maximum of the plot, but still part of the broad peak before
its fast decline. On the other hand the probability density at the maximum for the
three cycles sample is only of half the value after one cycle. The background of this
image is made up of small, similar grains responsible for the first rise of the plot. The
numerous particles with peak heights above 5nm, which appear white in the AFM
image Figure 11c, are responsible for the broadening and the long tail, as they are
standing out from the background grains.

The height distribution of the five cycles SILAR sample has its highest value at
2.9 nm and is broad. Whereas a height ingrowth of 2.5 nm was predicted. The onset
is not as steep as after three cycles of SILAR. The tail extends up to 7 nm before the
probability density drops to nearly zero. With the slow rise at low heights, the five
cycles samples have characteristics of a system put together from large inhomogeneous
particles without a background layer made from smaller more homogeneous grains.
The big particles seem to cover whatever is beneath them completely.

The height where the maximum of the probability density is located can be seen as
the height value most probably to be found in an AFM data set. This most probable
height is plotted against the number of SILAR cycles in Figure 12b, in addition the
predicted height ingrowths caused by 1, 3 and 5 cycles SILAR are shown. The most
probable height clearly increases with the number of SILAR cycles. This is in agreement
with predictions and experiments for SILAR grown lead sulfide thin films.[14] On the
other hand in section 2.4, page 26 a sample will be presented that does not fulfill
the predictions on thin film growth but exhibits the nucleation of isolated lead sulfide
quantum dots. From the figure presented it is intriguing to imply a linear relationship
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2. Epitaxial Growth of Quantum Dots by SILAR

between the number of cycles and the most probable height. A naive assumption is
that SILAR, as a layer by layer method, adds the same amount of material during
each cycle. Coating a flat surface, one might expect a linear ingrowth of some height
property like the absolute average height, the height difference between highest and
lowest point in a data set, the most probable height, or their like. The predicted
height ingrowths plotted are based on that assumption. With only four data points
the statistical reliability of linear fitting the most probable height to the number of
cycles would be questionable and therefore was not done.

The tentatively suggested cycle dependence bears some complexity. It is not a single,
chosen observable feature that changes with the number of SILAR cycles; like increasing
the number of grains, or only the size of grains. Instead the morphology undergoes a
transformation through several stages when the number of SILAR cycles is increased.
Though the derived quantity of the most probable height seems to exhibit a correlation
with the number of SILAR cycles applied. This might turn out as a linear relation,
when further studies have been conducted.

From the plots in Figure 12, one can deduce that there is a cycle dependent change
in topography. If the growth would be perfectly epitaxial all height distribution plots
would look like the pristine sample, its surface would just be copied layer by layer.
Even the position would not change as with the atomic force microscope, as set up,
only relative heights can be measured. After one cycle of SILAR, island formation
is already visible as the height distribution broadens and the most probable height
increases. After this, the height distribution of the three cycles SILAR sample suggests
that all particles grow, with some of them growing faster to give the high heights tail in
the plot. The most probable height increases further, but is associated with a smaller
step in height, even though the number of cycles is increased by two and not only by one.
These results can be understood from the following scenario: The most probable height
does not increase that much when only some preferred grains grow, as the majority
stays smaller, with the same height. In the five cycles SILAR sample the growth of
large individual particles from fusing several smaller grains together took place. The
fusion into bigger and higher particles is already visible in the height distribution plot
of the three cycle sample, as it shows characteristics of a bimodal distribution. One
part being the large particles which are well developed after five cycles SILAR, the
other part being small grains already residing on the surface after one cycle SILAR.
The most probable height now makes a big leap upward as even the slowly growing
grains reach a certain height and further more get merged into other grains by fusing
with the fast growing grains.

The amount of material that is deposited onto a substrate during one cycle of SILAR
is of great interest as this is the material that allows for the growth of quantum dots.
Especially as cycle dependence experiments suggest that increasing the number of
cycles very quickly leads to big quantum dots, it is important to check if decreasing
the amount of material deposited per cycle is possible. If the precursor concentrations
are reduced one reduces the amount of ions that can adsorb to the substrate’s surface,
see Equation 3, page 11, and therefore concentration decrease should have a similar
influence as decreasing the flux in a molecular beam epitaxy.
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Conclusions about Cycle Dependence The size of synthesized nanocrystals can be
controlled by changing the number of SILAR cycles. Their height scales, at least for
the samples analyzed here, approximately with the predicted number of deposited lead
sulfide layers. Large broadening of the height distributions with increasing number of
SILAR cycles is characteristic for the growing conditions used here. For most appli-
cations narrow size distributions are desirable, so for defining distinct properties of
quantum dots employing the here used method of methanolic lead sulfide SILAR should
be limited to very few cycles. Further optimization of reaction condition, though, may
narrow down the size distribution for the method used in this study. Metal complexing
agents in the lead precursor solution for example can influence the height ingrowth per
cycle.[27] The advantage of controlling the size with the number of cycle is the ease of
implementation. In molecular beam epitaxy and the chemical vapor based methods large
efforts need to be taken to control the flux of the different reactants, often at the same
point of time. With its successive approach SILAR avoids the need for sophisticated
flux control. The amount of material deposited per cycle is inherently limited. Again
it needs to be stressed that the situation may be different for other substrate-coating
combinations. If the quantum dot nucleation in the here presented system really mim-
ics the Stranski-Krastanow growth, described in section 1.3, different compounds with
different lattice mismatch will yield other results. This is in need of further investiga-
tion to extend the knowledge of how the different growth modes usually discussed for
epitaxial methods, Frank-van der Merwe, Stranski-Krastanow, and Volmer-Weber, can
be applied to quantum dot nucleation with SILAR. If those were applicable predictions
about cycle dependent properties might be possible in the future for SILAR.

2.3. Concentration Dependence

Material flux rates are the primary knob for controlling growth rates in molecular beam
epitaxy and chemical vapor deposition. The analogy to material flux in successive
ionic layer adsorption and reaction are the precursor concentrations. Material flux and
precursor concentration should both influence the growth mechanism of a coating layer.
A low flux or concentration is expected to be closer to equilibrium conditions as the
local environment has time to settle into the thermodynamic minimum. High fluxes
and concentrations should favor kinetic products by depositing material in shorter time
scales than the needed equilibration time. In addition, desorption and dissolution play
an important role at the interface of the liquid and solid phase in SILAR. This has
been discussed in context with the Langmuir model in section 1.4.

To investigate to what extent the precursors’ concentrations influence the nucleation
during a SILAR process, a concentration series experiment was set up. On four ti-
tanium dioxide single crystals (100) face, a five cycle SILAR procedure following the
instructions in appendix A.1 on page 53 was employed. The concentrations for the
four samples were: 𝑐0 = 2× 10−2 mol/L, 𝑐1 = 2× 10−3 mol/L, 𝑐2 = 2× 10−4 mol/L,
and 𝑐3 = 2× 10−5 mol/L. An overview of the experiments conditions is presented in
Table 4. The resulting atomic force microscopy images are shown in Figure 13.
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Table 4.: SILAR conditions for concentration dependence experiments

Step No. of Immersion Concentrations
cycles time / s

Wetting 30

Pb2+ 5 20 2× 10−2 mol/L = 𝑐0, 2× 10−3 mol/L = 𝑐1,
2× 10−4 mol/L = 𝑐2, 2× 10−5 mol/L = 𝑐3

Rinse I 5 30

S2– 5 20 2× 10−2 mol/L = 𝑐0, 2× 10−3 mol/L = 𝑐1,
2× 10−4 mol/L = 𝑐2, 2× 10−5 mol/L = 𝑐3

Rinse II 5 20

Rinse III 70

Just from the visual appearance of the AFM images, the sample set can be divided
into two subsets. The two higher concentration samples, 𝑐0 and 𝑐1 shown in Fig-
ure 13a and Figure 13b, have particles and grains covering the whole measured area.
The second subset contains the two lower concentration samples 𝑐2 and 𝑐3 that are
shown in Figure 13c and Figure 13d. These samples’ surfaces are not wholly covered
by grains or particles. There are well separated particles visible on a flat background.
The background resembles the surface of pristine rutile which was already shown in
Figure 11a on page 18 and described in context of cycle dependent properties in sec-
tion 2.2. Within the two subsets of the concentration series the particle density, lateral
size and height is different between the two samples each.

As previously done the height distributions were extracted from the AFM data sets
and plotted in Figure 14a. The height distribution of a pristine titanium dioxide crystal
surface was included additionally. The limitations and assumptions for this analysis
were already described and discussed in section 2.2 on page 17.

Although again the shape of the height distribution represents a very rough estimate
one can resolve two sets of results. The first set contains the two samples treated with
the two low concentrated precursor solutions 𝑐3, and 𝑐2. Both of them mimic the height
distribution of the pristine titanium dioxide rutile (100) surface. Therefore all three
have a narrow height distribution peaking around 0.8 nm.

The two higher concentration samples, 𝑐1 and 𝑐0, have nearly identical height dis-
tributions both peaking at 2.9 nm. Their peaks are broad and their tails extend up to
7nm.

The peak position of the probability density plot can be regarded as the most prob-
able height within that sampled area. This most probable height is plotted against the
used precursor solution in Figure 14b; the height most probable height from a pristine
rutile crystal is shown as a horizontal red line.

In this plot the two subsets of the concentration experiment are clearly distinct.
Both higher concentration samples yield the same most probable height. The two
lower concentration samples give values scattered around the value of pristine rutile.
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(a) AFM: 𝑐0 = 2× 10−2 mol/L (b) AFM: 𝑐1 = 2× 10−3 mol/L

(c) AFM: 𝑐2 = 2× 10−4 mol/L (d) AFM: 𝑐3 = 2× 10−5 mol/L

Figure 13.: Sample topography after five cycles SILAR with different precursor con-
centrations 𝑐𝑖

Within the limited tests performed these results lead to the conclusion that there is
a threshold concentration below no significant material deposition takes place during
the five SILAR cycles investigated in the concentration series. This threshold must lie
between 𝑐2 = 2× 10−4 mol/L and 𝑐3 = 2× 10−5 mol/L. Above this threshold, enough
material is deposited to form a stable layer of lead sulfide which is not rinsed away
during the various rinsing steps of a SILAR process.

Another observation is that both high concentration samples have nearly identi-
cal height distributions and share the same most probable height. After passing the
minimal concentration threshold a further tenfold increase of the precursor concen-
trations apparently only has a weak effect on height distribution. From the figures
of height distribution one might imply that with both different high concentrations
𝑐0 = 2× 10−2 mol/L and 𝑐1 = 2× 10−3 mol/L the same amount of material was de-
posited. This implication might be wrong, as the absolute thickness of the lead sulfide
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Figure 14.: Precursor concentration dependent topographic properties for:
𝑐0 = 2× 10−2 mol/L, 𝑐1 = 2× 10−3 mol/L, 𝑐2 = 2× 10−4 mol/L,
and 𝑐3 = 2× 10−5 mol/L

layer can not be determined from this data obtained by tapping mode atomic force
microscopy.

Before the concentration dependent experiments were conducted and evaluated an
easy to exploit relationship between between concentration and number of quantum
dots per unit area was hoped to be found. Unfortunately this relationship was not
obtained. With such a relationship it would have been perhaps possible to predictably
prepare samples with isolated quantum dots. However, one sample of merit with well
isolated quantum dots, mimicking results from expensive epitaxial methods like molec-
ular beam epitaxy, was obtained from a two cycle SILAR process. The outstanding
properties of this sample of isolated quantum dots and its differences from the synthesis
of the other sample are the content of the following section 2.4. On the other hand
one should recall the calculated phase digram of the different epitaxial growth models
as function of surface coverage and lattice mismatch which was presented as Figure 7,
page 9. As AFM only measures relative heights, one can speculate that low precursor
concentrations might result in a Frank-van der Merwe like growth mechanism, FM in
Figure 7, giving a flat lead sulfide thin film. High precursor concentrations might result
in phases with riping, R1 to R3 in Figure 7, consisting of particles with different sizes
and heights.

Conclusions about Concentration Dependence The quantum dot size is influenced
by the precursor concentration in the investigated range of dilution. Apparently there
is a threshold concentration below which the nucleation of lead sulfide quantum dots is
hindered on the rutile (100) face. For processing many samples one should therefore
steadily control the precursor concentration and prevent it from dropping below this
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threshold concentration. On the other hand very high concentrations may not be com-
pletely advantageous, so resources can be saved by lowering the concentration to a value
not that far above the apparent concentration threshold. Such a just above threshold
concentration, when compared to a very high concentration, may spare time as it is
faster prepared by a quicker dissolution of the precursors; may save precursor material
from the start if it is not consumed down to the threshold concentration; may produce
less waste if it is not consumed down to the threshold concentration. The point of
depleting and therefore generating waste might be circumvented in larger scale applica-
tions by adding fresh precursor salts to the existing solution, or by partial removal of
solvent to increase the concentration to a level above the threshold. With some care that
might even be done without interrupting the production process. In contrast exchanging
the source, for example in a molecular beam epitaxy setup, will for sure interrupt any
running process.

2.4. Sample of Isolated Quantum Dots

2.4.1 Proof of Concept: Isolated Quantum Dots

Figure 15.: AFM: Isolated PbS QDs from 2 cycles SILAR

To synthesize separated lead sulfide quantum dots, the general method in appendix
A.1 on page 53 was followed with the following changes: Methanol was not deoxy-
genated before the precursor solutions were prepared, instead the precursor solutions
and the methanol for the rinsing baths were deoxygenated just before the SILAR pro-
cess, which happened four days after the Pb(NO3)2 and Na2S precursor solutions were
prepared. In contrast to the other samples the titanium dioxide sample was used as
received from the manufacturer1. All other samples presented in this work were subject
to atomic force microscope studies before the SILAR process was applied to them. This
also involved glue removal from the samples’ backsides using sonication in an acetone
bath, see appendix B.1.1, page 58, for details. The conditions for this experiment are
summarized in Table 5.

1Crystal GmbH, Ostendstr. 25, 12459 Berlin, http://www.crystal-gmbh.com
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Table 5.: SILAR conditions for isolated quantum dots

Step No. of cycles Immersion time / s Concentration

Wetting 5

Pb2+ 2 20 0.02mol/L = 𝑐0
Rinse I 2 30
S2– 2 20 0.02mol/L = 𝑐0
Rinse II 2 20

Rinse III 50

Conclusions about Proof of Concept Isolated quantum dots can be fabricated on a
titanium dioxide substrate by using a lead sulfide SILAR process. A very clean surface
seems to be important. Employing an acetone based cleaning procedure proved to be not
good enough. For experiments connected with the rutile surface for example Jang et al.
used a more rigorous cleaning procedure.[28] Their procedures consists of sonication in
three different solvents, annealing for 2 h at 550 ∘C and etching with aqua regia. On the
other hand one might speculate that acetone based cleaning alters the titanium dioxide
surface in an unexpected way, for example favoring a titanium or oxygen rich surface.
A change in surface composition could be a possible reason for the different results
obtained from acetone cleaned substrates and from samples prepared on as received
substrates.

2.4.2 Elemental Composition of Quantum Dots

Eight weeks after the sample preparation scanning electron microscopy (SEM) and
energy dispersive X-ray spectroscopy (EDX) were performed on the sample exhibiting
isolated quantum dots. One week after, atomic force microscopy (AFM) in tapping
mode was employed to get topographic information about the sample.

Figure 16a shows a scanning electron microscope micrograph of six isolated quantum
dots. From the quantum dot that appears brightest in the SEM micrograph an EDX
spectrum was recorded with 600 s integration time. The area probed for that EDX
spetrum is indicated by a yellow circle in Figure 16a, the resulting spectrum is depicted
in Figure 16b. X-ray emission lines from various elements are included in the plot, their
height representing their relative intensity. Close to 2.3 keV sulfur and lead have their
most intense X-ray emission lines. In addition both lead and sulfur have secondary
X-ray emission lines with about 2.45 keV energy. This overlap of the X-ray emission
lines is problematic for quantifying the ratio of sulfur to lead in the sample. However,
in the spectrum presented in Figure 16b X-ray emission is evidently above the noise
level in the range of 2.2 keV to 2.6 keV, which may indicate lead and sulfur. Sulfur
has in addition another X-ray emission line at about 0.15 keV. This low energy line of
sulfur should not be used for quantifying the sulfur content, its energy is so low, that it
will get absorbed by the detector window. The detector windows, on the other hand, is
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Seite 14 / 48 

(a) SEM with several quantum dots

Seite 14 / 48 

(b) EDX spectrum of area encircled yellow in Figure 16a, 600 s
integration time

Figure 16.: SEM and EDX of sample with isolated quantum dots

made from polycarbonate. Therefore, X-ray autofluorescence from oxygen and carbon
can be expected when the detector window is hit by X-ray with energies higher than
those of the low energy oxygen and carbon X-ray emission lines. In addition X-ray
autofluorescence from the silicon in the detector itself can be expected. Silicon has an
X-ray emission line at 1.8 keV.

Because of the aforementioned overlap of the lead and sulfur X-ray emission lines it
is not possible to determine their elemental ratio with confidence. Furthermore with
the settings used for this EDX experiment the electron beam is expected to penetrate
200 nm deep into the surface. With this penetration depth mainly the titanium diox-
ide substrate will be probed as the quantum dot is expected to be thinner than ten
nanometers. The quantum dot height will be estimated later on in subsection 2.4.4,
page 34. Having these limitation in mind the spectrum presented in Figure 16b was fit-
ted taking the following elements into account: lead, sulfur, silicon, titanium, oxygen,
carbon. Results of the fitting are presented in Table 6.
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Table 6.: Elemental composition of a quantum dot from EDX (Figure 16b)

Error of
Atom % Weight % weight % (3𝜎)

Lead 0.12 0.99 0.08
Sulfur 0.05 0.07 0.03
Silicon 0.17 0.19 0.04

Titanium 27.26 52.43 5.65
Oxygen 71.05 45.67 4.8
Carbon 1.35 0.65 0.11

The quantification of oxygen besides titanium also suffers from an overlap of X-ray
emission lines of those two elements at about 0.5 keV, especially as oxygen has only this
one overlapping X-ray emission line in the probed energetic region of 0 keV to 5 keV.

With all the mentioned difficulties and shortcomings all numbers in Table 6 should
be considered with great care, and therefore any conclusion drawn from them is highly
speculative. An example for the inaccuracy of the performed fitting is the discrepancy
of the expected titanium to oxygen ratio. With a penetration depth of the electron
beam of about 200 nm and an assumed quantum dot height of 10 nm about 95% of the
probed volume are expected to be made out of titanium dioxide. In fact titanium and
oxygen contribute 98.31% to the atomic composition and 98.1% to the weight. But
the estimated atomic ratio titanium to oxygen from the fitting is 1:2.6. This ratio is
quite off from the expected ratio of 1:2 for titanium dioxide (TiO2). Considering the
mentioned problem of overlapping X-ray emission lines for titanium and oxygen, the
large deviation from expected stoichiometry to estimated stoichiometry of titanium
dioxide may be attributed to the overlap of their respective X-ray emission lines.

The situation for lead and sulfur is similar to the situation for titanium and oxygen.
From Table 6 we get an atomic ratio of sulfur to lead of 1:2.4. For lead sulfide (PbS) a
ratio of 1:1 would be expected for crystalline lead sulfide quantum dots. Here expected
and calculated value differ hugely. Because of the already presented doubts due to
X-ray emission line overlap one can not derive the presence of lead sulfide. One might
speculate that there is a small amount of lead sulfide present, but the majority of lead
is present as lead oxide, though this is not supported by any evidence. Another spec-
ulative understanding could be that there is no sulfur at all present and the complete
signal around 2.2 keV to 2.6 keV needs to be assigned only to lead.

Traces of silicon and carbon identified from this spectrum are tentatively assigned to
partly stem from autofluorescence of the detector and detector window. Another part
of the silicon and carbon signal might be due to pollution of the sample. The sample
was prepared with organic solvent solution, of which carbon is the main component.

If one would like to draw any conclusion from the presented facts and speculations it
should be that EDX is not able to prove the existence of lead sulfide quantum dots on
a titanium dioxide surface without doubt. The overlap of X-ray emission lines of lead
and sulfur prevents deriving meaningful data about the elemental composition and the
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penetration depths of the electron beam leads to probing a large amount of substrate
compared to the amount of material probed within the quantum dot. In any case,
the continuous nucleation versus number of cycles investigated in section 2.2, page 16,
might serve as an indication of depositing stoichiometric lead sulfide, following a there
described layer-wise deposition mechanism. This is also supported by the fact that
working lead sulfide quantum dot sensitized solar cells can be fabricated using SILAR.

Seite 24 / 

(a) SEM

(b) EDX elemental map: lead, white cir-
cles and numbers mark areas from
which EDX spectra were derived

Seite 27 / (c) EDX elemental map: sulfur

Figure 17.: SEM image and EDX elemental maps of QDs from 2 cycles PbS SILAR

Another way to do elemental analysis is to record hypermaps. For generating a
hypermap the EDX spectra for each pixel in an SEM micrograph are recorded. A
hypermap has been recorded for the area shown in Figure 17a. To derive an elemental
map from a hypermap for each pixel the number of counts from a specific X-ray emission
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line of the element in question is used to generate a new map. The elemental maps for
the main lead X-ray emission line is shown in Figure 17b and the elemental map for
the main sulfur X-ray emission line is shown in Figure 17c. The elemental maps were
extracted and deconvoluted as described by Salge and Terborg in reference [29]. The
color scale bar in the elemental maps covers the total range of the element’s abundance
in the measured area. Going from lowest element content, in black, to highest element
content measured, in purple and white.

As mentioned before the X-ray emission lines of lead and sulfur are close to each
other in energy. Therefore it is not surprising to find the presented elemental maps
exhibiting very similar distributions of lead and sulfur on the substrate surface. From
the elemental maps shown it may be very intriguing to conclude that were lead is, there
also is sulfur, but this should not be done. The way the elemental maps are generated
from EDX data automatically should lead to similar maps for sulfur and lead whenever
there is lead or sulfur in a sample.

From the recorded hypermap one can also derive classical EDX spectra. Figure 18
shows a typical EDX spectrum of a quantum dot, the area used for generating this
EDX spectrum is marked as 1 and with a white circle in Figure 17b. X-ray emission
lines from various elements are included in the plot, their height representing their
relative intensity.

Seite 29 / Figure 18.: Quantum dot, 1 in Figure 17b

The shown EDX spectrum of quantum dot derived from a hypermap (Figure 18)
exhibits in general the same features as the conventionally obtained EDX spectrum of
a quantum dot already shown in Figure 16b, page 28. Though one has to notice that
the energy resolution of the hypermap derived data is lower.

For this derived EDX spectra all concerns and problems apply that were already
discussed with the conventionally measured EDX spectra of a quantum dot presented
in Figure 16b on page 28. As the same concerns apply the values derived from fitting
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the hypermap derived EDX spectrum are also subject to great suspicion. Nonetheless
the result of fitting the spectrum shown in Figure 18 is summarized in Table 7.

Table 7.: Elemental composition of a quantum dot from EDX hypermap (Figure 16b)

Error of
Atom % Weight % weight % (3𝜎)

Lead 0.54 4.32 0.25
Sulfur 0.19 0.24 0.04
Silicon 0.36 0.39 0.05

Titanium 27.54 51.09 5.72
Oxygen 69.57 43.13 4.65
Carbon 1.81 0.84 0.14

The results presented in Table 7 should be considered with the same great caution
as the results from the conventional EDX spectra shown in Table 6, page 29. As the
results here are analog to the results from the conventional EDX spectra (Figure 16b,
page 28)the reader is referred to the discussion there. Here only a short summary will
be given: Oxygen and titanium are the major constituents of the sample, providing
97.11% of the atomic content. Lead and sulfur are identified in traces, but telling them
apart is questionable. Silicon and carbon were also identified. Atomic ratio of sulfur
to lead is 1:2.8, the ratio of titanium to oxygen is 1:2.5.

From the hypermap presented in Figure 17 an EDX spectrum was derived probing
a part of the substrate surface that is not covered by a quantum dot. The area used
to derive this EDX spectrum is marked with 2 and a white circle in Figure 17b. The
resulting EDX spectrum is presented in Figure 19. There is no signal showing up from

Seite 30 / 

Figure 19.: Inter quantum dot space, 2 in Figure 17b
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the noise in the range from 2.2 keV to 2.6 keV. Because of that one could argue that
there is neither sulfur nor lead on the substrate surface between the quantum dots. On
the other hand the signal of a wetting layer like coating of lead sulfide would be very
weak. What this observation suggests is that the composition of quantum dots differs
from the area between quantum dots. Quantum dots might contain lead or sulfur, or
both, whereas the area free of quantum dots might be lead and sulfur free.

Conclusions about Elemental Composition of Quantum Dots The elemental com-
position of quantum dots could be revealed with scanning electron microscopy (SEM)
and energy dispersive X-ray spectroscopy (EDX) to consist of lead and/or sulfur. The
exact stoichiometry of the quantum dots could not be derived from SEM and EDX mea-
surements. What could be concluded is that the composition of the bare surface does
not match the quantum dot composition. Quantum dots might consist of lead and sul-
fur but telling lead and sulfur apart and quantifying the amount of lead and sulfur in
a quantum dot was not possible. Because of the difficulties due to overlapping X-ray
emission lines, a method not relying on characteristic X-ray emissions should be used
in further studies of the sample with isolated quantum dots. A method of choice could
be secondary ion mass spectrometry (SIMS), it uses atomic mass spectroscopy to iden-
tify elements emitted from a substrate that is bombarded with ions. As SIMS is more
surface specific with penetration depths of only several nanometers it might also answer
the question of a wetting layer in between the quantum dots.

2.4.3 Quantum Dot Surface Distribution

In section 1.1 it was mentioned that quantum dots are efficient light absorbers. For
a working device like a solar cell a high areal number density of quantum dots 𝑛a is
desirable. According to Equation 11 the count of quantum dots 𝑁 residing on an area
𝐴 are needed to be known to calculate the areal number density 𝑛a

𝑛a =
𝑁

𝐴
. (11)

To determine the needed numbers the atomic force microscope image of isolated
quantum dots presented in Figure 15 and three similar ones from the same sample where
analyzed. In the computer software Gwyddion (see appendix C.1, page 60) quantum
dots were marked with a mask by employing the Mark by Threshold routine with
appropriate height and slope thresholds, respectively. Where necessary the mask was
tweaked by hand using the Mask Editor, for example to remove single pixels that were
identified erroneously as quantum dots by the Mark by Threshold routine. Various
Grain Statistics like the Number of grains were then exported into text files for
convenience and further processing.

On the four 1 µm by 1 µm areas investigated 18, 27, 23 and 29 quantum dots
were identified respectively. Averaging those yields the areal number density of 𝑛a =
(2.4± 0.5)× 109 cm−2. Using this one can use Equation 12 to calculate the average
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inter particle distance 𝑑ip. This assumes a square lattice of quantum dots to model the
position of quantum dots.

𝑑ip =
1

√
𝑛a

(12)

For the sample investigated the inter particle distance is 𝑑ip = (2.0± 0.2)× 10−7 m;
that is roughly 200 nm.

For various epitaxially grown quantum dots areal number density in the range of
1× 1010 cm−2 to 1× 1012 cm−2 are reported in literature.[30, 31, 12, pp. 18, 27, 85]
With (2.4± 0.5)× 109 cm−2 the here measured density is four to five times smaller
than the low density sample reported by Schneider et al .[30] This is not an alarming
fact, a lot of time has been spent by many groups to optimize the areal number density
in epitaxially grown quantum dots. The SILAR method to grow quantum dots on flat
substrates presented in this work has not yet had the chance to be optimized as it is
rather new. In a very recent publication from spring 2013 Lee et al . claim to get an
areal number density of about 0.95× 1011 cm−2 from an aqueous SILAR process on
mesoporous titanium dioxide.[32] Lee et al . added 1mol/L triethanolamine to the lead
containing cationic precursor solution to increase the areal number density of quantum
dots. In this respect controlling the number of deposited quantum dots per unit area
on flat surfaces might also be achieved by adding additives like triethanolamine to the
precursor solutions.

Areal number density is assumed to be homogeneous over four measurements that
were performed at different spots of the sample. This is supported by the observation
of homogeneity in large areas probed by scanning electron microscopy. This scanning
electron microscopy data presented later in subsection 2.5.2.

Having now established the existence of quantum dots on this up to now unique
sample, it is interesting to have a look at their individual properties. Using their spatial
dimensions diameter and height one can assess if a quantum dot actually should show
quantum confinement as it was presented in section 1.2, page 6. Also the aspect ratio
is of interest as a measure for the general shape of a quantum dot.

Conclusions about Quantum Dot Surface Distribution For the sample of isolated
quantum dots presented here the quantum dots are assumed to be homogeneously dis-
tributed over the complete sample surface. The areal number density of these proof of
concept SILAR quantum dots is four times smaller than values from well optimized
recipes of molecular beam epitaxy and metal organic chemical vapor deposition. At
least one research group claims to already have increased the areal number density of
SILAR grown quantum dots on mesoporous titanium dioxide. In future research one
might try to follow their example to increase the areal number density by also adding
triethanolamine to the lead precursor solution.

2.4.4 Quantum Dot Aspect Ratio

To calculate the aspect ratio of the already marked quantum dots the following two
Grain Distributions were exported from the computer software Gwyddion: Equiva-
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lent disc radius 𝑟eq and Grain height Δ𝑧. The Grain height is a user defined function
implemented as described in appendix C.1, page 60. For the equivalent disc radius
internally the area of a grain in pixels is computed. Then the radius of a disc having
this particular area is calculated.

The resulting data from the four measurements were combined and the diameter of
each quantum dot was calculated from the equivalent disc radius: 𝑑 = 2 × 𝑟eq. The
average diameter was found to be (3.2± 1.3)× 10−8 m. A histogram of all obtained
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Figure 20.: Histograms of quantum dot dimensions

quantum dot diameters is shown in Figure 20a. The high standard deviation of the
diameters found 1.3× 10−8 m is reflected in the broad distribution of diameters found.
On the other hand two strongly preferred diameters are seen. This bimodal distribu-
tion, with its two centers at about 20 nm and 45 nm, gives an explanation to the high
standard deviation, which is nearly half the value of the average diameter. Further-
more this leads the average diameter’s value to be at a minimum of the distribution.
Therefore the average size of quantum dot should be used only with great care. An
ensemble of quantum dots with such a bimodal distribution will for example expose
multiple absorption bands and fluorescence peaks, and not one centered around the
averaged value. However, in section 1.2 it was stated that quantum confinement for
lead sulfide should only be observed for objects smaller than 23.5nm. In the mea-
sured samples this is only true for a small fraction of quantum dots when the diameter
is considered. When height is considered nearly all examined quantum dot fulfill the
criterion of being smaller than 23.5nm and therefore quantum confinement is expected.

Figure 20b holds the histogram plot of the measured quantum dot heights, exhibiting
a bimodal distribution as already seen for the quantum dot diameter. The average
quantum dot height was found to be (5.5± 3.8)× 10−9 m. Again the broad distribution
of heights with two preferred height regimes leads to an unreliable average value with
a large standard error.

Finally the aspect ratio 𝑎.𝑟. = Δ𝑧
𝑑 was calculated for all quantum dots and plot-

ted as a histogram which is shown in Figure 21. The average of the aspect ratio
was 0.16± 0.08. The histogram shown does, compared to the height and diame-
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Figure 21.: Histograms of quantum dot aspect ratios

ter histograms in Figure 20, not show strong bimodal characteristics. But again the
distribution is broad.

From the three presented histograms one can conclude that the synthesized quantum
dots are split into two fractions. One with the quantum dots smaller in size and height
and another with quantum dots larger in size and height. Both fractions share the
same broad aspect ratio distribution. To have the same aspect ratio both fractions
must have a linear correlation between the height and the diameter of a quantum dot.
The reader may be referred back to the atomic force microscopy image Figure 15 on
page 26, where clearly the two different types of quantum dot can be differentiated.

Bimodal distributions were found many times in quantum dots grown by metal-
organic vapor-phase epitaxy (MOVPE) and molecular beam epitaxy.[33, 34, 35] For
those two methods just mentioned bimodal distributions may be prevented by care-
fully controlling growth conditions like the material flux and substrate temperature.
Furthermore bimodal distributions of quantum dots are predicted as phases R2 and R3
in the calculated phase diagram from Daruka et al . shown in Figure 7 on page 9.[9]

One possible reason for the two fractions of quantum dots might be the fact that two
cycles SILAR were performed. Quantum dots formed during the first cycle continue to
grow during the second cycle, keeping their aspect ratio constant. The second fraction
of quantum dots might be grown only during either the first or the second cycle. From
the available data it is not possible to say if the quantum dots of the smaller size fraction
have stopped growing after the first cycle, or if they started growing delayed with the
second cycle. The third perhaps most appealing explanation could be provided by
an intermediate growth mechanism. In the case of an proposed intermediate growth
mechanism nucleation would take place during both SILAR cycles and not only during
one.

Conclusions about Quantum Dot Aspect Ratio Although the aspect ratio was found
to be identical for most quantum dots, their diameter and height is a bimodal distribu-
tion. This suggest that there might be two different growth modes, both leading to lens
shaped quantum dots after two cycles SILAR, but result in two different sizes of the
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quantum dots. This might be useful when two sizes of quantum dots are desired, for
example a cyan light emitting diode can be constructed out of differently sized quantum
dots emitting blue and green light. If it hypothetically would be achievable to also add
a third size of quantum dots emitting at a red wavelength, just by increasing the num-
ber of SILAR cycles to three, the resulting device would emit white light, which still is
not trivial to do today for light emitting diodes. Though for other devices like lasers
a narrow distribution with only one peak is favorable. However, more work on this is
necessary to study the nucleation mechanism and its influence on the size distributions.
The phase diagram in Figure 7 on page 9 might be a guide to the complexity of relating
nucleation mechanisms to size distributions.

2.5. Quantum Rods

Alongside the quantum dots presented in section 2.4 elongated rod-like structures were
found on the same sample. This indicates that from the synthesis of isolated quantum
dots which was already presented in subsection 2.4.1, page 26 also quantum rods can
be synthesized.

Conclusions about Quantum Rods Quantum rods can be obtained by SILAR. This
is the very first observation of rods grown from lead sulfide using SILAR. The quantum
rods unexpectedly evolved parallel to the quantum dots. Now a naturally next challenge
is to study the question: Is it possible to grow them without also growing quantum dots?
And vice versa: How can the rod growth be prevented to only get quantum dots?

2.5.1 Elemental Composition of Quantum Rods

Energy dispersive X-ray spectroscopy was employed to investigate the found quantum
rods. From the experience of investigating quantum dots in subsection 2.4.2, page
27, it is clear that the determination of the quantum rod atomic composition will
be ambiguous. The EDX data will therefore be presented and discussed only briefly,
always with the strong doubts already expressed in subsection 2.4.2.

A resulting scanning electron microscope (SEM) image is shown in Figure 22a. For
the area of this SEM image a hypermap was recorded. An elemental map for lead
is presented in Figure 22b and an elemental map for sulfur is depicted in Figure 22.

Again the spatial agreement of the two elemental maps can be attributed to the
way they were generated from the measured hypermap, please see subsection 2.4.2 for
details.

EDX spectra for selected areas were extracted as described in subsection 2.4.2. An
EDX spectrum for a quantum dot is shown in Figure 23. This spectrum of a quantum
rod exhibits the same features as an EDX spectrum of a quantum dot already discussed
in subsection 2.4.2. Therefore one can tentatively assume that the quantum rods
are of similar composition as the quantum dots. As the exact composition of the
quantum dots could not be obtained in subsection 2.4.2, for reasons presented there,
corresponding calculations for the quantum rods were not performed.
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Seite 42 / 

(a) SEM

(b) EDX elemental map: lead (c) EDX elemental map: sulfur

Figure 22.: SEM image and EDX elemental maps of rods from 2 cycles PbS SILAR

Seite 43 / 

Figure 23.: EDX from hypermap: quantum rod, 1 in Figure 22
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The area free of quantum rods and dots which is carrying a 4 in Figure 22, was
also used to extract an EDX spectrum. This spectrum of plain substrate is shown in
Figure 24. Again, in the range from 2.2 keV to 2.6 keV only noise is seen. From that

Seite 44 / Figure 24.: EDX from hypermap: plain substrate, 4 in Figure 22

one might conclude that lead and sulfur are both not present in this investigated area.
Signals of titanium, carbon and oxygen on the other hand are present. Overall the main
important features of this spectrum (Figure 24) are similar to the EDX spectrum one
of plain substrate already presented as Figure 19 on page 32. Therefore the detailed
discussion in subsection 2.4.2 might be also applied to this spectrum.

Conclusions about Elemental Composition of Quantum Rods The conclusions for
the elemental composition of quantum rods are analog to those for the quantum rods,
presented at the end of subsection 2.4.2: The elemental composition of quantum rods
could not be revealed with scanning electron microscopy and energy dispersive X-ray
spectroscopy. What possibly could be concluded is that the composition of the quantum
rods is similar to the quantum dot composition: Quantum rods might consist of lead and
sulfur but telling lead and sulfur apart and quantifying the amount of lead and sulfur in
a quantum rod was not possible. Because of the difficulties with the overlapping X-ray
emission lines, a method not relying on characteristic X-ray emissions should be used
in further studies of quantum rods. A method of choice could be secondary ion mass
spectrometry (SIMS), it uses atomic mass spectroscopy to identify elements emitted
from a substrate that is bombarded with ions. As SIMS is more surface specific with
penetration depths of only several nanometers it might also answer the question of a
wetting layer in between the quantum dots and rods.
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2.5.2 Topography of Quantum Rods

A typical example of a found rod’s atomic force microscope tapping mode height image
is presented in Figure 25. For this atomic force microscope image it is important to
note, that the height scale bar is from 0 nm to 50 nm, it exhibits a ten times larger
range than the images presented in the preceding parts of this work, where usually
a maximum height of 5nm was sufficient to show the captured features. Length and
width of such a quantum rod can be measured manually within the computer program
Gwyddion using the Distance Tool, or more convenient using the Grain Measurement
Tool. For that the to be analyzed rods need to be marked by a mask. This is done in the
same way as quantum dots were selected for analysis in subsection 2.4.3, page 33. After
the masking, single quantum rods can be analyzed with the Grain Measurement Tool,
or the analysis results of all marked rods can be exported via the Grain Statistics
function from the Data Process menu. Here the Minimum bounding size, gives the
width, the Maximum bounding size, holds the length, and the user defined function
Grain height stores the height of the rods. How Grain height was implemented is
available in appendix C.1, page 60.

Figure 25.: AFM: Rods after 2 cycles, 𝑐0, PbS SILAR

The rod shown in Figure 25 is found to be 128 nm wide, 548nm long and 34 nm high.
Additionally it shows a slope over the long axis, from low in the bottom of the image
to high in the upper part of the image. Also to note are the two smaller particles at the
lower end of the rod. One might believe that the rod started to grow from two quantum
dots very close to another. In general the rods show a random orientation, pointing
with their long axis into all different directions. Widths lie in the range of 80 nm to
150nm and lengths of 250 nm to 550 nm. Heights of rods cover a range from 20 nm
to 50 nm. The quantum rods are less densely distributed on the sample surface than
normal quantum dots: areas as large as 1 µm by 1µm can be found without any rods.
On the other hand their density is homogeneous over the complete sample area. A high
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Figure 26.: SEM: Quantum rods homogeneously distributed and randomly oriented
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resolution, large area 125 µm by 87 µm scanning electron microscope image showing the
homogeneous coverage and further scanning electron images taken at various positions
support the homogeneity of the rods distribution on the surface. A random 20 µm by
20 µm crop of this large image is shown in Figure 26.

The larger rod-like structures are prominent, small quantum dots are present in the
form of tiny white dots everywhere.

Conclusions about Topography of Quantum Rods Quantum Rods often exhibit
bulges at one of their ends, there is the possibility that the rod growth was nucleated
by quantum dots. Height of the quantum rods is comparable to quantum dot diameter.
The length, width and height of quantum rods varies largely, but their distribution over
the sampled area seems to be homogeneous. Their height well exceeds the amount of
material expected to be deposited during the two performed SILAR cycles on top of a
surface. So either a different adsorption mechanism might be in place during the im-
mersion into the precursor solution, or already deposited material might get rearranged
to form rods during the rinsing steps. The majority of the rods might not show quan-
tum confinement as their smallest dimension often is larger then the lead sulfide exiton
Bohr radius.

2.6. Spectroscopic Attempts

Quantum confinement in quantum dots results in optical and electronic properties
of the quantum dots differing from properties of bulk materials. To investigate this
behavior several spectroscopic methods were employed.

2.6.1 UV-Vis Absorption

The UV-Vis absorption spectrum of the sample of isolated quantum dots presented in
section 2.4 was recorded with a Perkin-Elmer Lambda 900 spectrometer. The whole
spectral range accessible by the spectrometer from 250 nm to 2500 nm was probed.
Only absorption by the titanium dioxide substrate could be identified. Titanium
dioxide exhibits a linear napierian absorption coefficient 𝛼 larger than 1× 104/m
for any wavelength below 407 nm.[36] In contrast to this, layers of isolated epitax-
ial quantum dots were found to possess a linear napierian absorption coefficient of
𝛼 = 1× 102/cm.[37] From the values of the linear decadic absorption coefficient the
napierian absorbance

𝐴e = 𝛼× 𝑙 (13)

can be calculated if the absorbing path length 𝑙 is known. Let’s assume an absorbing
path length of 10 nm for the lead sulfide quantum dot layer as this height is seldom ex-
ceeded by quantum dots presented in Figure 20b, on page 35. For the titanium dioxide
substrate the absorbing path length is the thickness of the crystal 𝑙 = 0.5× 10−3 m.
Therefore the absorbance can be calculated to 𝐴e = 1× 10−6 for the quantum dot layer
and to 𝐴e = 5 for the titanium dioxide substrate. As the absorbance of the quantum
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dot layer is so small detecting any absorbance signal from the quantum dot layer will
be difficult.
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Figure 27.: Absorption spectrum of TiO2 rutile substrate after 2 cycles of PbS SILAR

From Figure 27a it is clear that above 408 nm there is no absorption, whereas below
408 nm strong absorption occurs. This step like behavior of absorption is typical for
bulk semiconductors. As long as an incident photon has an energy below the semi-
conductor’s bandgap no absorption takes places. If the photon’s energy exceeds the
bandgap, it will be absorbed. As the density of states in the valence band and in
the conductance band is continuous, the exact photon energy is not of importance as
long as it is larger than the bandgap between valence and conductance band. These
measured properties of rutile are in perfect agreement with literature where rutile is
described as a wide bandgap semiconductor with a bandgap of 3.05 eV corresponding
to a wavelength of 407 nm.[36] In subsection 2.4.4 the average quantum dot height of
the measured sample was found to be (5.5± 3.8)× 10−9 m. For colloidal lead sulfide
quantum dots with a diameter of 5nm absorption around 1400nm has been reported in
literature.[38] Lead sulfide as a bulk material has a bandgap of 0.88 eV corresponding
to 3020 nm.[39] Therefore absorption features in the range from 1400nm to 3040 nm
were expected. Figure 27b does not show any absorption in the range for which quan-
tum dot absorption feature were predicted. The change of the noise level at 900 nm is
due to changing detectors within the spectrometer.

Conclusions about UV-Vis Absorption For the one sample investigated with UV-
Vis absorption it seems that UV-Vis absorptions measurements are not suitable for
detecting a layer of lead sulfide quantum dots. Attenuated total reflectance might be a
method to try as it usually probes the top most 0.5 µm to 2 µm of a sample and not the
complete sample’s thickness.
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2.6.2 Fluorescence

On a J&M TIDAS fluorometer fluorescence emission spectra of a sample used in the
precursor concentration dependence experiments, section 2.3 page 22, were recorded
with various excitation wavelengths. The sample used for the fluorescence measure-
ments was subject to 5 cycles of lead sulfide SILAR using precursor solutions with
concentrations 𝑐1 = 2× 10−3 mol/L as described in the appendix A.1. In this poly-
crystalline looking sample Figure 13b, page 24, quantum dots are not isolated and show
inhomogeneity in diameter and height. Therefore this sample is by far not optimum for
proving quantum confinement. As fluorescence peaks usually appear not far away from
absorption peaks one can roughly estimate the expected range for light emission from
quantum dots from the absorption range predicted in the previous subsection 2.6.1.
With those assumptions fluorescence from quantum dots larger than 5 nm in height
is predicted to be roughly found in the range from 1400 nm to 3040nm. Furthermore
the J&M TIDAS fluorometer can only detect emission wavelengths up to 1140 nm.
Taking the limitations of the device into account only fluorescence from very small
quantum dots will be detectable. Whatsoever, fluorescence emission spectra with exci-
tation wavelengths of 300 nm, 400 nm, 450 nm, 500 nm and 550 nm were recorded from
pristine titanium dioxide and from the sample after lead sulfide (PbS) SILAR. The
recorded spectra are presented in Figure 28. Within the detectable emission wave-
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(b) Titanium dioxide sample after PbS SILAR

Figure 28.: Fluorescence emission spectra from different excitation wavelengths

length range up to 1140nm no feature could be identified stemming from lead sulfide
quantum dots. All features found in the data taken after the SILAR process (Fig-
ure 28b) are also found in the spectra of pristine titanium dioxide (Figure 28a). Most
features occur at the doubled excitation frequency 600 nm, 800 nm, 90 nm, 1000 nm
and 1100 nm and are probably artifacts stemming from a grating used to spread the
beam onto a diode detector array in the fluorescence detector. The same argument of
the beam spreader is true for the titanium dioxide fluorescence which can be found at

44



2. Epitaxial Growth of Quantum Dots by SILAR

roughly 410 nm and 820 nm.

Conclusions about Fluorescence On the one hand, fluorescence measurements must
be repeated on the sample of isolated quantum dots as from the that sample quan-
tum confinement is expected. On the other hand, the used equipment is not capable
of identifying fluorescence expected from the sample of isolated quantum dots. There-
fore cathodoluminescence measurements are planned to be performed on the sample of
isolated quantum dots.

2.6.3 Scanning Tunneling Spectroscopy

A new scanning tunneling spectroscopy (STS) setup is currently being introduced in
our research group. The sample of isolated quantum dots has not yet been investigated
with STS. But various other samples were measured with this new setup. From the
measured imperfect samples no reproducible results were obtained.

However, the STS result of a sample prepared similar to the sample of isolated
quantum dots, with two cycles of lead sulfide SILAR and precursor concentrations of
𝑐0 = 2× 10−2 mol/L is presented with red color in Figure 29. In addition a STS

Figure 29.: STS: black: titanium dioxide (TiO2), red: lead sulfide quantum dot, EF:
Fermi Level, CB: Conduction band, VB: Valence band, LUMO: Lowest
Unoccupied Molecular Orbital

sweep of pristine titanium dioxide (TiO2) is shown in Figure 29 using black color. On
the here presented sample, that has been treated with two cycles lead sulfide SILAR,
no atomic force microscopy measurements were employed, so the surface topography is
not known. Furthermore, only one scan of only one quantum dot is presented. Because
the STS data shown is based on only a single sweep the discussion of the STS data will
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2. Epitaxial Growth of Quantum Dots by SILAR

not be representative for all quantum dots, instead the following discussion can only
be an example of how further measurement might possibly turn out.

The STS sweep on pristine titanium dioxide presented in Figure 29 (black color)
shows that within the bandgap there are no electronic states available to inject or
withdraw charges from the electronically biased sample. The differential conductance
therefore is zero from about −0.5V to about 2.5V sample bias. Into the conductance
band electrons can be injected, the differential conductance therefore rises at a sample
bias of 0.5V. With a sample bias larger than approximately 2.5V electrons can be ex-
tracted from the valence band of titanium dioxide. From these onsets of the differential
conductance one can deduce the bandgap of titanium dioxide to be approximately 3 eV.
This is in agreement with the results from UV-Vis measurements (subsection 2.6.1, page
42) and literature which provide a bandgap of 3.05 eV for titanium dioxide.[36]

The results of the one lead sulfide quantum dot presented in this paragraph should
be considered with great care as one single measurement can not be representative for
any ensemble. However, the differential conductance measured as a function of sample
bias for a lead sulfide quantum dot shown in Figure 29 (red line) rises for values lower
than −1V. During the onset of the rise some fluctuations are visible in the differential
conductance. One might attribute those fluctuations to changes in the density of states
of the quantum dot. When recalling the effect of quantization on the density of states
presented in section 1.2, page 6, one can conclude that electrons can be only injected
into a quantum dot, when the sample bias is matched with one of the discrete energy
levels of the quantum dot. Therefore, each fluctuation might be caused by a different
empty electronic energy level of the quantum dot. As a result of this quantization
might have been observed with STS on this quantum dot. An extraction of electrons
from the highest occupied energy level of the quantum dot was not observed. Instead
the differential conductance is 0 nA/V from −1V to 3.5V sample bias. There is a
minor increase of the differential conductance just before the measured range ends at
3.5V. But this minor increase should not attributed to anything.

Conclusions about Scanning Tunneling Spectroscopy STS measurements on the
sample of isolated quantum dots should be performed as soon as possible. The isolated
quantum dots on the sample of isolated quantum dots should yield more reproducible
results than the samples investigated up to now. Especially the statistical significance
needs to be improved by measuring a large number of different quantum dots multiple
times. However, STS might have resolved quantum confinement in a single measure-
ment from one single quantum dot.
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This work had the purpose to gain insight into the nucleation process of quantum dots
grown by successive ionic layer adsorption and reaction (SILAR), which methodology
was introduced in section 1.4 page 9. The model system of lead sulfide SILAR growth
on titanium dioxide rutile (100) was studied with respect to control the nucleation of
quantum dots and the evolution of their properties by tuning the various parameters in-
herent to SILAR. Properties evaluated include spatial dimensions like diameter, height
and aspect ratio, areal number densities and elemental composition. The main tool
employed for following those properties was atomic force microscopy, of which a brief
description is part of appendix B.1, page 56. The following SILAR conditions were
checked for influence on the quantum dot properties: inert and oxidative atmosphere
during SILAR, number of SILAR cycles applied, concentrations of precursor solutions,
and surface cleanliness of the substrate.

Isolated quantum dots of lead sulfide were successfully synthesized using SILAR, as
described in section 2.4, page 26. Spatial properties suggest similarities with other
semiconductor quantum dots from established epitaxial methods. But the SILAR
synthesis is more advantageous for several reasons: Neither high vacuum, nor high
temperature need to be employed. No sophisticated precursor sources or expensive
organometallic compounds are necessary. SILAR only needs solvents and rather cheap
metal salts. One drawback is that the single crystalline substrate used is expensive
and needs special treatment to be clean enough for successful quantum dot nucleation
by SILAR. For established epitaxial methods, on the other hand, a crystalline clean
surface is also a must have prerequisite and therefore should not be a deal breaker.
The need for inert atmosphere during SILAR, at least in the investigated system, is a
downside in terms of cost and practicability.

Quantum rods were observed for the first time from a lead sulfide SILAR synthesis
which was shown in section 2.5, page 37.

A very clean substrate surface seems to be a main factor in successfully growing
isolated nano structures on rutile (100). Another factor to consider might be the
atomic surface composition, titanium and oxygen rich surfaces could invoke different
nucleation mechanisms.

In the context of this work the state of the art is the one sample with isolated
quantum dots. All other experiments and the preliminary conclusions drawn from
these experiments were based on samples far from the current state of the art sample.
Therefore it is suggested to redo all experiments presented in chapter 2, page 13, under
the same condition as the sample with isolated quantum dots was prepared.

Conclusions of those results will be discussed in more detail within the following
subsections.
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Inert and Oxidative Atmosphere

In section 2.1, page 13 it was concluded from experiments in oxidative atmosphere
and inert atmosphere that SILAR should be performed in inert air for the lead sulfide
and rutile (100) system. This is a cost increasing drawback for industry. It might be
worth considering if an increased transfer speed between SILAR solutions can suppress
the oxidation enough so that working in oxidative atmosphere will perhaps become
possible. Other combinations of substrate and coating material might not exhibit such
strong effects of surface oxidation so that this problem may be circumvented in that
manner. Table 1, page 10, can give some ideas which compounds have already been
used in SILAR.

Cycle Dependence

From experiments on the cycle dependency in section 2.2, page 16 it was concluded
that the size of semiconductor nanocrystals can be controlled in the probed model
system by changing the number of SILAR cycles. The observed change in average
height versus number of SILAR cycles is consistent with increasing the particle size.
This observation is not surprising as it has been seen in mesoporous systems where an
evident change in sample color is obtained by increasing the number of SILAR cycles.
On the other hand the sample of isolated quantum dots does not show the expected
height for two layers of lead sulfide. One should also note, that for non-optimal cleaned
samples the growth seems to not be based on the lattice mismatch. Therefore the here
applied methanolic lead sulfide SILAR method on rutile (100) surfaces should be, in
its current form, limited to very few numbers of SILAR cycles. For SILAR grown lead
sulfide films on various substrates Kanniainen et al . reported in 1996 different height
increases per SILAR cycle for lead precursor solutions without and with an additional
complexing agent for the Pb2+ ions.[27] One might try to employ this fact for further
experiments on fine tuning the control on size; as the experiments of Kanniainen et al .
did not include any sort of titanium dioxide as substrate, of course, one has to first
verify that this is applicable for rutile (100) substrates.

The easy to implement size control is a key advantage of SILAR. Where in SILAR
just the number of cycles needs to be counted, the effort necessary to control it in
molecular beam epitaxy and the chemical vapor based methods is much higher. Often
simultaneously fluxes of different reactants need to be kept stable and controlled. The
flux profiles on a substrate often is not homogeneous, this fact has been used to prepare
differently sized quantum dots on one substrate.[40] If this is not desired countermea-
sures like rotating the sample are implemented to get a narrower size distribution.

It is again important to remember that the situation may differ for other substrate-
coating combinations as those have not been investigated. Should the method used in
this work really mimic the the Stranski-Krastanow growth, described in section 1.3,
page 6, other materials with different lattice mismatch will supposedly give other re-
sults. Overall the SILAR method needs further investigations to extend the knowl-
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edge of applicable growth models. Are, for example, the three most often discussed
growth models for epitaxial methods, Frank-van der Merwe, Stranski-Krastanow, and
Volmer-Weber, relevant to describe growth processes in SILAR? Should this question
be answered positive in the future predictions about cycle dependent properties might
be possible then for SILAR. For classical epitaxial methods theoretical predictions are
available and have been presented as a phase diagram of growth modes in Figure 7,
page 9.[9] It would be nice to see such a phase diagram for SILAR grown quantum
dots as a result of work still to be done.

Concentration Dependence

The influence of precursor concentrations on the nucleation of quantum dots was stud-
ied in section 2.3, page 22. The results showed that there apparently is a threshold
concentration below which nucleation of lead sulfide quantum dots on rutile (100) does
not occur. When processing many samples with the same solution, this bears the risk of
depleting the solution, rendering samples to have not the expected amount of material
deposited on them. Concentrations higher than the threshold yielded similar ingrowth
behavior. Therefore too high concentrations might not be more advantageous than
concentration just above the threshold. In practice it should be feasible to monitor the
concentrations continuously and keep the precursor concentrations above the threshold
while the process is running.

Elemental Composition

Energy dispersive X-ray spectroscopy (EDX) revealed the elemental composition of
quantum dots in subsection 2.4.2, page 27 to be consisting of lead and/or sulfur.
However, EDX was unable to identify the stoichiometric ratio of sulfur and lead in
quantum dots. For identifying lead and sulfur simultaneously the sample with isolated
quantum dots should be investigated with secondary ion mass spectrometry (SIMS).

In context of the elemental composition it is also of interest to know about the crys-
tallinity of the quantum dots. With established epitaxial methods like molecular beam

Figure 30.: TEM: Crystalline PbS QD from 6 cycles SILAR on mesoporous SnO2
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epitaxy and chemical vapor deposition, which were already presented in section 1.3,
page 6, the resulting quantum dots are crystalline. For SILAR other work in our group
shows that grown quantum dots are of crystalline phase. In high resolution transmis-
sion electron microscopy (TEM) the crystal lattice of lead sulfide quantum dots grown
from six cycles of SILAR on mesoporous tin dioxide is resolved, see Figure 30. There-
fore it is believed that the quantum dots obtained in this work are also crystalline.
On the other hand the aspect ratio inFigure 30 with 0.5 differs from the quantum dot
aspect ratio usually obtained in this work 0.16. One could speculate if the size of the
crystallites in the mesoporous substrate influences the quantum dot aspect ratio.

Surface Distribution

In subsection 2.4.3, page 33, the distribution of the isolated quantum dots, found on one
sample, was evaluated. Experimental conditions for the sample of isolated quantum
dots were presented in subsection 2.4.1, page 26.

To get this result it seems to be very important to have a very clean substrate sur-
face. All samples except the sample of isolated quantum dots underwent a cleaning
procedure based on acetone before SILAR was performed on them that might not be
suitable for that purpose. The sample of isolated quantum dots, used as received, did
not undergo such a cleaning procedure but yielded more desirable results. To reliable
achieve quantum dot nucleation on rutile (100) the necessity for proper cleaning must
be investigated. For example Jang et al . use a more rigorous cleaning procedure in
their rutile centered experiments.[28] Another indication for the importance of proper
cleaning is, that many samples with dirty surfaces look similar to the polycrystalline
lead sulfide samples obtained by Kanniainen et al ., see Figure 9a on page 11 for an
example.[14] Those thin films were grown on amorphous glass as substrate. A rutile
(100) surface covered by a layer of organic dirt can be considered to be rather amor-
phous on its surface. Therefore all the assumptions about lattice mismatch and strain
induced island formation would be obsolete and random nucleation would take place
leading to dense polycrystalline coatings with lead sulfide.

However, the synthesized quantum dots of the sample of isolated quantum dots share
many properties with quantum dots from classical epitaxial growth methods. A direct
comparison of atomic force microscope images of the SILAR made quantum dots and
a sample from molecular beam epitaxy is shown in Figure 31.

A homogeneous distribution of quantum dots is assumed for the sample of isolated
quantum dots. The areal number density of the sample of isolated quantum dots is
about four times lower than the one of the sample in Figure 31b.[30] To increase the
density one could do follow up experiments based on the current work of Lee et al .
who used triethanolamine to increase the areal number density of quantum dots on
mesoporous titanium dioxide.[32] Triethanolamine as complexing agent was already
used 1996 by Kanniainen et al . to increase the lead sulfide growth rate per SILAR
cycle in thin film experiments. This work of Kanniainen et al . was already cited in
the context of the cycle dependent experiments presented in section 3, page 48.[27]
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(a) AFM: PbS QDs, 2 cycles SILAR
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(a) (b) (c )

Figure 1. (a) AFM images of uncapped Al0.20Ga0.37In0.43As QDs and (b) standard InAs/GaAs QDs, comparable to the QDs in our devices.
(c) STEM image of a device with stacked QDs.

species of QDs allows one to cover a wide range of the solar
spectrum in the red visible to near infrared (NIR) by QD
absorption. Via a variation of the aluminum content, it is
especially possible to tailor the bandgap of the high-density
AlGaInAs QDs [10]. Therefore, we anticipate that the suitable
choice of QD composition, shape and barrier thickness can
be employed for tunnel coupling to generate a subband in
the built-in potential region of the solar cell by compensating
the intrinsic field splitting of energy levels by varying the
QD’s conduction band offset. In this work, we show that
solar cells containing AlGaInAs QDs can indeed cover a
wide absorption range when integrated in an (Al)GaAs p-i-n
structure. Furthermore, we investigate the influence of the QD
arrangement in the device experimentally and theoretically,
and propose a route toward QD-IBSC designs based on these
QDs.

All samples discussed in this report were grown by solid-
source molecular beam epitaxy on silicon-doped GaAs (0 0 1)
wafers. The layer sequence of the devices is as follows: after
a highly n-doped GaAs buffer layer on an n-doped GaAs
substrate, an n-doped Al0.33Ga0.67As layer with a thickness of
300 nm was deposited. This layer is followed by the intrinsic
region of the device, consisting of undoped Al0.33Ga0.67As
with a total thickness of 300 nm. The QD layers are grown
within the center of the intrinsic region, each of which is
separated by a 20 nm thick Al0.33Ga0.67As spacer. For some
of the samples, we introduced silicon-doped layers between
the QDs to provide additional electrons. Note, that the delta-
dopings between the QD layers are crucial in a QD-IBSC
to partially fill the intermediate band with carriers, which
can be lifted into the conduction band by photon absorption
[8]. Additionally, it has been theoretically predicted that
direct carrier multiplication via impact ionization in QDs
can be enhanced in electron-doped samples [11]. On top of
the intrinsic region, the sample growth was completed by a
carbon-doped, 250 nm Al0.33Ga0.67As layer, a 50 nm p-type
Al0.70Ga0.30As layer as etch stop, and a highly carbon-doped
GaAs contact layer. Solar cell fabrication was carried out by
deposition of a planar gold contact on the substrate side. An
array of gold stripes serves as the top contact. Afterward,
the samples were dipped in citric acid to selectively remove
the absorbing GaAs cap layers around the contacts. Within
this work, we have performed comparative investigations
on five samples with different QD layer designs, as listed

Table 1. Compilation of the solar cell samples.

No 1 No 2 No 3 No 4 No 5

Bulk AlGaAs QDs QDs QDs QDs
No doping No doping δ−doping δ−doping δ−doping

5 layers 5 layers 25 layers 5 layers inverted

in table 1. We will now describe the key features of these
devices:

Sample no 1 serves as an AlGaAs bulk reference structure
without QDs to investigate the influence of the matrix material
on the device’s external quantum efficiency. The active region
of the second sample (no 2) is designed as follows: four layers
of AlGaInAs QDs were integrated in this device, all containing
43% of indium, yet the aluminum amount was varied from
30% over 20% and 10% to 0%. On top, a layer of InAs
QDs was deposited, sandwiched between two 5 nm GaAs
layers. No silicon sheet layers were integrated in this device.
Sample no 3 is identical to sample no 2, but silicon sheet
layers were introduced in between the QDs (dopant density
∼ QD density ∼ 5 × 1010 1/cm2). In sample no 4, we
have integrated five layers of every QD species (instead of
previously single layers), in order to study the prospects of
efficiency enhancement by multiple QD layers in our devices.
Sample no 5 again is a replica of sample no 2, but with an
inverted QD arrangement. The inverted QD arrangement gives
us the opportunity to experimentally probe the effect of the
built-in potential on the device performance.

A key parameter for an enhancement of QD absorption
in a solar cell device certainly is the area density of the
QDs. Therefore, investigating the morphological properties
of the absorbing QDs is essential. Figures 1(a) and (b)
show two atomic force microscope (AFM) images of
uncapped reference samples comprising single layers of
Al0.20Ga0.37In0.43As QDs and InAs/GaAs QDs respectively,
as grown as the corresponding QDs of the same composition
in the solar cell devices. The surface density of the uncapped
quaternary QDs is notably higher (5.0 × 1010 1/cm2 for
the Al0.20Ga0.37In0.43As QDs versus 1 × 1010 1/cm2 for
the InAs/GaAs QDs) due to the low migration length of
aluminum. This is beneficial with respect to a high QD-
absorption by an increased electronic density of states which
makes these quaternary QDs promising for QD solar cell

2

(b) AFM: InAs/GaAs QDs, MBE [30]

Figure 31.: Comparison of quantum dot topography

Aspect Ratio

An aspect ratio of 0.16± 0.08 was found for the quantum dots in the sample of isolated
quantum dots in subsection 2.4.4, page 34. The aspect ratio distribution was found
to have one peak, whereas the height and diameter distributions of the quantum dots
were bimodal. Having two types of quantum dots is another feature mimicking epitaxial
growth. In the calculated phase diagram for epitaxial growth mechanisms shown in
Figure 7 on page 9 the predicted phases R2 and R3 are models for this bimodal behavior.
For epitaxial indium phosphide (InP) quantum dots grown by metal-organic vapor-
phase epitaxy (MOVPE) Schulz et al . found a bimodal distribution of height and
diameter, while the aspect ratio was not bimodal distributed.[33]

While a bimodal distribution could be of interest for light emitting diodes that emit
two colors at the same time, or solar cells harvesting light of two different wavelengths,
a narrow size distribution is preferred for most other use cases like lasers. Especially as
there is currently no control on the size distribution more work is necessary on studying
the nucleation to develop a mechanism that hopefully can predict the size distribution
in the future.

As their height is found to be well below the lead sulfide exciton Bohr radius quan-
tum confinement is expected. To proof this further studies like photoluminescence or
cathodoluminescence are necessary.

Quantum Rods

This could be the first report of lead sulfide quantum rods obtained by SILAR. As
of October 4, 2013 no publication could be found mentioning such a result like it
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was presented in section 2.5, page 37. As an unexpected result this gave rise to new
questions. Quantum rods evolved simultaneously with the quantum dots on the same
substrate, so, how can one or the other be obtained without the respective counterpart?
What is their growth mechanism? Where do they nucleate?

From subsection 2.5.2, page 40 the possibility was derived that rod growth might be
induced by quantum dots, as rods often have smaller bulges at one of their ends. Rod
length, height and width has a large variance, but rods are homogeneously distributed
over the complete sampled area. Rods were found after two cycles SILAR, but their
height is exceeding by a large amount the height of material predicted to be deposited
after two cycles SILAR. Therefore the rod growth mechanism should differ from the
quantum dot growth mechanism for SILAR. Perhaps the adsorption mechanism for
precursor adsorption is different or material might be moved during the rinsing steps.
However most rod should not show quantum confinement effects, as their smallest
dimension is larger than exciton Bohr radius in lead sulfide.

subsection 2.5.1, page 37, confirmed the elemental composition to be lead and/or
sulfur for the quantum rods. As for the quantum dot case as wetting layer can suspected
to be found around the quantum rods.

If one want to continue studies on the lead sulfide quantum rods the main question to
answer should be: What nucleates a rod? Possible answers that could be investigated
in further experiments include: Dirt particles nucleate rods. Scratches and trenches,
for example seen in Figure 13b, page 24 are seeds for rod nucleation. Terrace steps
and dislocation in the surface might start rod nucleation. Perhaps a special sort of
strain from lattice mismatch or other strain induces rod growth. Certain crystal facets
of quantum dots grow faster than others, this will start preferential growth.[24]

Currently the appearance of quantum rods lacks explanation nearly completely. To
answer the newly raised questions about rod evolution many of the afore mentioned
things probably need to be thoroughly investigated.

Spectroscopic Attempts

UV-Vis and Fluorescence as presented in subsection 2.6.1, page 42 and subsection 2.6.2,
page 44 were not able to verify quantum confinement. Therefore did not give proof
of successful quantum dot synthesis. To prove the synthesis of quantum dots other
methods like attenuated total reflectance and cathodoluminescence should be employed
on the sample of isolated quantum dots to verify the synthesis of quantum dots.

On a sample with unknown topography scanning tunneling spectroscopy did not gave
reproducible results in subsection 2.6.3, page 45. Scanning tunneling spectroscopy itself
might be able to resolve effects caused by quantum confinement. Therefore this method
should be employed on the sample of isolated quantum dots.
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Synthetic Procedures

A.1. SILAR PbS Quantum Dot Synthesis

Pb2+
TiO2−−−→ Pb2+(ads) (A.1)

Pb2+(ads) + S2− −−−→ PbS(surf) (A.2)

Table A.1.: Solutions for a SILAR synthesis

Substance Molar mass Amount Solvent Concentration

Pb(NO3)2 [331.21] 405mg 1.2mmol 60mL Methanol 0.02mol/L
Methanol I [32.04] 60mL
Na2S [78.05] 95mg 1.2mmol 60mL Methanol 0.02mol/L
Methanol II [32.04] 60mL
Methanol III [32.04] 60mL

For SILAR lead sulfide quantum dot synthesis chemicals were used as received without
further purification. Chromatography grade methanol (CH3OH) was obtained from
VWR. Lead nitrate (Pb(NO3)2) 99% was obtained from Sigma-Aldrich. Sodium sulfide
(Na2S) 98% was also obtained from Sigma-Aldrich

First, dissolved gaseous oxygen was removed from a total of 300mL methanol. Two
250mL round bottom flasks were filled with 150mL methanol chromatography grade
each and a stream of argon was bubbled through them for one hour. For that, each
flask was equipped with a rubber septum, a long needle piercing the rubber septum
immersing its end into the solution. The long needle was connected with silicone
tubings to the argon part of a Schlenk line. As an exhaust for the flushed argon, a
shorter needle was used to pierce the septum, inserting it only enough to go through
the septum, but not reaching the surface of the liquid.

In a 100mL screw cap bottle, 405mg of lead nitrate was dissolved in 60mL oxygen
free methanol1 by 45min sonication to give a clear solution. In a second 100mL screw

1“Oxygen free” refers to having as less oxygen (O2(gas)) dissolved in the solution as possible, not
removing oxygen atoms (O) from the methanol molecules (CH3OH).
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cap bottle 95mg anhydrous sodium sulfide was dissolved in 60mL methanol by 45min
sonication to give a white opaque solution. The remaining 180mL of oxygen free
methanol was divided into three 60mL portions in 100mL screw cap bottles labeled
“methanol I”, “methanol II” and “methanol III”. All five bottles were transferred into a
nitrogen atmosphere glove box.

Under inert atmosphere the substrate2 was immersed into 60mL methanol III for
thirty seconds before the SILAR cycles were performed. One cycle consisted of 20 s im-
mersion into 0.02mol/L methanolic Pb(NO3)2 solution, 30 s immersion into methanol I
rinsing bath, 20 s immersion into 0.02mol/L methanolic Na2S solution and 30 s immer-
sion into methanol II rinsing bath. As the rinsing baths I and II might get polluted over
the increasing number of SILAR cycles, a final 50 s immersion into 60mL of methanol
III was carried out after the completed SILAR process. A summary of the immersion
times during a SILAR process is available in Table A.2 The sample was allowed to dry
in inert atmosphere. For batch processing multiple samples another 60mL of oxygen
free methanol were used as wetting bath before the SILAR cycles instead of using the
final rinsing bath methanol III.

Table A.2.: Immersion times for a SILAR process with 𝑛 cycles

Step No. of immersions Immersion time / s

Wetting 1 30

Pb2+ 𝑛 20
Rinse I 𝑛 30
S2– 𝑛 20
Rinse II 𝑛 30

Rinse III 1 50

A.1.1 Partial Sample Exposure to SILAR

To increase the number of experiments performed on a sample, it can be partly covered
with parafilm. The common sample size is 10mm by 5mm with a thickness of 0.5mm.
The area of 10mm by 5mm can easily be divided into five strips of 2mm by 5mm.
Those 2mm long strips are big enough to unambiguously identify them with the help
of a simple millimeter scale ruler. Further they are large enough to provide multiple
spots to measure AFM and SEM. To cover four fifths of the sample cut out a piece
of parafilm, approximately 13mm by 9mm. For covering three out of five parts of a
normal substrate a 13mm by 7mm patch of parafilm should be cut out, and so on. The
parafilm is now wrapped around the substrate using two pairs of tweezers. Figure A.1a
shows how the parafilm extends from the substrate a bit to the right. In the top views
(Figure A.1b and A.1c) the parafilm extends away from the substrate a bit from the

2Here mostly a titanium dioxide crystal of the rutile phase with polished (100) and (-100) faces.
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upper part in the image. Some pressure, for example applied with a spatula, makes the
parafilm less likely to detach itself from the substrate. The substrate is now held by a
tweezer at the uncovered part and sealing is finalized by heating for a few seconds with
a hot air gun. After the SILAR process the parafilm can be pulled off with two pairs

(a) Side view

Substrate

Parafilm

(b) Top view part 1 (c) Top view part 2

Figure A.1.: Wrapping a substrate in parafilm, dimensions are not to scale

of tweezers. Some parafilm residue will remain on the previously covered parts of the
sample. This residue needs to be thoroughly removed before further experiments are
performed. A combination of scrubbing with alcohol or acetone soaked cotton swabs,
sonicating at 40 ∘C in acetone or alcohol for 15min, with a final rinse of clean solvent
were usually done.
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Analytical methods

B.1. Atomic Force Microscopy

is called the optical lever technique. A topographic image of the
sample is obtained by plotting the deflection of the cantilever
versus its position on the sample. Alternatively, it is possible to
plot the height position of the translation stage. This height is
controlled by a feedback loop, which maintains a constant force
between tip and sample. While scanning, the tip is usually in
contact with the sample. Therefore this mode of operation is

called “contact mode”. The lateral resolution depends on the
conditions of the sample, the properties of the AFM tip, and the
interaction between the two. In rare cases atomic resolution is
obtained. More typical for applications in soft matter science are
2–10 nm resolution in lateral direction. The vertical resolution
is limited by the thermal noise of the cantilever and is usually
better than 0.1 nm [2].

A rapidly growing application of atomic force microscopy are
force measurements (review [3], Fig. 1B). In a force measure-
ment the sample (or the tip) is periodically moved up and down.
The height of the sample (or tip) and the deflection of the
cantilever are recorded and converted to distance and force. Force
measurements have contributed significantly to our understand-
ing of interparticle interactions, which stabilize dispersions.
Furthermore adhesion between particles, forces within single
molecules, and mechanical properties of nanostructures were
investigated.

In addition to imaging and force measurements, the mea-
surement of surface stress is an active field of research. Changes
of the surface stress on the top or bottom side of micromecha-
nical cantilevers lead to a bending [4–6]. This principle is used
for sensing specific molecules or for material characterization.
In sensor applications one side of the microcantilever is coated
with receptors. Upon binding of the ligand to the receptors, the
surface stress of that side changes (Fig. 1C). The deflection of
microcantilevers can be measured with sub-nm precision, which
allows detecting tiny changes in surface stress. Furthermore,
microcantilevers can be produced in arrays on a single chip
enabling the detection of different molecules simultaneously
[7].

That the AFM has become one of the main tools in colloid
and interface science is obvious, when looking at the large
number of papers containing AFM results. Starting at the be-
ginning of the 1990s the relative number of publications in
typical journals of the interface science community started to
increase and has reached an average of 12% (Fig. 2). It is still
increasing with no indication of a saturation.

Fig. 1. (A) Schematic of an atomic force microscope used to image the
topography of surfaces. (B) For force measurements the sample is moved up and
down. No lateral scanning and no height regulation is required. Often the tip is
replaced by a colloidal particle. (C) To use microcantilevers as sensors they are
coated on one side with a receptor. Binding of the ligand leads to a bending,
which can be detected with the usual optical lever technique.

Fig. 2. Relative number of papers in which “atomic force microscope”,
“scanning force microscope”, “AFM”, or “SFM” appears in the title, abstract or
as a keyword. This number is plotted versus the year of publication for Langmuir
and the Journal of Colloid and Interface Science.
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Figure B.1.: Basic working principle of atomic force microscopy [41]

Atomic force microscopy (AFM) belongs to the class of scanning probe microscopes
(SPM),[42] a sample is scanned, or rasterized, by moving its surface under the tip of
a cantilever. As seen in Figure B.1 a laser beam is focused on the cantilever tip from
where it is reflected to a photo-detector that can spatially resolve where it is hit by
the laser beam. A cantilever bending towards the sample will reflect the laser light to
a different position than a cantilever at rest, or one bending away from the sample.
As long as there are attractive or repulsive forces between the sample surface and the
cantilever tip, the response of the photo-detector is a measure of these forces. Most
commonly these forces are approximated with a Lenard-Jones potential taking into
account only attractive van-der-Waals forces, Coloumb interaction and Pauli repulsion.
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𝑉 (𝑟) =
𝐴

𝑟12
− 𝐵

𝑟6
(B.1)

Figure B.2.: Lenard-Jones potential

In Equation B.1 the Lenard-Jones potential 𝑉 (𝑟) is a function of two constants 𝐴,
𝐵 and the distance 𝑟 between sample and cantilever tip. Pauli repulsion is modeled
together with the also repulsive Coulomb interaction to go with distance to the power
of 12, whereas van-der-Waals forces are modeled to go with distance to the power of six.
An arbitrary sample of how a Lenard-Jones potential looks is depicted in Figure B.2.
This approximation is valid for distances smaller than 5 nm. For larger distances
other interactions such as electrostatic or capillary forces play a more important role.
Unfortunately they depend less on the actual surface topography, which is of main
interest for this research.

The scanner usually is carried out as a tubular piezoeletric element. Piezos can
be deformed by applying a voltage across them. This is used to move the sample
in three dimensions. An aspect to highlight is that for most piezoeletric materials,
like lead titanate zirconate (PbTiO3 + PbZrO3), there is a linear relation between
applied voltage and deformation. This yields a theoretical infinite high resolution in
the movement. Furthermore the response time is in the range microseconds, so they are
fast enough to scan a certain area in finite time. One downside is the often encountered
hysteresis from polarization in the piezoelectric material, but this can be dealt within
a closed feedback loop.

The operational modes of atomic force microscopes are divided into two classes, static
modes and dynamic modes. In dynamic modes the cantilever is excited to oscillate,
in static modes the cantilever is not excited. The two most common static modes are
closely connected to Hooke’s law, Equation B.2.

𝐹 = −𝑘 · 𝑧 (B.2)

Here 𝐹 is the force applied to the cantilever tip, 𝑘 the spring constant of the cantilever,
and 𝑧 the deflection of the cantilever. An atomic force microscope in constant height
mode scans the sample with the cantilever at a fixed distance 𝑧 away from the sample.
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The deflection of the cantilever provides a measure of the sample’s topography and
other interactions with the tip. In constant force mode the force 𝐹 is set by the
experimentalist. While scanning in x and y directions a feedback loop varies the
distance 𝑧 to keep the force constant. The extension of the piezo 𝑧 is read out as
the signal of the sample’s topography.

In dynamic modes the amplitude and frequency of the cantilever oscillation are
observed. For the frequency modulated variant the cantilever is excited to its resonant
frequency. Tip sample interactions now change the oscillating frequency. In amplitude
modulated mode, also called tapping mode, the cantilever is excited to an amplitude
set point while the frequency is kept constant. The amplitude deviation induced by
tip sample interaction is then recorded as topographic signal. As the tip is not in
permanent contact with the sample, less force is applied to the surface and even weakly
adsorbed species can be mapped on a surface. In static modes those weakly adsorbed
species, like polymers or proteins, often are absorbed to the tip itself and dragged
around on the surface. Overall tapping mode is a very robust method to routinely
investigate samples with unknown characteristics.

B.1.1 AFM Equipment, Measurements and Data Processing

For atomic force microscopy (AFM), either a Bruker MultiMode equipped with a
NanoScope 3a controller or a Bruker MultiMode equipped with a NanoScope 5 con-
troller was operated in tapping mode. Cantilevers were type OMCL-AC160TS from
Olympus. They are made of silicon with an aluminum reflective coating, have a reso-
nance frequency of (300± 100) kHz and a typical tip radius of 7 nm.

Samples were glued to magnetic discs before mounted in the atomic force microscope.
After the measurements samples were routinely removed from the magnetic disc by
sonicating them for 15min in 40 ∘C technical grade acetone. Subsequently macroscopic
remains of glue were removed with acetone soaked cotton swabs. Again the sample
were sonicated for 15min in 40 ∘C technical grade acetone and rinsed with ambient
temperature acetone before they were rinsed with fresh acetone.

Typically, areas of 1 µm by 1 µm were scanned with a resolution of 512 pixels by
512 pixels. Scan frequency varied between 0.2Hz and 2Hz.

With the Gwyddion computer software, the following steps were routinely performed
to process the raw AFM data: First, a mask was applied to exclude features outlying
in height, like quantum dots and other grains, from all further averaging. Second, the
mean height was subtracted from each pixel. Third, the mask was adjusted for features
that were not apparent from the beginning. Fourth, neighboring lines were corrected
to match the height median of their respective neighbors. Finally, the minimum height
value was set to zero.

For scan areas 5µm by 5 µm and larger, polynomial background removal was per-
formed with polynomial degrees up to 4 in vertical and horizontal directions to correct
for scanner bow, if needed.
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B.2. Scanning Electron Microscope & Energy Dispersive
X-Ray Spectroscopy

Scanning electron microscopy and energy dispersive X-ray spectroscopy was performed
on a Hitachi SU8000 Ultra-High-Resolution FE-SEM system. The device was operated
by Gunnar Glaßer.

An introduction into the powerful method of hyper maps and elemental maps ob-
tainable from energy Dispersive X-ray spectroscopy is available in reference [29].
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Computer Software

C.1. Gwyddion

An overview about Gwyddion is given in reference [43]. For atomic force microscope
data analysis Gwyddion version 2.30 was used. Gwyddion is a piece of free, open source
software, distributed under the GNU General Public License and can be obtained from
http://gwyddion.net.

To automatically calculate the heights of an ensemble of quantum dots marked with
a mask in Gwyddion a user defined grain analysis function was added following a sug-
gestion from the “Gwyddion user guide”.[44] According to that the code contained in
Listing C.1 was saved as a text file grainheigt.txt in the appropriate folder on the
computer running Gwyddion. For the operation system Windows 7 in its English lo-
calization this path was C:\Users\USERNAME\gwyddion\grainvalues, for most Linux
and Unix operation systems /home/USERNAME/.gwyddion/grainvalues or its short
handle ~/.gwyddion/grainvalues would be appropriate.

Listing C.1: Implementation of Grain height calculation
Gwyddion r e sou r c e GwyGrainValue
symbol dz
symbol_markup Δz
power_xy 0
power_z 1
expr e s s i on z_max − z_min

C.2. Gnuplot

Graphs were plotted using gnuplot in version 4.6 patchlevel 0 last modified 2012-03-04
for MS-Windows 32 bit. gnuplot is free, open source software distributed under its
own license and can be downloaded from http://www.gnuplot.info.
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