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ABSTRACT

We derive a Fisher matrix for the parameters characterising a population of
gravitational-wave events. This provides a guide to the precision with which population
parameters can be estimated with multiple observations, which becomes increasingly
accurate as the number of events and the signal-to-noise ratio of the sampled events in-
creases. The formalism takes into account individual event measurement uncertainties
and selection effects, and can be applied to arbitrary population models. We illustrate
the framework with two examples: an analytical calculation of the Fisher matrix for
the mean and variance of a Gaussian model describing a population affected by selec-
tion effects, and an estimation of the precision with which the slope of a power law
distribution of supermassive black-hole masses can be measured using extreme-mass-
ratio inspiral observations. We compare the Fisher predictions to results from Monte
Carlo analyses, finding very good agreement.

Key words: gravitational waves.

1 INTRODUCTION

Population analyses aim at inferring the parameters that
describe the distribution of the properties of a set of ob-
served events drawn from a common population. In the con-
text of gravitational-wave (GW) astrophysics, such analy-
ses have been carried out for the 90 coalescing compact-
object binaries that have so far been observed by ground-
based gravitational wave detectors, and reported in the third
gravitational wave transient catalogue, GWTC-3 (Abbott
et al. 2021b,c,d). Together with simulation-based studies
(Taylor & Gerosa 2018), these population analyses aimed
at understanding the astrophysical processes that lead to
the formation of the binaries (Abbott et al. 2019; Ro-
driguez et al. 2020), their evolution (Fishbach et al. 2021;
Mould et al. 2022) and at measuring the current parame-
ters describing their population (Vitale, Biscoveanu & Tal-
bot 2022). Furthermore, population analysis are also used
to constrain cosmic expansion history by estimating param-
eters like the Hubble constant (Mastrogiovanni et al. 2021;
Abbott et al. 2021a; Mancarella, Genoud-Prachex & Mag-
giore 2022; Mukherjee et al. 2022).

Given a set of observed events, the usual approach to
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estimate distribution parameters is to complete a Bayesian
hierarchical analysis using techniques such as Markov Chain
Monte Carlo (MCMC). While these are the most reliable
way to obtain posterior samples from actual data, they
are typically computationally expensive and so it can be-
come impractical to use these approaches to make forecasts
for future observations that include surveys over param-
eter space. However, such surveys are crucial for scoping
out the science cases of future detectors, such as the Ein-
stein Telescope (Punturo et al. 2010), Cosmic Explorer (Re-
itze et al. 2019) and the spaceborne LISA mission (Amaro-
Seoane et al. 2017), all of which are expected to detect thou-
sands of sources from multiple populations. For explorations
of this nature, one can trade off accuracy in the estimates of
parameter-measurement precision for computational speed
by using approximations that are valid in the limit of high
signal-to-noise ratio (SNR). In the context of source param-
eters for individual signals, the Fisher matrix is commonly
used to cheaply assess the measurement precision of a pa-
rameter (Vallisneri 2008). Within the linear-signal approxi-
mation, valid for high SNR sources, the inverse of the Fisher
matrix is an approximation to the covariance matrix and
therefore the width of the likelihood function. Under the as-
sumption of flat priors, it also approximates the shape of the
Bayesian posterior probability distribution we would expect
to obtain in an MCMC analyses. For a parameter set ~λ, the
Fisher matrix can be written in general terms as the expec-

© 2021 RAS

ar
X

iv
:2

20
5.

07
89

3v
2 

 [
gr

-q
c]

  8
 D

ec
 2

02
2



2 J.R. Gair, A. Antonelli, R. Barbieri

tation value over the data generating process of derivatives
of the log-likelihood ppd|~λq,

pΓλqij “ E

«

´
B

2 ln ppd|~λq

BλiBλj

ff

. (1)

While this provides a guide to measurement uncertainties
for individual events, the Fisher matrix does not directly
provide an indication of how well the properties of the pop-
ulation can be inferred when those events are subsequently
combined in a hierarchical model. In this paper we address
this shortcoming by deriving a Fisher Matrix for the popula-
tion parameters assuming Gaussian noise and using the like-
lihood for population inference in the presence of selection
effects from (Mandel, Farr & Gair 2019). The expression we
obtain is valid for high SNRs and small biases in the individ-
ual events’ parameters. We illustrate our formalism with two
examples. First, we consider a “Gaussian-Gaussian” case,
in which both noise and the data generation process are
normally distributed, and check our expressions against the
direct calculation of the Fisher matrix as an expectation
value over data realizations. We also perform MCMC anal-
yses with and without selection effects, as a cross-check to
verify our results. Secondly, we consider the more astrophys-
ically relevant case of a power-law distributed population
(while still assuming Gaussian noise) and again validate our
results against MCMC analyses with and without selection
effects. We generally find an excellent agreement between
the Fisher and MCMC estimates, while confirming results
in (Gair, Tang & Volonteri 2010) for the latter scenario.

The paper is organized as follows. In Section 2 we de-
scribe our population Fisher Matrix formalism, highlight-
ing the main assumptions and steps to obtain the result.
A derivation of corrections to this formula and their scal-
ings is found in Appendix B. In Section 3, we consider the
Gaussian population model, checking our formula against
a direct calculation of the Fisher Matrix and an MCMC
analysis. In section 4, we consider the case of inference
of a power-law massive black hole mass distribution us-
ing extreme-mass-ratio inspiral (EMRI) observations, once
again comparing the result against MCMC. Finally, in sec-
tion 5 we discuss our results and prospects for future work.
The framework we develop here could be applied in a wide
variety of contexts. The focus on gravitational wave detec-
tors and the choice of the examples provided here are driven
purely by the authors’ areas of expertise. The results can
be fully reproduced with codes made publicly available at
https://github.com/aantonelli94/PopFisher.

2 THE FISHER MATRIX FOR POPULATION
DISTRIBUTIONS

The standard model used to represent the data stream, d,
of a gravitational wave detector is as a linear combination of
a signal, hp~θq, dependent on some parameters ~θ, and noise,
n, that is usually assumed to be a realisation of a station-
ary and Gaussian stochastic process described by a power
spectral density Shpfq,

d “ hp~θq ` n, xñ˚pfqñpf 1qy “ Shpfqδpf ´ f
1
q. (2)

In this model the likelihood is

ppd|~θq9 exp

„

´
1

2

´

d´ hp~θq|d´ hp~θq
¯



,

where pa|bq “ 4Re

ż 8

0

ã˚pfqb̃pfq

Shpfq
df. (3)

To understand the precision with which gravitational wave
observations can determine the parameters of a source, it is
common to compute the Fisher information matrix, defined
by

pΓθqij “ E

«

B ln ppd|~θq

Bθi
B ln ppd|~θq

Bθj

ff

, (4)

where the expectation value is taken over realizations of the
data drawn from the data generating process, d. For the
gravitational wave detector likelihood in Eq. (3), the Fisher
information matrix can be seen to reduce to

pΓθqij “

ˆ

Bh

Bθi

ˇ

ˇ

ˇ

ˇ

Bh

Bθj

˙

, (5)

where we are using the inner product introduced in Eq. (3).
The Fisher matrix provides a leading order approximation
to the shape of the likelihood and hence also the Bayesian
posterior when using priors that are approximately flat over
the support of the likelihood. It becomes an increasingly
good guide to the precision of parameter estimation as the
SNR with which the source is observed increases.

In population inference, we are no longer primarily in-
terested in the parameters of the individual events, but in
the parameters that characterise the population from which
the individual events are drawn. We assume that we have
some population model, pp~θ|~λq, that describes the probabil-

ity distribution of the parameters, ~θ, of individual events
drawn randomly from a population characterised by param-
eters, ~λ. We want to infer the parameters of the population
by combining the information from many observed events.
For a given choice of population parameters, the distribution
of observed datasets is characterised by

ppd|~λq “
pfullpd|~λq

Pdetp~λq
(6)

where pfullpd|~λq “

ż

ppd|~θqpp~θ|~λq d~θ

Pdetp~λq “

ż

Pdetp~θqpp~θ|~λq d~θ

Pdetp~θq “

ż

dąthresh

ppd|~θq dd. (7)

Here and elsewhere we will use lower-case ppxq to denote
probability density functions, which have units of 1{x, and
upper-case P pxq to denote cumulative density functions,
which are dimensionless. This expression accounts for the
fact that not all events that occur in the Universe are de-
tected. Detection is a property of the observed data, d, and
the last integral is over all data sets that would pass the
threshold to be counted as a detected event and hence in-
cluded in the population inference. The normalisation term,
Pdetp~λq, depends only on the population parameters and
represents the fraction of events in the Universe that are
detectable. We refer the reader to (Mandel, Farr & Gair
2019) for further details. This form of the likelihood assumes
that the number of events observed in a fixed time period

© 2021 RAS, MNRAS 000, 1–??

https://github.com/aantonelli94/PopFisher


A Fisher matrix for GW population inference 3

does not convey any information about the population pa-
rameters. However, the precision with which the population
parameters are estimated asymptotically is independent of
that assumption. This is discussed in more detail in Ap-
pendix A.

Equation (1) is the equivalent of Eq. (4) for this popu-
lation likelihood, and so it should give a guide to the preci-
sion with which the population parameters can be measured.
Note that the two forms of the expression are slightly differ-
ent, but it is straightforward to show that the two results are
equivalent by integrating by parts and using conservation of
probability. This will be a good guide for a “high signal-to-
noise ratio”, which for populations means a large number of
observed events. The fact that Eq. (1) is a good approxima-
tion to the precision of population inference can be seen as
follows. In a general population inference problem, we have
observed a set of events, indexed by i, with corresponding
datasets tdiu. The posterior distribution on the population
parameters from this set of events can be found from Bayes’
theorem and takes the form

pp~λ| tdiuq9πp~λq
n
ź

i“1

ppdi|~λq (8)

where n is the total number of events observed, πp~λq is the

prior on the population parameters and ppdi|~λq is the like-

lihood of the population parameters ~λ for dataset di. The
log-posterior is

ln pp~λ| tdiuq9 lnπp~λq `
n
ÿ

i“1

ln ppdi|~λq. (9)

The latter quantity is a sum of independent random vari-
ables (assuming that all observations are independent). In
the limit that n Ñ 8 we can use the central limit theorem
to deduce

1

n

n
ÿ

i“1

ln ppdi|~λq „ N

˜

µp~λ|~λtq,
σ2
p~λ|~λtq

n

¸

(10)

where

µp~λ|~λtq “ E
”

ln ppd|~λq
ı

, σ2
p~λ|~λtq “ E

”

pln ppd|~λq ´ µq2
ı

(11)
and the expectation value is taken over the data generating
process, which we assume to be consistent with the like-
lihood we are using, evaluated for the true values of the
population parameters ~λt. Since

Bµ

Bλi
“

ż

ppd|~λtq
1

ppd|~λq

Bppd|~λq

Bλi
dd

ñ
Bµ

Bλi ~λ“~λt

“

ż

Bppd|~λq

Bλi
dd “

B

Bλi

ż

ppd|~λqdd

“
B

Bλi
p1q “ 0, (12)

we deduce that the population likelihood is peaked at the
true parameters asymptotically (this is not true on aver-
age for a finite number of observations, as discussed in Ap-
pendix B). Note that this happens by virtue of the assumed
consistency between the likelihood and the data-generating
process, and would not be the case if the likelihood was
only an approximation to the true population. As n Ñ 8

the log-posterior converges to the function nµp~λq, and so

the posterior becomes increasingly concentrated around ~λt.
Expanding the function µp~λ|~λtq near ~λt we have

µp~λ|~λtq “ µ
´

~λt|~λt
¯

`
1

2

ˆ

d2µ

dλidλj

˙

~λt

pλi ´ λitqpλ
j
´ λjtq ` ¨ ¨ ¨ . (13)

We deduce that the asymptotic covariance matrix is Γ´1
λ {n,

where

pΓλqij “ ´

ˆ

d2µ

dλidλj

˙

~λt

“ E

«

´
B

2 ln ppd|~λq

BλiBλj

ff

. (14)

In the last equality, we use Eq. (12). This justifies the use of
Eq. (1) to characterise the precision of parameter estimation
in the limit nÑ8. It becomes increasingly reliable as nÑ

8, as corrections to this formula scale like n´
1
2 relative to

leading order. This is justified in more detail in Appendix B.
This result can be evaluated at various levels of ap-

proximation. The full asymptotic posterior is described by
the function µp~λ|~λtq, which can be evaluated through Monte
Carlo integration. This is computationally expensive as it re-
quires evaluation over different choices of ~λ and ~λt. The next
level of approximation is to evaluate Eq. (1) directly. This
makes a linear signal approximation in the population pa-
rameters, but no approximation to the evaluation of ppd|~λq.
This is less complex because evaluation is only needed in the
vicinity of ~λt. A final level of approximation is to simplify
ppd|~λq by using the linear signal approximation for the in-
dividual event parameters as well. This is the approach we
will now describe.

We consider a single observation of a source with pa-
rameters ~θ0, and data d “ hp~θ0q`n. Taking the expectation
value over the true data distribution then reduces to taking
the expectation value over the distribution of the noise n
and the distribution of the parameters ~θ0, which is pp~θ0|~λtq.
Under the linear signal approximation we expand

hp~θq “ hp~θ0q `
Bh

Bθi
∆θi (15)

where ∆θi “ θi ´ θi0. The gravitational wave likelihood can
then be written

p̃ptdu|~θq9 exp

„

´
1

2
pd´ hp~θq|d´ hp~θqq



« exp

„

´
1

2
pn|nq `Ni∆θ

i
´

1

2
pΓθqij∆θ

i∆θj


where Ni “

ˆ

Bh

Bθi

ˇ

ˇ

ˇ

ˇ

n

˙

(16)

and pΓθqij is the single source Fisher matrix defined in
Eq. (5). This is to be evaluated at θ0 and therefore has a
dependence on those parameters. We similarly expand the
source prior term

ln pp~θ|~λq “ ln pp~θ0|~λq ` Pi∆θ
i
´

1

2
Hij∆θ

i∆θj ` ¨ ¨ ¨

where Pi “
B ln pp~θ|~λq

Bθi
, Hij “ ´

B
2 ln pp~θ|~λq

BθiBθj
, (17)

in which the derivatives are evaluated at the parameter space
point θ0. Substituting the preceding two expressions into
Eq. 7 and integrating over ~θ, which is equivalent to integrat-
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ing over ∆~θ in the linear signal approximation, we obtain

p̃ptdu|~λq «
expr´pn|nq{2s

Pdetp~λq

ż

d∆~θ
”

pp~θ0|~λq

exp

"

´
1

2
pΓij `Hijqp∆θ

i
´∆θibfqp∆θ

j
´∆θjbfq

`
1

2
pNi ` PiqpΓ`Hq

´1
ij pNj ` Pjq

*

“ p2πqN{2
pp~θ0|~λq expr´pn|nq{2s

Pdetp~λq
a

detpΓ`Hq

ˆ exp

„

1

2
pNi ` PiqpΓ`Hq

´1
ij pNj ` Pjq



,

(18)

where we have written

∆θibf “ pΓ`Hq
´1
ik pNk ` Pkq.

This is the point at which the likelihood is maximized and
hence is the “best-fit” point in parameter space. We can now
evaluate the population Fisher matrix using the expression

´pΓλqij “

ż

˜

B
2 ln ppd|~λq

BλiBλj

¸

~λt

ppd|~λtqdd

“

ż ż

˜

B
2 ln ppd|~λq

BλiBλj

¸

~λt

pp~θ0|~λtqppn|~θ0qdnd~θ0.

(19)

In the above the integral over the noise distribution is condi-
tioned on ~θ0 because of selection effects. This integral is over
all noise realisations that ensure d “ hp~θ0q `n is above the
detection threshold. Substituting Eq. (18) into the above we
obtain a sequence of terms. To simplify these we carry out
the integral over the noise, n. The only terms in Eq. (18)
that depend on n are Ni and the prefactor expr´pn|nq{2s.
The latter enters ln p̃ additively and has no dependence on
the population parameters, so it does not contribute to the
final result. The former term also has no explicit dependence
on the population parameters, but it appears multiplied by
terms that do. There are thus three distinct types of term
that appear in the argument of the integral - terms that have
no explicit dependence on n, terms that are linear in Ni and
terms that are quadratic in Ni. We define these integrals as
follows

Pdetp~θ0q “

ż

ppn|~θ0qdn

Di ”

ż
ˆ

n

ˇ

ˇ

ˇ

ˇ

Bh

Bθi

˙

ppnqdn “
BPdetp~θ0q

Bθi
,

Dij ”

ż
ˆ

n

ˇ

ˇ

ˇ

ˇ

Bh

Bθi

˙ˆ

n

ˇ

ˇ

ˇ

ˇ

Bh

Bθj

˙

ppnqdn. (20)

Using these expressions to carry out the integrals over n, we
obtain the final result

pΓλqij ” pΓIqij ` pΓIIqij ` pΓIIIqij ` pΓIVqij ` pΓVqij ,
(21)

with

pΓIqij “ ´

ż

B
2 lnppp~θ0|~λq{Pdetp~λqq

BλiBλj
Pdetp~θ0q

Pdetp~λq
pp~θ0|~λqd~θ0,

pΓIIqij “
1

2

ż

B
2 ln detpΓ`Hq

BλiBλj
Pdetp~θ0q

Pdetp~λq
pp~θ0|~λqd~θ0,

pΓIIIqij “ ´
1

2

ż

B
2

BλiBλj
“

pΓ`Hq´1
kl

‰

Dkl
pp~θ0|~λq

Pdetp~λq
d~θ0,

pΓIVqij “ ´

ż

B
2

BλiBλj
“

PkpΓ`Hq
´1
kl

‰

Dl
pp~θ0|~λq

Pdetp~λq
d~θ0,

pΓVqij “ ´
1

2

ż

B
2

BλiBλj
“

PkpΓ`Hq
´1
kl Pl

‰ Pdetp~θ0q

Pdetp~λq
pp~θ0|~λqd~θ0.

This is an approximate expression for the population Fisher
matrix which can be used to estimate the precision with
which observations will be able to determine the popula-
tion parameters. In deriving the above expressions we have
made use of the standard form of the likelihood for the grav-
itational wave detection problem, which permits some sim-
plifications. In Appendix C we describe how the result is
changed for a generic likelihood, ppd|θ0q.

We note that, when measurement errors for the source
parameters are small, only the first of these terms is re-
quired. This limit corresponds to Γ Ñ8, so that Γ`H « Γ
and pΓ ` Hq´1

Ñ 0. In this limit it is clear that pΓIIIqij ,
pΓIVqij and pΓVqij immediately vanish. The matrix pΓIIqij

also vanishes because Γ does not depend on the popula-
tion parameters λ. Therefore we expect pΓIqij to dominate
and provide a good approximation to the population Fisher
matrix. This will be true whenever individual measurement
errors are small relative to the scale over which the popula-
tion parameters change the source parameter distribution.
The approximation holds in the three examples we describe
below, but this will not always be the case.

2.1 Validity of approximations

To derive the population Fisher matrix we have made two
approximations. Firstly, we have used expression (14) to de-
fine the population Fisher matrix. Corrections to this ex-
pression are derived in Appendix B and are shown to scale
with inverse powers of the number of observed events, n.
This assumption will therefore always be valid once we have
made sufficiently many observations, and this is the limit
in which we want to use this result. The second approxi-
mation was to use the linear signal approximation to rep-
resent the posteriors for individual events in Eq. (16) and
Eq. (17). This approximation will not necessarily be valid in
all circumstances, or across the whole of parameter space.
In (Vallisneri 2008) a criterion is provided for the validity of

the individual event Fisher matrix at ~θ0

1

2

´

∆hLSAp ~∆θq|∆hLSAp ~∆θq
¯

! 1

@ ~∆θ1σ : Γij∆θ
i
1σ∆θj1σ “ 1

where ∆hLSAp ~∆θq “ ∆θi1σ
Bh

Bθi
´

”

hp~θ0 ` ~∆θ1σq ´ hp~θ0q

ı

.

(22)

If this criterion holds throughout the parameter space of
observed events, then the approximations used to derive the

© 2021 RAS, MNRAS 000, 1–??
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population Fisher matrix will definitely be valid. However,
this condition is more stringent than is strictly required since
the population Fisher matrix is determined by derivatives
with respect to the population parameters of the average of
the individual event Fisher matrix over the parameter space.

An alternative criterion can be obtained by identifying
the next higher order terms in Eq. (16) and Eq. (17). These
contribute a multiplicative correction to the integral (18) of
the form

exp
”

p∆ijk ` Tijkq∆θi∆θj∆θk `Nij∆θ
i∆θj

ı

,

where

Tijk “
1

6

B
3 ln pp~θ|~λq

BθiBθjBθk
∆ijk “

1

2

ˆ

B
2h

BθiBθj

ˇ

ˇ

ˇ

ˇ

Bh

Bθk

˙

Nij “

ˆ

B
2h

BθiBθj

ˇ

ˇ

ˇ

ˇ

n

˙

. (23)

Approximating the exponential as exppxq « 1 ` x, these
terms contribute additively to the integral over ∆θ an
amount δI. The contribution to ln ppd|~λq is then an additive
lnp1 ` δI{I0q « δI{I0, where I0 is the value of the leading
order integral. We deduce that the next order correction to
the population Fisher matrix is

ΓVI “

ż ż
ˆ

B
2
pδI{I0q

BλiBλj

˙

~λt

pp~θ0|~λtqppn|~θ0qdnd~θ0,

δI

I0
“ p∆ijk ` Tijkq

´

3∆θibfpΓ`Hq
´1
jk `∆θibf∆θ

j
bf∆θ

k
bf

¯

`Nij
´

∆θibf∆θ
j
bf ` pΓ`Hq

´1
ij

¯

. (24)

This expression can be simplified further, but as we will not
use it elsewhere in this paper we will leave it in this form,
but we will make a few observations

‚ This expression can be used to assess the validity of the
approximations used to build the population Fisher matrix.
If the predicted errors computed including this correction
are similar to those computed without then we can trust
the population Fisher matrix.
‚ The correction depends on derivatives with respect to

the population parameters. If higher order corrections are
only significant for parameters that are weakly coupled to
those described by the population model, then this correc-
tion is still likely to be small, and the predictions of the
population Fisher matrix are likely to be trustworthy.
‚ In the examples discussed later, the dominant contri-

bution to the Fisher matrix comes from ΓI, which is inde-
pendent of the individual event uncertainties. Thus, even if
ΓVI is of comparable size to ΓV, it might still be negligible
relative to ΓI. In that case, ΓI can continue to be used to
estimate the population parameter uncertainties.
‚ In general, the Fisher Matrix approximation will be bet-

ter for events of higher SNR, and so the population Fisher
matrix will tend to be a better approximation if we use a
higher threshold for including events in the analysis. By ad-
justing the detection threshold to be high enough that the
individual events are well characterised by the Fisher ma-
trix, we will be able to obtain a reliable estimate from the
population Fisher matrix for any analysis. This will pro-
vide a conservative estimate to the precision that could be
achieved using all events.

In summary, when using the population Fisher matrix to
scope out the potential of future GW observations, it is im-
portant to monitor the validity of the approximations by
using Eq. (24. In some contexts the individual event Fisher
matrix will be valid throughout the parameter space of ob-
servable events and so the full population Fisher matrix can
be used directly. For example, in the context of extreme-
mass-ratio inspirals, on which the GW-like example in sec-
tion 4.1 is based, it is expected that a signal-to-noise ratio
of at least 20 will be required for the confident detection of
an event in the data (Babak et al. 2017), and so the Fisher
matrix is likely to be a good approximation for all observed
events. In other contexts the individual event Fisher ma-
trix might be a poor approximation for some parameters,
but if it is valid for the parameters for which the popula-
tion model has been written down, and these are weakly
correlated with the other parameters, then the population
Fisher matrix is still likely to provide a good estimate of
measurement precision. There will be situations in which
the approximation will not be valid, but even there the pop-
ulation Fisher matrix might be accurate if it is dominated
by the measurement-error independent part, ΓI. In any sce-
nario, it can be used to obtain a conservative estimate of
accuracy by raising the detection threshold sufficiently. IT
will thus always provide a valuable tool for quickly scoping
out the potential of future observations without the need for
expensive simulations.

3 ILLUSTRATION I: A GAUSSIAN-GAUSSIAN
MODEL

We will now consider several examples, which will demon-
strate that the population Fisher matrix works and show
how to compute it in practice. The first application of Eq.
(21) we will consider is to a “Gaussian-Gaussian” model in
which both observations and noise are normally distributed.
We simplify the setting by assuming a waveform dependent
on a single parameter θ. The distribution of the parameter
is

ppθ|~λq “ N pµ,Σ2
q “

1
?

2πΣ2
exp

„

´
pθ ´ µq2

2Σ2



, (25)

with population parameters (henceforth, hyperparameters)
~λ “ tµ,Σ2

u. Noise is also a Gaussian with zero mean and
variance σ. Since the data stream is a sum of Gaussians, it
is modelled by N pµ, σ2

`Σ2
q, with mean and variance given

by the sums of individual means and variances,

ppd|~λq “
1

a

2πpσ2 ` Σ2q
exp

„

´
pd´ µq2

2pσ2 ` Σ2q



. (26)

Given the implicit simple choice for the signals, the Fisher
matrix of source parameters reduces to

Γθ “

ˆ

Bh

Bθ

ˇ

ˇ

ˇ

ˇ

Bh

Bθ

˙

“
1

σ2

ˇ

ˇ

ˇ

ˇ

Bh

Bθ

ˇ

ˇ

ˇ

ˇ

2

“
1

σ2
, (27)

while from Eq. (25) we have that P and H in (17) are

P “ ´
pθ ´ µq

Σ2
and H “

1

Σ2
. (28)

The example reported in this section does not have an imme-
diate analogy in GW astrophysics, but it can be thought of
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as a more general application of the population Fisher ma-
trix. The advantage of choosing such a simple setting is that
the matrix entries can be directly integrated as expectation
values over data realizations. In the presence of selection
effects, the integrals to be solved are

pΓλqij “ E

˜

´
B

2

BλiBλj

«

ln

˜

ppd|θ, ~λq

Pdetp~λq

¸ff¸

“ ´

ż 8

dth

B
2

BλiBλj

«

ln

˜

ppd|~λq

Pdetp~λq

¸ff

ppd|~λq

Pdetp~λq
dd. (29)

We only select realizations of the data d ą dth that are
above a certain threshold. The predictions for the various
components of the population Fisher matrix are1

pΓλqµµ “
B

2 lnPdetp~λq

Bµ2
`

1

pσ2 ` Σ2q
,

pΓλqµΣ2 “
B

2 lnPdetp~λq

BµBΣ2
`

1

pσ2 ` Σ2q

ppdth|~λq

Pdetp~λq
,

pΓλqΣ2Σ2 “
B

2 lnPdetp~λq

pBΣ2q2
`

1

2pσ2 ` Σ2q2

`
pdth ´ µq

pσ2 ` Σ2q2
ppdth|~λq

Pdetp~λq
, (30)

where we have used Eqs.(26), (29), the fact that the integral
is normalized through

Pdetp~λq “

ż 8

dth

ppd|~λqdd “
1

2
erfc

˜

pdth ´ µq
a

2pσ2 ` Σ2q

¸

, (31)

and the definition

ppdth|~λq ”
1

a

2πpσ2 ` Σ2q
exp

„

´
pdth ´ µq

2

2pσ2 ` Σ2q



. (32)

Finally, from Eq. (31) it follows that

B
2 ln pdetpλq

pBµq2
“

ˆ

dth ´ µ

σ2 ` Σ2

˙

ppdth|λq

pdetpλq
´
ppdth|λq

2

pdetpλq2
,

B
2 ln pdetpλq

BµBΣ2
“
ppdth|λq

pdetpλq

„

pdth ´ µq
2

2pσ2 ` Σ2q2
´

1

2pσ2 ` Σ2q



´
ppdth|λq

2

2pdetpλq2

ˆ

dth ´ µ

σ2 ` Σ2

˙

,

B
2 ln pdetpλq

pBΣ2q2
“
ppdth|λq

pdetpλq

„

pdth ´ µq
3

4pσ2 ` Σ2q3
´

3pdth ´ µq

4pσ2 ` Σ2q2



´
ppdth|λq

2

4pdetpλq2

ˆ

dth ´ µ

σ2 ` Σ2

˙2

. (33)

3.1 Solution from the population Fisher matrix

While in this simple setting the direct evaluation of the
Fisher Matrix as expectation value is much simpler, we wish
to now evaluate it using Eq. (21) as an important sanity
check of that general formula. For pΓλqµµ, we notice that the

1 For the last integral, it is useful to notice that
ż 8

dth

pd´ µq2ppd|~λqdd “ pσ2 ` Σ2q

«

1` pdth ´ µq
ppdth|

~λq

Pdetp
~λq

ff

,

which follows from pd´ µqppd|~λq “ ´pσ2 ` Σ2qBppd|~λq{Bd, inte-

grating by parts, and using Eq.(31).

pΓIIqµµ, pΓIIIqµµ and pΓIVqµµ vanish. The second and third
terms vanish because Γ`H does not depend on µ, while the
fourth term vanishes because P is only linear in µ and two
derivatives with respect to it are needed for pΓλqµµ. The only
terms contributing are therefore pΓIqµµ and pΓVqµµ, which
leads to

pΓλqµµ “´

ż

B
2 lnpppθ|~λq{Pdetp~λq

Bµ2

Pdetpθq

Pdetp~λq
ppθ|~λqdθ

´
1

2

ż

B
2

Bµ2

“

P 2
pΓ`Hq´1

‰ Pdetpθq

Pdetp~λq
ppθ|~λqdθ

“
B

2 lnPdetp~λq

Bµ2
`

1

pσ2 ` Σ2q
, (34)

where we have used P , Γ and H given in Eqs. (25), (27) and
(28), as well as the normalisation

ż

Pdetpθq

Pdetp~λq
ppθ|~λqdθ “ 1. (35)

The result matches the prediction of Eq.(30) as expected.
In the case of pΓλqµΣ2 , the second and third terms,

pΓIIqµΣ2 and pΓIIIqµΣ2 , vanish for the same reason as above,
but now the fourth term pΓIVqµΣ2 does contribute. Overall
we have that

pΓλqµΣ2 “ ´

ż

B
2 lnpppθ|~λq{Pdetp~λq

BµBΣ2

Pdetpθq

Pdetp~λq
ppθ|~λqdθ

´

ż

B
2

BµBΣ2

“

P pΓ`Hq´1
‰

Dl
Pdetpθq

Pdetp~λq
ppθ|~λqdθ

´
1

2

ż

B
2

BµBΣ2

“

P 2
pΓ`Hq´1

‰ Pdetpθq

Pdetp~λq
ppθ|~λqdθ

“
B

2 lnPdetp~λq

BµBΣ2
`

ż

pθ ´ µq

Σ4

Pdetpθq

Pdetp~λq
ppθ|~λqdθ

`

ż
„

σ2

pσ2 ` Σ2q2



BPdetpθq

Bθ

ppθ|~λq

Pdetp~λq
dθ

´
σ2
pσ2

` 2Σ2
q

Σ4pσ2 ` Σ2q2
1

Pdetp~λq

ż

pθ ´ µqPdetpθqppθ|~λqdθ,

where we have used the definition of Di in Eq. (20) and (35).
We also notice that, from the definition

Pdetpθq “

ż 8

dth

ppd|θqdd (36)

“

ż 8

dth

1
?

2πσ2
exp

„

´
pd´ θq2

2σ2



dd “
1

2
erfc

ˆ

dth ´ θ
?

2σ2

˙

,

it follows that

BPdetpθq

Bθ
“

ż 8

dth

pd´ θq

σ2
ppd|θqdd

“
1

?
2πσ2

exp

„

´
pdth ´ θq

2

2σ2



” ppdth|θq, (37)

which can be rearranged to give
ż

pθ ´ µq
BPdetpθq

Bθ
ppθ|~λqdθ (38)

“ Σ2 B

Bµ

ż

ppdth|θqppθ|~λqdθ

“ Σ2 Bppdth|~λq

Bµ
“

Σ2

pσ2 ` Σ2q
pdth ´ µqppdth|~λq.
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From Eq. (31) it also follows that BPdetp~λq{Bµ “ ppdth|~λq.
Using this constraint, and the fact that

Bppdth|~λq

Bµ
“

ż

B

Bµ

“

Pdetpθqppθ|~λq
‰

dθ

“
1

Σ2

ż

pθ ´ µqPdetpθqppθ|~λqdθ, (39)

we immediately get
ż

pθ ´ µqPdetpθqppθ|~λqdθ “ Σ2ppdth|~λq, (40)

and, together with (35) and (38), that

pΓλqµΣ2 “
B

2 lnPdetp~λq

BµBΣ2
`

1

pσ2 ` Σ2q

ppdth|~λq

Pdetp~λq
. (41)

This agrees with Eq. (30) as expected.
Finally, we consider the case of pΓλqΣ2Σ2 , in which no

term in (21) vanishes. The first term can be rearranged to
give2

pΓIqΣ2Σ2 “
B

2 lnPdetp~λq

pBΣ2q2
´

1

2Σ4
(43)

`
1

Σ6

ż

pθ ´ µq2
Pdetpθq

Pdetp~λq
ppθ|~λqdθ

“
B

2 lnPdetp~λq

pBΣ2q2
`

1

2Σ4
`

pdth ´ µq

Σ2pσ2 ` Σ2q

ppdth|~λq

Pdetp~λq
.

Using Eq. (35), the second term pΓIIqΣ2Σ2 is easily found to
be

pΓIIqΣ2Σ2 “
σ2

2Σ4

pσ2
` 2Σ2

q

pσ2 ` Σ2q2
. (44)

The third term pΓIIIqΣ2Σ2 contains Dij from Eq.(20), which
can be rearranged to give

Dθθ “
1

?
2πσ3

ż 8

dth

pd´ θq2 exp

„

´
pd´ θq2

2σ2



dd

“
pdth ´ θq
?

2πσ3
exp

„

´
pdth ´ θq

2

2σ2



`
1

2σ2
erfc

ˆ

dth ´ θ
?

2σ2

˙

.

The complementary error function can be replaced by
Pdetpθq using (36). With this in mind, we have

pΓIIIqΣ2Σ2 “
σ4

pσ2 ` Σ2q4
pdth ´ µq

ppdth|~λq

Pdetp~λq
`

σ2

pσ2 ` Σ2q3
.

(45)

The results follows from rearranging Eqs. (37) and (32) into
ż

pdth ´ θq exp

„

´
pdth ´ µq

2

2σ2



ppθ|~λq

Pdetp~λq
dθ

“ ´σ3
?

2π

ż

Bppdth|θq

Bdth

ppθ|~λq

Pdetp~λq
dθ

“ ´
σ3
?

2π

Pdetp~λq

ż

B

Bdth

“

ppdth|θqppθ|~λq
‰

dθ

“
σ3
?

2π

pσ2 ` Σ2q
pdth ´ µq

ppdth|~λq

Pdetp~λq
.

2 The integral over θ can be evaluated by parts to obtain
ż

pθ ´ µq2
Pdetpθq

Pdetp
~λq
ppθ|~λqdθ “ Σ2 `

pdth ´ µqΣ
4

pσ2 ` Σ2q

ppdth|
~λq

Pdetp
~λq

, (42)

using (31) and (40) with vanishing boundary terms.

−2 0 2 4 6
d

0.0
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0.6

D
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Observed

Threshold

Figure 1. Normally-distributed data with (red) and without

(black) selection effects.

The fourth term pΓIVqΣ2Σ2 is found using (40), and reads

pΓIVqΣ2Σ2 ´

ż

B
2

pBΣ2q2

“

P pΓ`Hq´1
‰

Dθ
Pdetpθq

Pdetp~λq
ppθ|~λqdθ

“
2σ2Σ2

pσ2 ` Σ2q4
pdth ´ µq

ppdth|~λq

Pdetp~λq
. (46)

Finally, the final term pΓVqΣ2Σ2 is found through (42) to be

pΓVqΣ2Σ2 “ ´
1

2

ż

B
2

pBΣ2q2

“

P 2
pΓ`Hq´1

‰ Pdetpθq

Pdetp~λq
ppθ|~λqdθ

“ ´
σ2

Σ4

pσ4
` 3σ2Σ2

` 3Σ4
q

pσ2 ` Σ2q3
«

1`
Σ2

pσ2 ` Σ2q
pdth ´ µq

ppdth|~λq

Pdetp~λq

ff

. (47)

Adding up (43) to (47), we find

ΓΣ2Σ2 “
B

2 lnPdetp~λq

pBΣ2q2
`

1

2pσ2 ` Σ2q2
`
pdth ´ µq

pσ2 ` Σ2q2
ppdth|~λq

Pdetp~λq
,

(48)

which matches (30) as expected. This concludes the analytic
check. Equation (21) can be used to reproduce the predic-
tions (30) obtained from the more general definition of the
Fisher matrix as an expectation value over data realizations.

3.2 MCMC analysis

The Fisher predictions for the Gaussian-Gaussian model can
be compared with MCMC simulations as a further check
of the formalism. While this example is arguably textbook
material, see for instance Sec. (6) in (Vitale et al. 2020),
we report a few details below for completeness. The re-
sults of the present section can be fully reproduced with the
codes accompanying the present paper. We simulate syn-
thetic data including Ntot “ 105 observations from the ob-
servation model (26), choosing true mean µtr “ 0.5, true
variance Σ2

tr “ 1.0 and noise variance σ “ 0.1. The latter
two indicate that each event is taken with a high SNR. We
then apply an arbitrary cutoff, imposing that only positive
data are observed. That is, dth “ 0, resulting in around
Ndet „ 70000 detected events. Figure 1 shows the total
(black) and detected (red) populations under our specified
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Figure 2. Fisher and MCMC predictions for the toy Gaussian
case with (red) and without (black) selection effects.

assumptions. We perform the MCMC analyses in both cases
in which we do and do not have selection effects using emcee

(Foreman-Mackey et al. 2013). As log-likelihood, we take the
sum of individual log-likelihoods,

log ppd|λq “ ´N log pdetpλq `
N
ÿ

i

log ppdi|λq, (49)

where N “ Ntot in the case in which we do not include
selection effects, and N “ Ndet in the case in which we do.
We choose flat hyperpriors over a very broad range that
includes the true values. The selection function is defined
and integrated as in Eq. (31), and is nontrivial only in the
latter case. The MCMC posteriors for µ and Σ2, in both the
cases considered, can be found in Fig. 2.

We can then compare the predictions from the popula-
tion Fisher matrix with what we obtain numerically. To this
end, we invert the matrix

pΓλqij “

ˆ

Γµµ ΓµΣ2

ΓµΣ2 ΓΣ2Σ2

˙

(50)

with entries given in Eq. (30) and below. The errors are
normalized by the number of events,

∆µ “
b

pΓ´1
λ qµµ{N, ∆Σ2

“

b

pΓ´1
λ qΣ2Σ2{N.

In Fig. 2, the Fisher predictions are shown (in black) to
reproduce the widths from the MCMC runs.

The same widths can be well approximated by the in-
verse of the matrix

pΓλqij “

ˆ

pΓIqµµ pΓIqµΣ2

pΓIqµΣ2 pΓIqΣ2Σ2 ,

˙

(51)

in which only the first terms in Eq. (21) are retained. The
predictions are shown in red in Fig. 2, and they overlap well
with the full Fisher matrix predictions. As discussed earlier,
this corresponds to taking the limit of Eq. (50) in which σ “
0, i.e., the parameters of the individual events are measured
perfectly. The reason that this is a good approximation here
is because we have chosen 0.1 “ σ ! Σ “ 1 for this example.
We would expect the other terms contributing to Eq. (21)
to become increasingly important as the measurement errors
become larger. If we consider for simplicity the case without
selection effects we see that the ratio of the uncertainties in
the population parameters computed using only ΓI to that
computed using the full Fisher matrix, Eq. (50), are

∆µI

∆µfull
“

1

1` σ2{Σ2

∆Σ2
I

∆Σ2
full

“
1

1` pσ2{Σ2q
2 . (52)

For σ2
! Σ2 these ratios are approximately 1, as expected,

but as σ2
{Σ2

Ñ 8 both ratios tend to 0, implying that ΓI

would significantly over-estimate the precision with which
the population parameters can be determined. So, it is not
always possible to use ΓI to estimate the population param-
eter uncertainties. However, in many applications individual
events are constrained to a small region of the much larger
parameter space of the population, and so Eq. (51) will often
be a good approximation to the full Fisher matrix. This in-
cludes the GW-like illustrations we will consider in the next
section.

4 ILLUSTRATION II: AN EXAMPLE FROM
GRAVITATIONAL-WAVE ASTROPHYSICS

The spaceborne LISA mission is expected to detect ex-
treme mass ratio inspirals (EMRIs), namely binary systems
in which one compact object, typically a stellar remnant,
has a mass that is much smaller than the companion, typ-
ically a supermassive black hole (SMBH) in the centre of
a galaxy (Amaro-Seoane et al. 2007; Barack 2009; Babak
et al. 2017). Inference of the parameters that characterise
EMRI systems is expected to provide accurate constraints
on the theory of gravity (Gair et al. 2013), as well as an
insight into the astrophysical population of and stellar envi-
ronments surrounding SMBHs (Barausse, Cardoso & Pani
2014). LISA might also detect a foreground generated by in-
dividually unresolved EMRIs, which would porvide informa-
tion about the properties of the population of these systems
(Gair et al. 2011; Gair, Tang & Volonteri 2010; Sesana et al.
2011; Bonetti & Sesana 2020). The use of LISA observations
of EMRIs to provide measurements of the BH mass function
in the range probed by LISA has previously been investi-
gated in (Gair, Tang & Volonteri 2010), henceforth “GTV”.
GTV assumed that the mass function was described by a
power law ppθ|λq ” ppM |λq9Mα´1, with a true value that
is close to flat in the log of the masses, i.e., α « 0. GTV
explored the ability of LISA to constrain the parameters of
this mass function, using MCMC techniques to carry out
hierarchical analyses on an extensive set of populations of
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simulated events. They found that with 10(1000) events, the
spectral index α could be constrained at a level of precision
∆α “ 0.3p0.03q. Here, we will use the population Fisher Ma-
trix formalism described above to predict the precision with
which a set of EMRI observations might be able to constrain
a power-law mass function. We do not expect to get exactly
the same answer here, as the two analyses make a few dif-
ferent simplifying assumptions. In GTV the raw data was
taken to be counts of events in a binned analysis, provided
by point estimates of the parameters. Selection effects were
included in the rate of events in each bin, by accounting for
the length of time a source with the given parameters would
be observable. This ignores the fact that the time remain-
ing to plunge is constrained by the gravitational wave data.
In this analysis we again approximate the observation pro-
cess, assuming that the data can be reduced to a measure-
ment of a single parameter, but we handle selection effects
more carefully. GTV’s results was computed ignoring mea-
surement uncertainties in the model used in the analysis,
although they did demonstrate consistency between results
obtained on simulated data with and without measurement
uncertainties. Here we will include measurement uncertain-
ties, but we will approximate these as Gaussian. We will see
that despite these differences in assumptions, the popula-
tion Fisher matrix is able to predict qualitatively the results
observed in GTV without the need for costly computational
sampling of many posterior distributions. For a more direct
comparison with numerical results we also perform our own
MCMC analysis, under identical assumptions to those used
to compute the population Fisher matrix, and find very good
agreement. All the results in this section can be reproduced
with the codes made available with this publication.

4.1 Simple scenario: mass measurement only

In the first scenario we consider we will assume that events in
the population are characterised by a single parameter, the
mass, which we measure with our detector with a Gaussian
uncertainty that has a fixed variance, independent of the
parameters of the source. We note that this choice of a con-
stant variance is made for convenience, but is not required by
the formalism. If errors vary form event to event, these are
characterised by a ~θ0 dependence of Γ, which just changes
the integrands of the various components of the population
Fisher matrix. Due to the integration over ~θ0, the population
Fisher matrix effectively depends on the average measure-
ment precision over the population. In the final example,
described in section 4.2, we will consider a case in which the
errors vary from event to event. We draw N “ 100 masses
from a power law distribution,

ppM |αq “
α

Mα
max ´M

α
min

Mα´1, (53)

with maximal and minimal observable masses Mmin “

104Md and Mmax “ 107Md and a true value for the spec-
tral index that is exactly flat in the log of the masses,
α “ 0. The observed data is assumed to be a point es-
timate of the log of the mass, which is equal to the true
value plus a normally-distributed uncertainty that has a
variance σ “ 0.1. An arbitrary hard cutoff dth correspond-
ing to masses M „ 5ˆ 105Md is imposed, and only events
with observed values above this threshold are included in

the analysis. This introduces a large selection effect, and
leads to only Ndet “ 39 of the original 100 sources being
observed. The true (underlying) and observed populations
of events are represented in the top panel of Fig.4.

The Fisher-matrix prediction can again be obtained
from Eq. (21), this time with θ “ M and λ “ α. For
sufficiently simple models, the integrals are analytically
tractable. With the power-law distribution considered here,
and in the presence of selection effects, this is already not
possible. Because of this, we obtain the Fisher prediction
in a semi-analytical fashion by solving the integrals with
Monte-Carlo methods, i.e., by generating a sufficiently large
set of Ns samples, tMiu, from a distribution ppM |αq, we can
approximate the integral of an arbitrary function XpMq via

ż

XpMqppM |αqdM «
1

Ns

ÿ

i

XpMiq. (54)

In this case we can draw samples from the distribution (53)
directly using the method of inversion. The various terms
entering the arguments of Eq. (21) — Di, Dij , Pi and Hij
— can be computed analytically. A Mathematica notebook
that solves for the arguments of the Fisher-matrix integrals
can be found in the accompanying codes. Following this
procedure, we find that the Fisher matrix predicts an er-
ror ∆α “

a

pNdetΓαq´1 « 0.19. When rescaled to 10 ob-

servations by multiplying by
a

39{10, the inferred error is
∆α « 0.37, which is in good agreement with what was ob-
tained in GTV, despite the differences in the assumptions
used in each case.

As in the Gaussian-Gaussian example, we find that the
dominant contribution comes from the first term of the
Fisher matrix, ΓI. In this example this term can be directly
computed

Γα « Ntot

ˆ

1

α2
´
Mα

maxM
α
minplnMmax ´ lnMminq

2

pMα
max ´M

α
minq

2

˙

.

(55)
As argued above, the dominance of this term is driven by the
assumed precision of measurement on the individual events.
If the noise in the individual measurements, σ, is increased,
the other terms make a larger contribution, although always
a sub-dominant contribution for the range of values we have
tried. This is illustrated in Figure 3, which shows how the
error in the prediction for the precision on the slope from
using only the first term of the Fisher matrix varies with
σ. Even for σ “ 1, the fractional error from this approxi-
mation is only 0.014. This fact suggests that, when individ-
ual events are expected to be characterised with a precision
better than the typical lengthscale over which the popula-
tion prior varies, keeping only the first term in the sum will
provide a good estimate for the expected precision of popu-
lation inference, regardless of the population model chosen.
This observation and the fact that the first term is typically
relatively easy to evaluate, could help to reduce the complex-
ity of using our formalism. One obvious application would
be to forecast studies for future detectors, where this for-
malism for the precision of population inference can nicely
complement estimates for the precision of individual event
parameter inference, estimated with state-of-the-art Fisher
codes (Borhanian 2021; Harms et al. 2022).

We validate the Fisher predictions with an MCMC anal-
ysis for the same data set. The MCMC setup is similar to
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Figure 3. Fractional error in the estimate of the precision on the population slope, α, obtained from using only the first term in the
Fisher matrix, ΓI, instead of the full Fisher matrix, as a function of the assumed uncertainty on the measurement of individual event

parameters, σ.

the one used in the first illustrative example. The likelihood
is modified, and the selection function is no longer known
analytically, but is approximated by a Monte Carlo inte-
gral, pdetpαq “ p1{Nsq

ř

erfcrpdth´Miq{
?

2σ2s{2, with tMiu

drawn from the power law distribution ppM |αq. The poste-
rior, KDE and 2σ percentile for the estimate of α are shown
in the bottom panel of Fig.(4). These are compared with the
Fisher predictions above, and once again show very good
agreement. We have also repeated the calculation in the ab-
sence of selection effects, dth Ñ ´8, and find a similar level
of agreement between the Fisher predictions and the MCMC
analysis.

We expect that the accuracy of the population Fisher
matrix prediction should improve as the number of obser-
vations included in the analysis, Ntot, increases. We assess
this by comparing the result of MCMC analyses of data sets
with increasing numbers of observations to the population
Fisher matrix. We do this first for the case without selection
effects, so that we can make use of the analytical prediction
given above. These results are shown in Fig. 5 as Ntot is var-
ied from 2 to 30 events. For each Ntot, we repeat the MCMC
analysis several times to allow us to estimate the variance
in the posterior width between different runs. This variance
is larger when there are fewer events, as expected, and so
more MCMC analyses were performed for lower Ntot’s to en-
sure the variance was accurately characterised. We find that
for Ntot Ç 10 the (simplified) Fisher widths agree well with
the numerical simulations. For Ntot ă 10, the differences
are progressively more pronounced, but the variance in the
MCMC widths also increases, and the Fisher matrix pre-
diction is usually within the range spanned by the MCMC
runs. The agreement becomes worse for very small numbers

of observations, consistent with the expectation that this is
an approximation valid in the limit of large Ntot. Finally,
we check whether a similar level of agreement is seen in the
case when the observations are subject to selection effects.
For this, we obtain the population Fisher matrix prediction
(dashed orange line) by rescaling the ∆α prediction in Fig.

4 by a factor N
´1{2
det . These results are also shown in Fig. 4.

We see a similar trend — the population Fisher matrix is
very accurate for Ntot ą 10, but the accuracy diminishes for
very small numbers of observations, as expected.

4.2 More realistic scenario: SNR distribution in
the population

As a final example we will now make the previous scenario
slightly more realistic by adding an additional property to
each source, the signal-to-noise ratio. This example demon-
strates how to compute the population Fisher matrix in a
more realistic setting in which the measurement uncertain-
ties depend on the source parameters, and with a more re-
alistic model of selection effects.

For this example we assume that individual events are
characterised by two parameters — a mass, M , drawn from
the same power law population used in the previous exam-
ple, and a signal-to-noise ratio (SNR), ρ. We assume that
ρ scales with the inverse of distance and that distances are
uniform in Euclidean volume, so we have ppρq9ρ´4. We ad-
ditionally assume that the SNR of a source at a particular
distance is proportional to the mass. These assumptions are

© 2021 RAS, MNRAS 000, 1–??
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Figure 4. Top panel: distribution of masses for the underlying true population of Sec. 4 (red) and for the observed population (dark
gray). The true population is composed of N “ 100 events drawn from a power-law model that is flat in the logarithm of the masses.

The threshold has been arbitrarily set at „ 5 ˆ 105Md, leading to 39 events actually being observed. Bottom panel: MCMC posterior
distribution for the spectral index describing the mass distribution. The histogram and KDE are compared against the Fisher estimate

obtained as described in the text, demonstrating very good agreement between the two.
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Figure 5. Fisher predictions for the width of the spectral index

α as a function of the number of observed events N , compared
to the range of measured uncertainties obtained over a set of

MCMC runs (red and black points with error bars). The Fisher

matrix prediction is approximated with Eq. (55). The agreement
between the Fisher matrix predictions and the MCMC results is

very good, especially if the number of events is increased beyond

N „ 10

.

encoded in the SNR distribution

P pρ ă P q “

#

1´
´

M
dmaxP

¯3

P ą M
dmax

0 otherwise
. (56)

The parameter dmax represents a maximum distance for
sources in the population and sets a lower limit on the SNR
distribution which avoids divergences. In practice we choose

dmax " Mmax{ρth, where ρth is the SNR threshold for de-
tection, so that the exact choice of dmax does not influence
parameter estimation. We note that the assumption that the
SNR distribution is biased toward higher values for higher
mass systems is not a particularly good model for EMRIs.
It would be more appropriate for massive black hole binary
systems, but even then the shape of the LISA sensitivity
curve is such that this would only apply in a certain range of
masses. We choose to make this assumption since we want to
demonstrate that the population Fisher matrix works even
when there are more complicated interactions between the
source parameters, including parameters whose distribution
is independent of the population parameters.

We assume that a GW observation consists of a noisy
measurement, ρ̂, of ρ, and a noisy measurement, ˆρM , of ρM ,
so that the GW likelihood is

ppd “ pρ̂, ˆρMq|~θq “
1

2πσρσM
exp

„

´
pρ̂´ ρq2

2σ2
ρ



ˆ exp

«

´
p ˆρM ´ ρMq2

2σ2
M

ff

.

(57)

We fix σρ “ 1, which follows from the definition of ρ. We
assume that selection is based on ρ̂ only, with events with
ρ̂ ą ρth being deemed detectable. We use ρth “ 10 in this
example. With this likelihood, the individual source Fisher
matrix is

Γij “

ˆ

1`M2
{σ2
M ρM{σ2

M

ρM{σ2
M ρ2

{σ2
M

˙

. (58)
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We see that the measurement uncertainties vary from event
to event, with uncertainties in mass scaling like 1{ρ, as de-
sired 3

We simulate observations of a population of events with
true slope α “ 0 and Nobs “ 499 observed events, by draw-
ing 500{Pdetpαq « 28370 trial systems from the underly-
ing population. We analyse these events using MCMC and
compare to the predictions of the population Fisher ma-
trix. Details of how the latter is calculated can be found
in Appendix D. For this example, in the limit σM Ñ 0,
the matrices ΓX for X “ II, ¨ ¨ ¨ , V do not vanish, because
we have fixed σρ “ 1. However, for a reasonable choice of
σM “ 10Md, we find that the contributions from these ma-
trices are again sub-dominant to the contribution from ΓI,
making only a „ 5% change to the prediction for the uncer-
tainty on α. This is true for a wide range of choices of σM
up to at least 104Md. A comparison of the MCMC results
and the population Fisher matrix prediction is shown in Fig-
ure 6, demonstrating once again very precise agreement.

This example has demonstrated that the population
Fisher matrix gives accurate predictions even when using
a more complicated model that includes non-trivial selec-
tion effects and hetero-scedastic measurement errors. This
model is a more realistic representation to a GW observa-
tion scenario, but the result cannot be directly compared to
the results presented in GTV, because the assumed SNR dis-
tribution is different. Here we have assumed that sources are
distributed uniformly in Euclidean space, following an ρ´4

distribution, with SNRs additionally increased in proportion
to M . In GTV, sources were distributed based on a compu-
tation of SNR that included the impact of other parameters,
in particular time to coalescence. Nearby sources generate
enough SNR that they can be observed several years be-
fore merger, which enhances the rate of nearby events and
partially compensates for the fact that there are a larger
number of systems further away. For this reason, the fact
that we find a distribution that is approximately a factor of
3 broader than GTV is not a cause of concern. Indeed, it is
remarkable that the agreement was so close for the simpler
example considered in section 4.1.

We conclude this section by using the population Fisher
matrix to explore the impact of the detection threshold, ρth,
on the precision of inference of the population parameters
for this simple model. There are two effects of changing the
threshold. One effect is that the population Fisher matrix
changes. This represents the average uncertainty over de-
tected events and so the elements of Γλ tend to become
smaller as the threshold is decreased, corresponding to a
worse constraint per event. This is because lower SNR events
tend to provide less precise parameter estimates. The sec-
ond effect is that the detection probability, Pdetp~λ “ tαuq,

3 We could have achieved the same result by assuming that the
GW data comprises a measurement of ρ and of M , with inde-
pendent Gaussian errors with variances σρ “ 1 and σM {ρ re-

spectively. However, this model can not be put into the standard
GW likelihood form, Eq. (3), which assumes the noise variances
are parameter independent. This alternative form of the model

can be analysed using the generalised formalism described in Ap-
pendix C, but we wanted the model to be of the standard GW

form. The analysed model is equivalent to setting h “ pρ, ρMq

and Shpfq “ pσ
2
ρ, σ

2
M q in Eq. (3).

changes, increasing as ρth decreases. It is therefore useful to
consider the quantity Γ´1

αα{
a

Pdetpαq, where Γ´1
αα is the diag-

onal element of the inverse of the population Fisher matrix.
This quantity is a measure of the precision on α that could
be obtained in a fixed amount of observation time. We show
this quantity, relative to its value for the reference threshold,
ρth “ 10, in Figure 7. We see that the precision improves
as the threshold is lowered, indicating that the increase in
the number of events outweighs the decrease in the average
precision per event. In practice there will be some limit to
how much we can lower the threshold, beyond which we can
no longer confidently identify events, or run into limitations
on computational power, but within those constraints these
results suggest we should lower the threshold as much as
possible. In general it is at low thresholds that the approx-
imation that the individual events can be well represented
by the Fisher matrix will become less valid. This is not fully
captured here because of the simplified assumption of the
Gaussian likelihood. Moreover, a lot of the trend is captured
by ΓI, which is independent of that approximation. The yel-
low line in Figure 7 shows the precision estimated from ΓI

alone, again expressed relative to the value estimated from
the full Fisher matrix with ρth “ 10. We see that the trend
is similar. There is a slightly bigger difference between the
full and approximate Fisher matrices for the lowest values of
ρth, but for all thresholds considered the approximate Fisher
matrix gives a good indication of the achievable precision.

The trend in Figure 7 is specific to the simple model
considered here and the behaviour will be different in other
contexts. However, this exercise illustrates the usefulness of
using the population Fisher matrix to quickly assess the im-
pact of different assumptions on the accuracy of inference.
We note, however, that when using it to assess the contri-
bution from low-SNR events it is important to check the
accuracy of the approximation in that regime, as discussed
in Section 2.1, to ensure that the conclusions are robust.

5 CONCLUSIONS

The Fisher information matrix is a valuable tool for esti-
mating the precision attainable in parameter inference, es-
pecially in contexts where the cost of doing full posterior
estimation via Bayesian sampling is highly expensive (Val-
lisneri 2008). The Fisher matrix has been widely used in GW
analyses to make forecasts for the precision with which the
source parameters describing individual GW signals can be
estimated by current and future detectors. In this paper we
have extended the Fisher matrix concept to the estimation
of the parameters characterising the population from which
a set of observed sources is drawn. Our result was derived
from Eq. (1), which is the most general definition for the
population Fisher matrix. We obtained Eq. (21), which is
valid under the assumption that individual events are ob-
served with high enough signal-to-noise ratio that the mea-
surement uncertainties can be well approximated by the lin-
ear signal approximation. We also identified the part of pop-
ulation Fisher matrix that is independent of measurement
uncertainties, given by ΓI, which is even simpler to evalu-
ate and provides a good approximation when the individual
event measurement uncertainties are much smaller than the
scale on which the population varies. We have tested this
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Figure 6. As Figure 4 but for the slightly more realistic GW-like population model. Top panel: distribution of masses for the underlying
true population of Sec. 4 (red) and for the observed population (dark gray). Bottom panel: MCMC posterior distribution for the spectral
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Figure 7. Precision of measurement of the slope of the black hole

population distribution obtained in a fixed observation time, as
a function of the threshold needed for detection, ρth. The blue
curve shows results using the full population Fisher matrix, while
the yellow curve shows results based on ΓI only. Both curves are

expressed as ratios relative to the precision estimated from the
full Fisher matrix with ρth “ 10.

result both analytically and against numerical Monte-Carlo
results for a reference Gaussian model (Sec. 3) and for a more
GW-like scenario (Sec. 4), in which we are use GW events
to estimate the slope of a power-law population. We find
that Eq. (21) is generally in very good agreement with the
numerical results, for a sufficiently large number of observa-
tions. In this case sufficiently large was only Op10q. Results
for the power-law population case can be compared to pre-

vious results in the literature (Gair, Tang & Volonteri 2010),
and are found to be in very good agreement, despite very
different assumptions. We conclude that we can reproduce
the results of extensive sets of computationally expensive
MCMC simulations much more cheaply, while also correctly
including selection effects. In addition, we found that in the
GW-like example the measurement-error-independent part
of the population Fisher matrix, pΓIqij in Eq. (21), is suffi-
cient to accurately reproduce the precision estimated from
the full Fisher matrix. This is because the noise-induced un-
certainty in the parameter measurements of each individual
event, σ, is sufficiently smaller than the scale on which the
population model varies, that measurement errors are essen-
tially ignorable. This result could be useful to further reduce
the computational cost of computing the population Fisher
matrix in other contexts.

We note that these results are based on the approxi-
mation that individual event measurements are well repre-
sented by the individual event Fisher matrix. There will be
contexts in which this is not true, but measurement uncer-
tainties are important so ΓI is not dominant. We provided
a criterion in Section 2.1 that can be used to evaluate the
validity of the approximation. When the approximation is
not valid, Eq. (21) should still provide a rough estimate of
the precision of inference, or the threshold can be increased
such that the approximations are valid and a conservative
estimate of precision obtained in this way.

The results presented in this paper represent the
first attempt at describing population inference within a
Fisher formalism for generic population models, and with
a likelihood that takes into account selection effects in
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the way of (Mandel, Farr & Gair 2019). The formalism
developed here can be used to obtain forecasts for the
precision of population analyses with future ground-based
and spaceborne detectors, which are expected to detect
many thousands (or even millions) of signals. Obtaining
such population inference forecasts in specific contexts
of relevance to current and future observations is one
possible future direction for the present project. Finally,
it would be interesting to generalize the results of (Cutler
& Vallisneri 2007) and (Antonelli, Burke & Gair 2021)
to assess inference biases on population parameters from
waveform modelling errors or confusion noise.
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APPENDIX A: DEALING WITH RATES

The likelihood in Eq. (6) assumes that the number of events
that are detected conveys no information about the popula-
tion. Relaxing this assumption the joint likelihood takes the
alternative form

pptdiu|~λ,Rq9

«

n
ź

i“1

pfullpdi|~λq

ff

Rn expr´RPdetp~λqs, (A1)

in which R is the rate of events occurring in the Universe
over the total time data has been collected, and all other
terms are as before. The derivation of this expression can
be found in (Mandel, Farr & Gair 2019). Imposing an (im-
proper) scale-invariant prior on the total rate, ppRq91{R,
and marginalising over R we obtain the form of the joint
likelihood used in Eq. (6) and (8).

We denote the rate-dependent terms by

pratepn|R,~λq ” Rn expr´RPdetp~λqs. (A2)

The contribution of these terms to the joint log-likelihood is

ln pratepn|R,~λq “ n lnR´RPdetp~λq, (A3)

which is maximized when R “ n{Pdetp~λq. Expanding about
this maximum-likelihood point we can writeR “ n{Pdet`δR
and obtain

ln pratepn|R,~λq “ n lnn´ n lnPdetp~λq ` n lnp1` δRPdet{nq

´ n´ δRPdet

“ pn lnn´ nq ´ n lnPdetp~λq ´
δR2P 2

det

2n
` ¨ ¨ ¨ .

(A4)

The second term here, ´n lnPdetp~λq, is what is needed

to change pfullpdi|~λq into ppdi|~λq in the product term in
Eq. (A1), reducing that to the form analysed in the main
body of the paper. We deduce that the asymptotic Fisher
matrix for the joint estimation of R and ~λ is block diagonal

Γ “

ˆ

Γλ 0
0 ΓR

˙

(A5)

with the shape parameter block, Γλ, as before and the rate
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precision given by the inverse of ΓR “ P 2
det{2n, where this

result can be obtained directly from the coefficient of δR2 in
equation (A4). We conclude that the precision with which
the shape parameters can be determined does not depend on
which particular form of the likelihood is being used. This
makes sense since we know that the two forms are equiv-
alent for a particular choice of rate prior, and we expect
results to be asymptotically independent of the initial prior
choice. We note also that the precision with which the rate
of observed events, RPdet, can be measured is

?
n, consis-

tent with the expected uncertainty in the estimation of the
rate of a Poisson process.

To conclude this section, we note that in the above we
have been assuming that the rate parameter R is an addi-
tional parameter of the model, separate to the parameters
~λ that characterise the shape of the population distribu-
tion. If instead both R and ~λ are functions of another set of
population parameters, ~µ, we can use the linear signal ap-
proximation to change variables and obtain the usual result
that the Fisher matrix for the ~µ parameters is

pΓµqcd “ pΓλqab
Bλa

Bµc
Bλb

Bµd
` ΓR

BR

Bµc
BR

Bµd
. (A6)

In this case, the result is different to what would be ob-
tained by transforming the Fisher matrix that ignores the
rate, which would be the first term only. This reflects the
fact that if R also depends on ~µ, the measurement of R pro-
vides additional information that can help to improve the
estimation of the ~µ parameters.

APPENDIX B: THE ASYMPTOTIC
BEHAVIOUR OF THE FISHER MATRIX

In this section we will rederive the expression for the Fisher
matrix given in the main body of the paper by directly ex-
panding the posterior distribution. In doing so we will de-
rive the form and scaling of the leading corrections to the
Fisher matrix approximation. We will proceed by computing
the posterior mode, mean and variance in the limit n " 1.
These are all random variables, since they depend on the
particular realisation of the data that is being analysed, and
so we can characterise them by their expectation value and
variance. We will show how to compute the first two terms
in a large-n expansion of both the mean and variance for all
three posterior summary statistics, and give the result ex-
plicitly for the posterior mode. We note that similar results
for corrections to the individual event Fisher matrix were
given in (Vallisneri 2008), but those relied on the assump-
tion of a Gaussian likelihood which permits simplifications.
The expansion presented here is valid for any population-
level likelihood, ppd|~λq. We write

µ̂pn, tdiu, ~λq “ ´
1

n

n
ÿ

i“1

ln ppdi|~λq. (B1)

such that the posterior distribution is proportional to
expr´nµ̂pn, tdiu, ~λq ` lnπp~λqs. We use ~βpn, tdiu, ~λtq to de-
note the solution to

Ui ` U
π
i ` pVij ` V

π
ij qβ

j
“ 0 (B2)

where

Ui “

ˆ

Bµ̂

Bλi

˙

|~λt

, Uπi “ ´
1

n

ˆ

B lnπ

Bλi

˙

|~λt

Vij “

ˆ

B
2µ̂

BλiBλj

˙

|~λt

, V πij “ ´
1

n

ˆ

B
2 lnπ

BλiBλj

˙

|~λt

. (B3)

The quantity µ̂, and its derivatives, are averages of a set of
independent identically distributed (IID) random variables
and so have predictable scalings. The expectation value is
Op1q, covariances are Op1{nq, three and four point functions
are Op1{n2

q, and so on. In this case E|rUs “ 0, as shown
in Eq. (12) in the main body of the paper. This facilitates

obtaining a solution for ~β perturbatively

~β “ ~β 1
2
` ~β1 ` ~β 3

2
` ¨ ¨ ¨

where ~β 1
2
“ pErVsq´1U

~β1 “ pErVsq´1
”

pV ´ ErVsq~β 1
2
`Uπ

ı

~β 3
2
“ pErVsq´1

”

pV ´ ErVsq~β1 `Vπ~β 1
2

ı

, (B4)

in which ~βk „ n´k.

The ~βk’s are random variables, but we can compute
their means

E
”

~β 1
2

ı

“ 0

E
”

βi1

ı

“ pErVsq´1
ij

”

pErVsq´1
kl ΣV Ujkl `Uπ

j

ı

E
”

βi3
2

ı

“ pErVsq´1
ij pErVsq

´1
kl pErVsq

´1
mnΣV V Ujklmn

ΣV Uijk “ E rpVij ´ ErVijsqUks

“
1

n

ż

l,ijpdql,kpdqppd|~λtqdd

ΣV V Uijklm “ E rpVij ´ ErVijsqpVkl ´ ErVklsqUms

“
1

n2

ż

l,ijpdql,klpdql,mpdq ppd|~λtqdd

´ ErVijsΣV Uklm ´ ErVklsΣV Uijm (B5)

where we are using the notation l,ipdq to denote the deriva-

tive B ln ppd|~λq{Bλi evaluated at ~λ “ ~λt. Additional indices
after the comma indicate further partial derivatives as usual.
The fact that the first expectation value vanishes is why we
have continued the expansion to three terms, allowing us to
obtain the first two terms in an expansion of the mean.

We can also compute their covariances, using the usual

© 2021 RAS, MNRAS 000, 1–??



16 J.R. Gair, A. Antonelli, R. Barbieri

notation covpai, bjq “ Erpai ´ Eraisqpbj ´ Erbjsqs.

covpβi1
2
, βj1

2

q “ pErVsq´1
ik pErVsq

´1
jl ΣUUkl

covpβi1
2
, βj1q “ pErVsq

´1
impErVsq

´1
jk pErVsq

´1
ln ΣV UUklmn

covpβi1, β
j
1q “ pErVsq

´1
ik pErVsq

´1
lmpErVsq

´1
jp pErVsq

´1
qr ΣV V UUklpqmr

´ pErVsq´1
ik pErVsq

´1
lmΣV UklmΣV Upqr

covpβi3
2
, βj1

2

q “ pErVsq´1
ik pErVsq

´1
jq pErVsq

´1
lm

ˆ

”

pErVsq´1
npΣV V UUklmnpq `Uπ

mΣV Uklq `Vπ
klΣ

V UU
klmq

ı

ΣUUij “ E rUiUjs

“
1

n

ż

l,ipdql,jpdq ppd|~λtqdd

ΣV UUijkl “ E rpVij ´ ErVijsqUkUls

“
1

n2

ż

l,ijpdql,kpdql,lpdq ppd|~λtqdd

´ ErVijsΣUUkl
ΣV V UUijklmn “ E rpVij ´ ErVijsqpVkl ´ ErVklsqUmUns

“
npn´ 1q

n4

„
ż

l,ijpdql,klpdq ppd|~λtqdd

ˆ

ż

l,mpdql,npdq ppd|~λtqdd

`

ż

l,ijpdql,mpdq ppd|~λtqdd

ˆ

ż

l,klpdql,npdq ppd|~λtqdd

`mØ n



`
1

n3

ż

l,ijpdql,klpdql,mpdql,npdq ppd|~λtqdd

´ ErVijsΣV UUklmn ´ ErVklsΣV UUijmn

´ ErVijsErVklsΣUUmn (B6)

All four of these terms are needed to obtain the first two
terms in the covariance of ~β. We need only retain terms of
Op1{n2

q in the final expression, which means the last term
in ΣV V UUijklmn can be ignored and npn´ 1q{n4 replaced by n´2.
The final result, keeping the first two orders is

cov
´

βi, βj
¯

“ cov
´

βi1
2
, βj1

2

¯

` cov
´

βi1
2
, βj1

¯

` cov
´

βj1
2

, βi1

¯

` cov
´

βi1, β
j
1

¯

` cov
´

βi3
2
, βj1

2

¯

` cov
´

βj3
2

, βi1
2

¯

(B7)

The posterior mode is at ~λ “ ~λt ` ~β ` ~δ. The random
variable ~δ obeys the equation

0 “ δjVij `
1

2
pβj ` δjqpβk ` δkqWijk ` V

π
ij δ

j

`
1

2
pβj ` δjqpβk ` δkqWπ

ijk

Wijk “

ˆ

B
3µ̂

BλiBλjBλk

˙

|~λt

Wπ
ijk “ ´

1

n

ˆ

B
3 lnπ

BλiBλjBλk

˙

|~λt

. (B8)

We can find a perturbative solution as we did for ~β

~δ “ ~δ1 ` ~δ 3
2
` ¨ ¨ ¨

where δi1 “
1

2
pErVsq´1

ij ErWjklsβ
k
1
2
βl1

2

δi3
2
“ pErVsq´1

ij

”

βk1
2
βl1ErWjkls ` β

k
1
2
δl1ErWjkls

` pVjk ´ ErVjksq δk1

`
1

2
pWjkl ´ ErWjklsqβ

k
1
2
βl1

2



(B9)

The means and relevant covariances are

E
”

δi1

ı

“
1

2
pErVsq´1

ij ErWjkls cov
´

βk1
2
, βl1

2

¯

E
”

δi3
2

ı

“ pErVsq´1
ij

”

ErWjkls cov
´

βk1
2
, βl1

¯

` ErWjkls cov
´

βk1
2
, δl1

¯

`
1

2
pErVsq´1

kn ErWnpqs pErVsq´1
pl pErVsq

´1
qm ΣV UUjklm

`
1

2
pErVsq´1

km pErVsq
´1
ln ΣWUU

jklmn



cov
´

δi1, δ
j
1

¯

“
1

2
pErVsq´1

ik pErVsq
´1
jl pErVsq

´1
mx pErVsq

´1
ny

pErVsq´1
pr pErVsq

´1
qs ErWkmnsErWlpqsΣ

UUUU
xyrs

´ Erδi1sErδi1s

cov
´

δi1, β
j
1
2

¯

“
1

2
pErVsq´1

ik pErVsq
´1
jp pErVsq

´1
lq pErVsq

´1
mr

ErWklmsΣ
UUU
pqr

cov
´

δi1, β
j
1

¯

“
1

2
pErVsq´1

ik pErVsq
´1
lp pErVsq

´1
mq pErVsq

´1
jr

ErWklms

´

pErVsq´1
sx ΣV UUUrsxpq ` Uπr ΣUUpq

¯

´ Erδi1sErβj1s

cov
´

δi3
2
, βj1

2

¯

“ pErVsq´1
ik pErVsq

´1
jp

”

ErWklms pErVsq´1
lq

´

pErVsq´1
mx pErVsq

´1
yz ΣV UUUxyzpq ` U

π
xΣUUpq

¯

`
1

2
ErWklmsErWxyzs pErVsq´1

lq pErVsq
´1
mx

pErVsq´1
yu pErVsq

´1
zv ΣUUUUpquv

`
1

2
pErVsq´1

lq pErVsq
´1
xr pErVsq

´1
ys

ErWqxysΣ
V UUU
klrsp

`
1

2
pErVsq´1

ln pErVsq
´1
mq ΣWUUU

klmnpq



(B10)
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where

ΣWUU
ijklm “ E rpWijk ´ ErWijksqUlUms

“
1

n2

ż

l,ijkpdql,lpdql,mpdq ppd|~λtqdd

´ ErWijksΣ
UU
lm

ΣUUUijk “ E rUiUjUks

“
1

n2

ż

l,ipdql,jpdql,kpdq ppd|~λtqdd

ΣUUUUijkl “ E rUiUjUkUls

“
npn´ 1q

n4

„
ż

l,ipdql,jpdq ppd|~λtqdd

ˆ

ż

l,kpdql,lpdq ppd|~λtqdd



`
1

n3

ż

l,ipdql,jpdql,kpdql,lpdq ppd|~λtqdd

ΣV UUUijklm “ E rpVij ´ ErVijsqUkUlUms

“
npn´ 1q

n4

„
ż

l,ijpdql,kpdq ppd|~λtqdd

ˆ

ż

l,lpdql,mpdq ppd|~λtqdd

` k Ø l ` k Ø m



`
1

n3

ż

l,ijpdql,kpdql,lpdql,mpdq ppd|~λtqdd

´ ErVijsΣUUUklm

ΣWUUU
ijklmn “ E rpWijk ´ ErWijksqUlUmUns

“
npn´ 1q

n4

„
ż

l,ijkpdql,lpdq ppd|~λtqdd

ˆ

ż

l,mpdql,npdq ppd|~λtqdd

` lØ m` lØ n



`
1

n3

ż

l,ijkpdql,lpdql,mpdql,npdq ppd|~λtqdd

´ ErWijksΣ
UUU
lmn . (B11)

From these we can construct the leading order covariances

cov
´

βi, δj
¯

“ cov
´

βi1
2
, δj1

¯

` cov
´

βi1, δ
j
1

¯

` cov
´

βi1
2
, δj3

2

¯

cov
´

δi, δj
¯

“ cov
´

δi1, δ
j
1

¯

. (B12)

Putting these together we can obtain the mean and covari-
ance of the posterior mode, λ̂i ´ λit “ βi ` δi, expressed as
a deviation from the true population parameters.

Erλ̂i ´ λits “ Erβis ` Erδis

cov
´

λ̂i ´ λit, λ̂
j
´ λjt

¯

“ cov
´

βi, βj
¯

` cov
´

δi, δj
¯

` cov
´

βi, δj
¯

` cov
´

βj , δi
¯

.

(B13)

We now turn our attention to the posterior mean and vari-
ance. These are averages over the posterior. The definition
of ~β was motivated to ensure the leading terms of the log-
posterior can be written as a quadratic in ~λ´~β´~λt. Denoting

~B “ ~λt ` ~β, averages of a function fp~λq over the posterior
then take the form

xfy “

ş

fp~λqgp~λq exp
“

´n
2
pλi ´BiqpVij ` V

π
ij qpλ

j
´Bjq

‰

d~λ
ş

gp~λq exp
“

´n
2
pλi ´BiqpVij ` V πij qpλ

j ´Bjq
‰

d~λ

ln gp~λq “ ´
n

6
Wijkpλ

i
´ λitqpλ

j
´ λjtqpλ

k
´ λkt q

´
n

24
Xijklpλ

i
´ λitqpλ

j
´ λjtqpλ

k
´ λkt qpλ

l
´ λltq

Xijkl “

ˆ

B
4µ̂

BλiBλjBλkBλl

˙

|~λt

(B14)

There are further corrections in gp~λq from higher derivates
in the expansion, and from the prior terms, Wπ

ijk, Xπ
ijkl etc.

However, the contributions from the included terms can be
seen to be 1{n down relative to the leading terms in the

integral, and these other corrections are at least 1{n
3
2 down

from leading and are hence sub-dominant.

Integrals of these form are standard and we will make
use of the following results

I0pΓq “

ż

exp

„

´
1

2
xTΓ´1x



dx “ p2πq
N
2

a

|Γ| (B15)

IijpΓq “

ż

xixj exp

„

´
1

2
xTΓ´1x



dx

“ p2πq
N
2

a

|Γ|Γij (B16)

IijklpΓq “

ż

xixjxkxl exp

„

´
1

2
xTΓ´1x



dx

“ p2πq
N
2

a

|Γ| pΓijΓkl ` ΓikΓjl ` ΓilΓjkq (B17)

IijklmnpΓq “

ż

xixjxkxlxmxn exp

„

´
1

2
xTΓ´1x



dx

“ p2πq
N
2

a

|Γ| pΓijΓklΓmn ` ΓijΓkmΓln

` ΓijΓknΓlm ` ΓikΓjlΓmn ` ΓikΓjmΓln

` ΓikΓjnΓlm ` ΓilΓjkΓmn ` ΓilΓjmΓkn

` ΓilΓjnΓkm ` ΓimΓjkΓln ` ΓimΓjlΓkn

` ΓimΓjnΓkl ` ΓinΓjkΓlm ` ΓinΓjlΓkm

`ΓinΓjmΓklq (B18)

where |Γ| denotes the determinant of Γ. We will also use the
notation ĨijpΓq ” IijpΓq{I0pΓq and similarly for other terms.
In this case, the covariance matrix Γ “ pV`Vπ

q
´1
{n. Every

additional factor of Γ therefore introduces an extra negative
power of n. This allows us to identify the dominant terms.
To evaluate the above expressions we need to be able to
compute Γ, which can be done perturbatively by noting

nΓpErVs ` pV ´ ErVsq `Vπ
q “ I (B19)

from which

Γ “
1

n

´

Γ0 ` Γ 1
2
` Γ1 ` ¨ ¨ ¨

¯

Γ0 “ pErVsq´1

Γ 1
2
“ ´pErVsq´1

pV ´ ErVsq

Γ1 “ ´pErVsq´1
”

Γ 1
2
pV ´ ErVsq `Vπ

ı

. (B20)
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To obtain the posterior mean, we first compute

xgy “

ż

gp~λq exp
”

´
n

2
pλi ´BiqpVij ` V

π
ij qpλ

j
´Bjq

ı

d~λ

“ I0pΓq ´
n

6
Wijk

”

βiIjkpΓq ` β
jIklpΓq ` β

lIijpΓq
ı

´
n

6
Wijkβ

iβjβkI0pΓq `
n2

72
WijkWlmnIijklmnpΓq

´
n

24
XijklIijklpΓq. (B21)

Using similar notation to before we can write

xgy “ I0pΓq
´

1` g 1
2
` g1 ` ¨ ¨ ¨

¯

g 1
2
“ ´

1

6
ErWijks

´

βi1
2
pΓ0qjk ` β

j
1
2

pΓ0qkl ` β
l
1
2
pΓ0qij

¯

´
n

6
ErWijksβ

i
1
2
βj1

2

βk1
2

g1 “ ´
1

6
pWijk ´ ErWijksq

ˆ

´

βi1
2
pΓ0qjk ` β

j
1
2

pΓ0qkl ` β
l
1
2
pΓ0qijq

¯

´
1

6
ErWijks

´

βi1
2
pΓ 1

2
qjk ` β

j
1
2

pΓ 1
2
qkl ` β

l
1
2
pΓ 1

2
qij

`βi1pΓ0qjk ` β
j
1pΓ0qkl ` β

l
1pΓ0qij

¯

´
n

6
pWijk ´ ErWijksqβ

i
1
2
βj1

2

βk1
2

´
n

6
ErWijks

´

βi1β
j
1
2

βk1
2
` βi1

2
βj1β

k
1
2
` βi1

2
βj1

2

βk1

¯

`
1

72
ErWijksErWlmns

1

n
ĨijklmnpΓ0q

´
1

24

1

n
ErXijklsĨijklpΓ0q (B22)

Now we compute the posterior mean, expressed as a
distance from the true population parameters

λ̄i ´ λit ” xpλ
i
´ λitqy “ βi ` xpλi ´Biqy

“ βi `
1

xgy

”

´
n

6
Wjkl

´

IijklpΓq ` 3βjβkIilpΓq
¯

´
n

6
Xjklm

´

βjIiklmpΓq ` β
jβkβlIimpΓq

¯

`
n2

36
WjklWmnp

´

3βjIiklmnppΓq

` βjβkβlIimnppΓq ` 3βjβkβmIilnppΓq

`3βjβkβlβmβnIippΓq
¯

s . (B23)

We note that the leading order correction in the bracketed
term is 1{n. To obtain the posterior mean to the same order
as β we therefore only need to retain terms up to g 1

2
in xgy.

Specifically we can write

λ̄i ´ λit “ λ̄i1
2
` λ̄i1 ` λ̄ 3

2
` ¨ ¨ ¨

λ̄i1
2
“ βi1

2

λ̄i1 “ βi1 ´
1

6
ErWjkls

ˆ

1

n
ĨijklpΓ0q ` 3βj1

2

βk1
2
pΓ0qil

˙

λ̄i3
2
“ βi3

2
`

ˆg 1
2

6
ErWjkls ´

1

6
pWjkl ´ ErWjklsq

˙

ˆ

ˆ

1

n
ĨijklpΓ0q ` 3βj1

2

βk1
2
pΓ0qil

˙

´
1

6
ErWjkls

ˆ

2

n

´

pΓ0qijpΓ 1
2
qkl ` pΓ0qikpΓ 1

2
qjl

`pΓ0qilpΓ 1
2
qjk

¯

` 3pβj1β
k
1
2
` βj1

2

βk1 qpΓ0qil

`3βj1
2

βk1
2
pΓ 1

2
qil

¯

´
1

6
ErXjklms

ˆ

βj1
2

1

n
Ĩiklm ` β

j
1
2

βk1
2
βl1

2
pΓ0qim

˙

`
1

36
ErWjklsErWmnps

ˆ

3

n
βj1

2

ĨiklmnppΓ0q

` βj1
2

βk1
2
βl1

2
ĨimnppΓ0q ` 3βj1

2

βk1
2
βm1

2
ĨilnppΓ0q

`3nβj1
2

βk1
2
βl1

2
βm1

2
βn1

2
pΓ0qip

¯

(B24)

Finally, we consider the posterior covariance

Γ̂ij ” xpλ
i
´ λ̄iqpλj ´ λ̄jqy

“ xpλi ´Biqpλj ´Bjqy

` pBi ´ λ̄iqxpλj ´Bjqy ` iØ j

` pBi ´ λ̄iqpBj ´ λ̄jq. (B25)

The term on the first line has a leading order dependence of

1{n, plus corrections of 1{n
3
2 . The terms on the second and

third lines are Op1{n2
q and so are sub-dominant. We deduce

Γ̂ij “
1

xgy

”

IijpΓq ´
n

6
Wklm

´

3βkIijlmpΓq ` β
kβlβmIijpΓq

¯ı

(B26)

and expand

Γ̂ij “ pΓ̂1qij `

´

Γ̂ 3
2

¯

ij
` ¨ ¨ ¨

pΓ̂1qij “
1

n
pΓ0qij

´

Γ̂ 3
2

¯

ij
“

1

n

´

Γ 1
2

¯

ij
´
g 1

2

n
pΓ0qij

´
1

6
ErWklms

ˆ

3

n
βk1

2
ĨijlmpΓ0q ` β

k
1
2
βl1

2
βm1

2
pΓ0qij

˙

(B27)

Using the preceding expressions, we could now compute the
mean and variance of the posterior mean and covariance as
we did for the shift in the posterior mode. However, this
calculation is very similar to the calculations carried out
above and is tedious so we leave it out. Instead we note a
number of features.

‚ The leading order posterior covariance is constant and
equal to pErVsq´1

{n, which is the expression we used to
derive the population Fisher matrix in the body of the paper.
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‚ The leading order difference between either the poste-
rior mode or mean and the true parameter value has expec-
tation value that scales like 1{n and variance that also scales
like 1{n. Thus, the posterior bias is noise dominated, i.e.,
fluctuations due to the particular random realisation of the
population that was observed dominate over the fixed bias.
If multiple sets of observations of n events were repeated and
averaged, then this bias would eventually be significant. In
practice we would never do this since it weakens the preci-
sion of inference. This means that computing corrections to
the posterior mean is unnecessary.

‚ Similarly, the expectation value of
´

Γ̂ 3
2

¯

ij
is zero, so

the leading order correction to the expected value of the
posterior covariance scales like n´2, while the variance in
the posterior covariance scales like n´3. So, fluctuations in
the posterior covariance due to randomness in the observed
population are larger than the size of corrections from the
finite number of observations.

APPENDIX C: GENERALISATION TO OTHER
LIKELIHOODS

Expression 21 was derived for the GW likelihood defined by
Eq. (3), but it can be extended to more general likelihoods,

ppd|~θq. The likelihood enters the result through the defini-
tions of Γ, Ni, Di and Dij . For a more general likelihood we
have

Γij “ ´
B

2 ln ppd|~θq

BθiBθj

Ni “
B ln ppd|~θq

Bθi
, (C1)

where derivatives are evaluated at ~θ0. In the gravitational
wave case these become

Γij “

ˆ

Bh

Bθi

ˇ

ˇ

ˇ

ˇ

Bh

Bθj

˙

´

ˆ

d´ hp~θ0q

ˇ

ˇ

ˇ

ˇ

B
2h

BθiBθj

˙

Ni “

ˆ

d´ hp~θ0q

ˇ

ˇ

ˇ

ˇ

B
2h

BθiBθj

˙

. (C2)

Dropping the second term in the expressions for Γ on the
grounds that it is smaller by a factor of ρ´1 than the first,
we recover the expressions used in the earlier derivation. In
particular, we note that with this simplification Γij does
not depend on d and hence we can take the terms that
depend on Γ outside of the integral over data, simplifying
the final form of the population Fisher matrix. For a more
general likelihood we can not assume this is the case, but
have Γijpd, ~θ0q and Nipd, ~θ0q. The first contributions to the
population likelihood, ΓI takes the same form as before, but

the other contributions are modified to

pΓIIqij “
1

2

ż ż

B
2 ln detpΓ`Hq

BλiBλj

ˆ ppd|~θ0q
pp~θ0|~λq

Pdetp~λq
ddd~θ0,

pΓIIIqij “ ´
1

2

ż ż

B
2

BλiBλj
“

pΓ`Hq´1
kl

‰

NkNl

ˆ ppd|~θ0q
pp~θ0|~λq

Pdetp~λq
ddd~θ0,

pΓIVqij “ ´

ż ż

B
2

BλiBλj
“

PkpΓ`Hq
´1
kl

‰

Nl

ˆ ppd|~θ0q
pp~θ0|~λq

Pdetp~λq
ddd~θ0,

pΓVqij “ ´
1

2

ż ż

B
2

BλiBλj
“

PkpΓ`Hq
´1
kl Pl

‰

ˆ ppd|~θ0q
pp~θ0|~λq

Pdetp~λq
ddd~θ0,

where the integrals over d are over detectable data sets. A
further simplification can be obtained if we assume that the
variance of Γij over realisations of the data, ppd|~θ0q, is small.
This allows us to use the fact that the expectation value of
any function, fpX,Y q, of two random variables X and Y ,
can be expanded

E rfpX,Y qs “ fpErXs,ErY sq ` 1

2
VarpXq

ˆ

B
2f

BX2

˙

pEpXq,EpY qq

` CovpX,Y q

ˆ

B
2f

BXBY

˙

pEpXq,EpY qq

`
1

2
VarpY q

ˆ

B
2f

BY 2

˙

pEpXq,EpY qq
` ¨ ¨ ¨

(C3)

Ignoring all but the leading term allows us to replace Γ by
its expectation value. With this additional assumption, the
population Fisher matrix for the general case takes the sane
form as before, with the substitutions Γij Ñ Γ̄ij , Di Ñ D̄i
and Dij Ñ D̄ij , where

Γ̄ij “

ż

«

´
B

2 ln ppd|~θq

BθiBθj

ff

ppd|~θ0qdd

D̄i “

ż

«

B ln ppd|~θq

Bθi

ff

ppd|~θ0qdd “
BPdetp~θq

Bθi

D̄ij “

ż

«

B ln ppd|~θq

Bθi
B ln ppd|~θq

Bθj

ff

ppd|~θ0qdd.

(C4)

APPENDIX D: CALCULATION OF THE
FISHER MATRIX FOR THE POWER-LAW
POPULATION WITH SNR DISTRIBUTION

Here we provide a guide to computing the Fisher matrix for
the more realistic GW-like example described in Section 4.2.
The source parameters are ~θ “ pρ,Mq and the population

parameter is ~λ “ pαq.
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The full population model is

pp~θ|~λq “
3M3

d3
max

1

ρ4

αMα´1

Mα
max ´M

α
min

“
3α

d3
maxpMα

max ´M
α
minq

1

ρ4
M2`α (D1)

from which we can deduce

Hij “

˜

´ 4
ρ2

0

0 p2`αq

M2

¸

. (D2)

The single event Fisher matrix, Γ, was given in Eq. (58).
The detection probability is

Pdetp~θq “
1

2
erfc

„

´
pρth ´ ρq
?

2



. (D3)

The determinant of Γ`H is

detpΓ`Hq “
rho2

σ2
M

´
4

σ2
M

`
p2` αq

M2
´

4p2` αq

ρ2M2
`
p2` αq

σ2
M

(D4)
which has first derivative

B

Bα
detpΓ`Hq “

1

M2
`

1

σ2
M

´
4

ρ2M2
(D5)

and the second derivative vanishes. The integrals required
for the matrices ΓIII , ΓIV and ΓV all take the form

ΓX “ ´

ż

B
2

Bα2

ˆ

AX
detpΓ`Hq

˙

pp~θ0|αq

Pdetpαq
d~θ0, (D6)

where

AIII “
1

2

ˆ

ρ2

σ2
M

`
p2` αq

M2

˙

pρth ´ ρq
?

2π
exp

„

´
pρth ´ ρq

2

2



`

ˆ

ρ2

σ2
M

´
p2` αq

2σ2
M

`
p2` αq

2M2

˙

Pdetpθ0q

AIV “ ´

ˆ

p6` αqρ

σ2
M

`
4p2` αq

ρM2

˙

1
?

2π
exp

„

´
pρth ´ ρq

2

2



AV “

ˆ

8

σ2
M

´
8p2` αq

ρ2M2
`

4p2` αq

σ2
M

´
2pa` αq2

ρ2M2

`
p2` αq2

2M2
`
p2` αq2

2σ2
M

˙

Pdetp~θ0q. (D7)

These terms have first derivatives

BAIII
Bα

“
pρth ´ ρq
?

2πM2
exp

„

´
pρth ´ ρq

2

2



`
1

2

ˆ

1

σ2
M

`
1

M2

˙

Pdetp~θ0q (D8)

BAIV
Bα

“ ´

ˆ

4

ρ2M2
`

ρ

σ2
M

˙

1
?

2π
exp

„

´
pρth ´ ρq

2

2



BAV
Bα

“

ˆ

p2` αq

M2
`
p6` αq

σ2
M

´
4α

ρ2M2

˙

Pdetp~θ0q (D9)

and all second derivatives vanish except

B
2AV
Bα2

“

ˆ

´
4

ρ2M2
`

1

M2
`

1

σ2
M

˙

Pdetp~θ0q. (D10)

These expressions allow all of the integrands that determine
the different parts of the population Fisher matrix to be
valuated. The final stage of computing the Fisher matrix is
to carry out the integrals over the population distribution

pp~θ0|~λq. This must be done numerically, but it is facilitated
by doing a coordinate transformation

vp~θ0q “
Mα

´Mα
min

Mα
max ´M

α
min

(D11)

up~θ0q “ 1´

ˆ

M

dmaxρ

˙3

, (D12)

which reduces the population integral
ż

pp~θ0|λqd~θ0 Ñ

ż

dudv. (D13)

Further computational efficiencies can be obtained by re-
stricting the range of u considered for each v so that only
SNRs ρ ą ρth ´ 5 are included. Codes to compute the
Fisher matrix using this procedure are available at https:

//github.com/aantonelli94/PopFisher.
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