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ABSTRACT: The simple scaling relation for internal-tide generation proposed by Jayne and St. Laurent is widely used for
parameterizing turbulent mixing induced by breaking of internal tides. Based on the internal-tide generation derived from a
0.18 ocean general circulation model, we show that depending on which stratification is used, this relation produces different
vertical distributions of internal-tide generation. When using the buoyancy frequency at the seafloor, which is a common
practice, the scaling relation produces, relative to the model, too-strong internal-tide generation in the upper 2000 m and too-
weak internal-tide generation in the lower 2000 m. Moreover, the different vertical distributions in the different ocean basins,
characterized by a generally decreasing internal tide generation with increasing depth in the Indo-Pacific but not-decreasing
or even increasing internal tide generation with increasing depth in the upper 3000 m of the Atlantic, cannot be captured
when using bottom stratification. These unsatisfactory features can be easily removed by replacing the buoyancy frequency
at the seafloor by a buoyancy frequency averaged over a large part of the water column. To our knowledge, this sensitivity to
stratification has not been explicitly quantified for the global ocean. Because of this sensitivity, the scaling relation of Jayne
and St. Laurent should be used with an averaged stratification to ensure a more adequate representation of turbulent diffu-
sivity due to tidal mixing and water mass transformation in the deep oceans.
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1. Introduction

Turbulent mixing due to breaking of internal tides is thought to
provide much of the mechanical energy needed to maintain the in-
terior stratification and the overturning circulation in the ocean
(Munk and Wunsch 1998; Wunsch and Ferrari 2004). Thus, most
of the state-of-the-art ocean general circulation models (GCMs)
employ a parameterization of tidal mixing (Simmons et al. 2004;
Jayne 2009; Exarchou et al. 2012; Danabasoglu et al. 2012; Dunne
et al. 2012; Madec and NEMOTeam 2016; Sasaki et al. 2020). The
widely used one is that proposed by St. Laurent et al. (2002). There
the near-field portion of the total tidal mixing is described by a dif-
fusivity that is proportional to an internal tide energy flux E, which
results from barotropic tides, and the local dissipation efficiency q,
which specifies how much of E is directly dissipated at the genera-
tion sites. The flux E is also referred to as internal tide generation.
In St. Laurent et al. (2002), E is approximated by a scaling relation
derived by Jayne and St. Laurent (2001) based on linear wave the-
ory. ThisE, hereafter referred to asEJSL, takes the form

EJSL 5
1
2
roh

2kN|UH |2, (1)

where ro denotes a reference density of seawater, h
2 measures the

roughness of the bathymetry, k is the wavenumber parameter,

N is buoyancy frequency. The EJSL is used not only in the simple
scheme of St. Laurent et al. (2002), that is implemented in many
state-of-the-art OGCMs (such as those cited above), but also as
the source of internal wave energy at seafloor in the more ad-
vanced and newly developed mixing scheme Internal Wave Dissi-
pation, Energy and Mixing (IDEMIX; Olbers and Eden 2013),
that has been recently implemented in the Community Climate
System Model, version 4 (CCSM4; Nielsen et al. 2018). Despite
the wide use, EJSL has, to our knowledge, not been directly evalu-
ated. This paper aims to fill this gap by evaluatingEJSL against the
internal tide generation simulated by a realistic ocean GCM. The
goal is to identify the possible problem associated with using EJSL

and to propose a remedy to solve this problem, thereby improving
the parameterization of St. Laurent et al. (2002) and at the same
time retaining its simplicity.

The EJSL may suffer from at least two problems. The first one
is related to the ad hoc nature of EJSL: EJSL relies on the buoy-
ancy frequency at the seafloor}a feature of WKB-approximated
linear wave solutions}rather than on the stratification through-
out the water column that is needed to derive the exact linear
wave solutions. The second problem is related to assumptions un-
derlying linear wave theory that are not satisfied everywhere in
the real ocean. These assumptions include that of subcritical to-
pography, meaning that the internal tide characteristic slope must
be larger than that of the bathymetry, and that of small tidal ex-
cursion, meaning that the tidal excursion must be smaller than
the horizontal topographic scale. Both the ad hoc nature and the
assumptions behind linear wave theory can be, at least partially,
overcome by using a numerical model. We are aware that inter-
nal tide generation simulated by a numerical model may suffer
from other problems arising from limited horizontal resolution,
inadequate parameterization of unresolved dissipative processes,

Denotes content that is immediately available upon publica-
tion as open access.

Corresponding author: Jin-Song von Storch, jin-song.von.
storch@mpimet.mpg.de

DOI: 10.1175/JPO-D-23-0058.1

Ó 2024 American Meteorological Society. This published article is licensed under the terms of the default AMS reuse license. For information regarding
reuse of this content and general copyright information, consult the AMS Copyright Policy (www.ametsoc.org/PUBSReuseLicenses).

L Ü S CHOW AND VON S TORCH 319JANUARY 2024

Brought to you by MAX-PLANCK-INSTITUTE FOR METEOROLOGY | Unauthenticated | Downloaded 01/18/24 08:40 AM UTC

https://orcid.org/0000-0002-2308-6834
https://orcid.org/0000-0002-2308-6834
mailto:song.von.storch@mpimet.mpg.de
mailto:song.von.storch@mpimet.mpg.de
http://www.ametsoc.org/PUBSReuseLicenses


and other factors that lead to the model biases. We nevertheless
assume that internal tide generation simulated by an ocean GCM
with realistic topography forced by realistic surface fluxes and by
the full luni-solar tidal potential is much closer to real internal
tide generation than EJSL and hence can be used for evaluating
EJSL. Given the scarceness of the observations and in regard to
what is available to us, we evaluate EJSL against that simulated in
STORMTIDE2, a concurrent simulation of tide and circulation
performed with the Max-Planck Institute Ocean Model (MPI-
OM) at a horizontal resolution of about 0.18. This internal tide
generation is derived by Li and von Storch (2020) and will be re-
ferred to asELvS.

We note that, apart from ELvS, there exist several estimates of
internal tide generation, which can also be used to evaluate EJSL.
We have not only the estimate obtained from semianalytical solu-
tions of linear wave equations (Nycander 2005; Falahat et al.
2014), but also the estimate obtained from another ocean model
HYCOM (Buijsman et al. 2020). The main characteristics of
these estimates are similar to those found in STORMTIDE2.
However, there are also clear differences. The effects of some of
these differences can be inferred from the recent simulations by
Brüggemann et al. (2023), in which different estimates of internal
tide generation were used as the bottom boundary forcing for
IDEMIX. Since we want to evaluateEJSL as consistently as possi-
ble, so that the difference between EJSL and one of these esti-
mates is not caused by using different stratification or different
tidal velocity or different topography, we choose to stay within
the framework of STORMTIDE2. A brief comparison of ELvS

with some of the existing estimates is given in section 5a.
The paper is organized as follows. Section 2 provides a de-

scription of STORMTIDE2 and describes the methods used for
evaluatingEJSL againstELvS. The evaluation focuses on the verti-
cal distribution of internal tide generation, since diapycnal mix-
ing is more closely linked to the vertical than to the horizontal
distribution of internal tide generation, as the neutral density sur-
faces can be assumed to be nearly horizontal in the abyssal ocean
(Ferrari et al. 2016). In section 3, EJSL is calculated by setting N
in Eq. (1) either to the buoyancy frequency at the seafloor as it is
done in most applications or to a buoyancy frequency obtained
by taking the vertical density profile into account. By comparing
them with that obtained from ELvS, the sensitivity of EJSL to
stratification is identified and quantified. What this sensitivity
means for the water mass transformation is assessed in section 4.
A comparison of ELvS with some existing estimates of internal
tide generation and a discussion of the relevance of the identified
sensitivity for parameterizing near-field tidal mixing are given in
section 5. A summary is given in section 6.

2. Methods

a. STORMTIDE2

STORMTIDE2 is a follow-up of STORMTIDE, the first 0.18
concurrent simulation of tide and circulation carried out with
MPI-OM (Müller et al. 2012; Li et al. 2015, 2017), a primitive
equation ocean general circulation model. Both STORMTIDE
and STORMTIDE2 employ the complete luni-solar potential
(Thomas et al. 2001) and are performed with the same tripolar

version of MPI-OM at a horizontal resolution of about 0.18 and
the same bathymetry obtained by interpolating SRTM30 (Farr
et al. 2007) on to the model grid. The 0.18 horizontal resolution
corresponds to a grid size of about 11 km at the equator and
down southward to the smallest grid size of 2.3 km off the
Antarctic coast. The main difference between STORMTIDE2
and STORMTIDE concerns the forcing at the sea surface.
While STORMTIDE is performed by restoring sea surface tem-
perature and sea surface salinity to observed climatological val-
ues, a more realistic representation of the surface fluxes based
on bulk formula is used for STORMTIDE2.

STORMTIDE2 is run using the standard parameterizations
of tracer mixing and momentum dissipation due to unresolved
processes (Jungclaus et al. 2013). The vertical mixing of trac-
ers is parameterized by a modified PP scheme (Pacanowski
and Philander 1981), which depends on Richardson number
and includes the effect of surface winds. The isopycnal mixing
is parameterized by a grid-size-dependent isopycnal diffusion
(Redi 1982). The parameterization of mesoscale eddies fol-
lowing Gent and McWilliams (1990) is switched off, as the
resolution used is fine enough to resolve a bulk of mesoscale
eddies. The momentum dissipation is parameterized by a bi-
harmonic diffusion. Tracer mixing can affect the distributions
of temperature and salinity, and with that the internal tide
pressure. The momentum dissipation can affect the barotropic
tides. Internal tide pressure together with barotropic tides de-
termine the internal tide generation according to Eq. (2) given
below.

STORMTIDE2 produces large-scale ocean circulation and
hydrology that are in good agreement with observations (Li and
von Storch 2020). The performance of the barotropic tides is
also satisfactory. A comparison against 102 pelagic tidal meas-
urements reveals for the eight major tidal constituents an accu-
racy of 89.0% (Li and von Storch 2020) which is comparable to
the accuracy achieved by STORMTIDE (Müller et al. 2012)
(92.8%) and another concurrent simulation of circulation and
tide carried out with an unconstrained ocean model (Arbic et al.
2004, 2010) (92.6%). Concerning low-mode internal-tide signa-
tures, the spatial distributions of M2 internal tide energy com-
pare well with those obtained from STORMTIDE consistent
with the filtered satellite altimeter data (Müller et al. 2012; Li
et al. 2015).

In this paper, we concentrate on the internal tide generation
due to the M2 tide, the strongest tidal constituent. The value of
ELvS is calculated based on the known wave generation mecha-
nism (Bell 1975): Internal tides are generated when a barotropic
tide with velocity UH is doing work against the pressure force
(or the form drag) F52pibot=d, where pibot is the bottom pres-
sure of the internal tide and d is the depth of the seafloor. The
rate of work equals then UH ?F52UH ? (pibot=d), and ELvS is
the averaged rate of work

ELvS 52UH ? (pibot=d), (2)

where the overbar indicates the average over an M2 period.
When diagnosed from STORMTIDE2, UH is the M2 barotropic
tidal velocity obtained by performing the harmonic analysis on
the simulated barotropic velocity. The bottom pressure of the M2
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internal tide pibot is calculated as the deviation from the depth-
averaged hydrostatic pressure at the M2 frequency. The latter is
derived from the density perturbations at theM2 frequency found
in STORMTIDE2. More details can be found in Li and von
Storch (2020).

We note that being formulated as a rate of work, rather than
as an energy flux, ELvS may be less sensitive to the representa-
tion of dissipation than an energy flux, since the latter is more
directly affected by the representation of dissipation than the
former. Nevertheless, ELvS may suffer from the shortcomings of
the model mentioned in section 1. However, based on the over-
all realistic simulation of the general circulation, the mean hy-
drographic states, and the barotropic and internal tides (Li and
von Storch 2020), we regard ELvS as sufficiently accurate for the
purpose of evaluating the scaling relation EJSL. When not stated
otherwise, the phrases “overestimate” and “underestimate” re-
fer to a comparison of EJSL with ELvS.

The map of ELvS, replotted using symmetric logarithmic scale
in Fig. 1, shows large positive values of the internal tide genera-
tion of about 1023 to 1021 W m22 over the ridges in the western
part of the Pacific (e.g., the Sitito Iozima Ridge and Hawaiian
Ridge in the western North Pacific, and around Pacific archipela-
gos in the western central and South Pacific), over the ridges in
the western part of the Indian Ocean (e.g., the Southwest Indian
Ridge), and over the Mid-Atlantic Ridge in the Atlantic Ocean.
Due to the limited resolution, ELvS represents essentially the gen-
eration of the first two to three modes (Li et al. 2015). The ELvS

is more comparable to the maps of total internal tide generation
(Nycander 2005; Falahat et al. 2014; Vic et al. 2019) than to the
map of generation of mode 1 internal tide only (Falahat et al.
2014; Vic et al. 2019). The ELvS contains also negative values. In
the analysis presented below, the negative values are removed
and corrected following de Lavergne et al. (2019).

Integrated globally while excluding all regions shallower than
700 m, ELvS amounts to 0.57 TW (1012 W). This number is
somewhat higher than 0.52 TW, the estimate of internal tide

generation due to the first 10 modes obtained from Falahat et al.
(2014), and 0.51 TW, the estimate of internal tide generation
due to the first 10 modes obtained from Vic et al. (2019) (both
for ocean deeper than 700 m). In this paper, we focus on the as-
pects related to vertical distribution, rather than the aspects re-
lated to the amount of the globally integrated IT generation,
since the magnitude can be scaled when using the scaling rela-
tion of Jayne and St. Laurent (2001).

b. The scaling relation by Jayne and St. Laurent

The EJSL given in Eq. (1) was originally used for describing
the dissipation mechanism in form of a drag in barotropic tide
models (Jayne and St. Laurent 2001) for the purpose of im-
proving tides simulated by barotropic models. In the parame-
terization of St. Laurent et al. (2002), EJSL is used as an ad
hoc approximation of internal tide generation. The EJSL is not
a prediction of solutions of linear wave equations. These solu-
tions can be exact, meaning obtained by solving the vertical
eigenproblem using stratification throughout a water column
(Llewellyn Smith and Young 2002; Nycander 2005; Falahat
et al. 2014; Pollmann and Nycander 2023), or approximate,
meaning obtained by applying the WKB approximation using
the stratification at the sea floor without solving the vertical
eigenproblem (Llewellyn Smith and Young 2002). Despite
the approximative nature, EJSL is extremely valuable, as it al-
lows the formulation of an effective and yet simple tidal mix-
ing parameterization.

We evaluate EJSL in the framework of STORMTIDE2,
thereby concentrating on the internal tide generation due to
M2 tide. For this purpose, we set UH in Eq. (1) to the velocity
of the M2 tide diagnosed from STORMTIDE2 and using h2

and N derived from STORMTIDE2. The way the roughness
h2 is calculated can cause differences in the simulated large-
scale circulation (Exarchou et al. 2012). In the analysis carried
out here, we find that the impact of the choice of how h2 is
computed is minor (not shown) as compared to the choice of

FIG. 1. ELvS, the internal tide generation obtained from STORMTIDE2, plotted as a function of
geographical location of generation site in a symmetric logarithmic scale. Unit is W m22.
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the stratification N. We compute h2 at each grid point as the
variance of the bathymetry used in STORMTIDE2. The lat-
ter is defined as the variance of the deviations from a two-
dimensional surface fitted into an area, that is centered at the
considered grid point and has a radius of 100 km.

The value of N is derived from the time-mean density in
STORMTIDE2. But we still need to decide which stratification
should this N represents. Jayne and St. Laurent (2001) sug-
gested to choose N as the bottom stratification Nbot, inspired by
the WKB-approximated semianalytical solutions given, e.g., in
Llewellyn Smith and Young (2002). However, Zarroug et al.
(2010) show that the assumed proportionality of the internal
tide generation to Nbot is inappropriate, in particular for the low
modes that carry the largest part of the internal tide energy. In-
stead, they suggest using a homogenized stratification that is the
buoyancy frequency averaged over a meaningful vertical scale
such as the vertical scale of the locally dominant mode of inter-
nal tides. We transfer this idea to the scaling relation of Jayne
and St. Laurent (2001) and consider, besides the standard case
with N 5 Nbot, one scenario in which we use a homogenized
buoyancy frequency, N 5 Nhom. As vertical averaging scale for
Nhom, we choose the first zero crossing (seen from the seafloor)
of the dominantmode of theM2 internal tide. To obtain the verti-
cal averaging scale, we derive the vertical structures of leading
modes by solving the vertical eigenvalue problem using the mean
stratification in STORMTIDE2 and then pick up the dominant
mode (i.e., the mode with the strongest internal tide generation)
identified by Vic et al. (2019, their Fig. 4a). This procedure con-
tains some inconsistency, as the vertical modes obtained from
STORMTIDE2 could differ from those considered by Vic et al.
(2019) based on observations. We assume that these differences
are small, since STORMTIDE2 is able to by and large realisti-
cally simulate the general circulation and the mean hydrostatic
state (Li and von Storch 2020).

The Nhom derived following Zarroug et al. (2010) requires
resolving the eigenvalue problem and identifying the domi-
nant mode at each grid point which conflicts with the desired
simplicity of the approach by Jayne and St. Laurent (2001).
To keep the calculation of N as simple as possible, we con-
sider one more scenario in which we use a mean buoyancy
frequency Nmean obtained by simply averaging N over the full
depth except the top 300 m. The upper 300 m is excluded, be-
cause mixed layer processes should not play a role for the
generation of internal waves. Note that Nbot, Nhom, and Nmean

are determined individually at each grid point. They hence
vary spatially. The EJSL calculated using Nbot, Nhom, and
Nmean will be referred to as the estimate JSL-Nbot, JSL-Nhom,
and JSL-Nmean, respectively.

Apart from UH, h
2, and N, the choice has to be made for k,

which is used as a tuning parameter. In the barotropic tidal
model of Jayne and St. Laurent (2001), k was tuned to give the
best fit to the observed tides. When used in the tidal mixing
scheme in a GCM, e.g., in Exarchou et al. (2012), k is often used
to tune the global integral ofEJSL. In the present study, to ensure
a meaningful comparison, we tune k such that the total internal
tide generation obtained from EJSL matches 0.57 TW, the total
internal tide generation below 700 m obtained from ELvS. By fix-
ing the global integral of EJSL, k must be reduced when using

Nhom and Nmean that are generally larger than Nbot. We obtain
k 5 2p/173 km when using Nbot, k 5 2p/616 km when using
Nhom, and k 5 2p/669 km when usingNmean.

c. Metric for evaluation

For both EJSL and ELvS, the value at a grid point represents
the internal tide generation at the generation site represented by
the grid point. Being located on the irregular sea floor, the inter-
nal tide generation site is a function of both horizontal location
and depth. So far, the internal tide generation is mostly displayed
in the form of a horizontal map, such as that shown in Fig. 1, re-
gardless of the depth of generation sites. Here, we use the vertical
distributions of the internal tide generation as the metric for our
evaluation for the reasons discussed below. For the global ocean
basin or an individual ocean basin, such a distribution is obtained
by integrating EJSL or ELvS over all grid points at the seafloor in
that ocean basin, that have the same depth.

One reason for considering vertical distribution arises from
the idea of “abyssal recipes” (Munk 1966; Munk and Wunsch
1998) that deep energy sources are needed to match the rate
of diapycnal upwelling to the rates of deep water production.
Following this idea, and given that internal tide generation is
the main deep energy source since other possible deep sources
such as the geothermal heating are negligible (Wunsch and
Ferrari 2004), examining the depths of internal tide genera-
tion seems to be important for understanding the overturning
circulation. The importance is further supported by Sandström’s
inference (Sandström 1908; Kuhlbrodt 2008), according to
which a buoyancy-driven overturning circulation can only de-
velop when the level of the heat source is located below the
level of cold source. If we assume that the internal tide genera-
tion is the only energy source for maintaining the abyssal over-
turning circulations, the scenario of “heated from below” can
be supported by an ocean basin with strong internal tide gener-
ation in the deeper part of the basin, but impeded by an ocean
basin with weak internal tide generation in the deeper part of
the basin.

The impact of diapycnal mixing from deep energy source for
oceanic state and circulations have also been studied using more
detailed scaling analysis and numerical simulations (Samelson
1998; Zhang et al. 1999). A proof of concept that not only the en-
ergy input to the internal tides matters, but also where in the ver-
tical it is dissipated, was provided by Melet et al. (2013), who
showed the sensitivity of ocean state to the vertical distributions
of tidal energy fluxes above the generation sites, as parameterized
by an ad hoc exponential profile of St. Laurent et al. (2002) or by
a dynamically based algebraically decaying profile of Polzin
(2009). These previous studies demonstrated a robust sensitivity
of the ocean state and circulations to where in the vertical the
ocean mixing takes place, providing strong arguments for using
vertical distributions as the evaluation metric.

3. Vertical distribution of the internal tide generation

For the global ocean, the internal tide generation in
STORMTIDE2 (black line, Fig. 2a) is by and large uniformly
distributed with a magnitude of about 15 GW throughout the
water column between 500 and 3000 m. Below 3000 m, the
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global generation gradually decreases to zero. The nearly uniform
distribution results from a compensation of completely different
distributions in the Indo-Pacific and in the Atlantic: while the in-
ternal tide generation in the Indo-Pacific basin, which is stronger,
decreases gradually with increasing depth throughout most part
of the water column (black, middle), the internal tide generation
in the Atlantic basin, though weaker, increases from about 2000
to 3000 m and reaches a maximum around 3000 m (black, right).
This situation comes about since 1) the barotropic tides are much
stronger in the Atlantic than in the Indo-Pacific, and 2) the major
generation sites are located in a much greater depth in the Atlan-
tic than in the Indo-Pacific. The averaged depth of the Mid-
Atlantic Ridge is about 2500 m below the sea surface, whereas
the hot spots found in the Pacific, such as those in the western
Pacific around the Hawaiian Ridge and the Pacific archipelagos,
are connected to shallow topographical structures that extend par-
tially beyond the surface of the sea. The contrast, a decrease of in-
ternal tide generation with increasing depth in the Indo-Pacific
versus a not-decreasing or even increasing internal tide generation
with increasing depth in the upper 3300 m of the Atlantic, may
affect the meridional overturning in the two basins differently.

To what extent the vertical distribution of internal tide genera-
tion found in ELvS (black lines in Fig. 2) can be represented using
the scaling relation EJSL depends on the choice of N. When using
the bottom stratification Nbot (red), a picture distinctly different
from that obtained from ELvS emerges: The distribution JSL-
Nbot is dominated by a strong maximum in the uppermost part
of the ocean, which is about 3 times stronger than the maximum
obtained from ELvS. Down to the ocean interior, the JSL-Nbot
distribution decreases drastically with increasing depth. This leads
to an extremely weak deep internal tide generation. In the global
ocean and the Indo-Pacific, the internal tide generation obtained
from JSL-Nbot is less than half of that obtained from ELvS at
about 3000 m. In the Atlantic, the deep maximum of internal tide

generation obtained from ELvS is not reproduced by JSL-Nbot.
That JSL-Nbot strongly overestimates the shallow internal tide
generation and at the same time strongly underestimates the
deep internal tide generation results from the fact that on large
scales, stratification strongly decreases with depth. Consequently,
using bottom stratification Nbot promotes the shallow internal
tide generation and suppresses the deep internal tide generation
disproportionately.

A much better agreement between EJSL and ELvS is found
when using stratification throughout a large portion of the wa-
ter column in case of JSL-Nmean (green) and JSL-Nhom (blue).
The agreement concerns not only the maximum in the upper
most part of the ocean, which is now only slightly overesti-
mated, but also the much more gradual decrease of the internal
tide generation into the ocean interior in the global ocean and
the Indo-Pacific, and the deep maximum in the Atlantic. The
latter is located somewhat deeper than that obtained from
ELvS, but is now clearly present. Generally, the distribution
JSL-Nmean (green) is slightly closer to that obtained from ELvS

than the distribution JSL-Nhom (blue) does.
The influence of the choice of N on the (deep) internal tide

generation can be further corroborated by checking how well
EJSL given in Eq. (1) approximates the internal tide generation
ELvS based on different choices for the stratification N. For this
purpose, we replace in Eq. (1) EJSL by ELvS and divide ELvS by
the topographic roughness h2 and the squared barotropic tidal
velocity |UH|

2 so that Eq. (1) reads ELvS/(|UH|
2h2) ~ N. This linear

dependence on N is then checked for different expressions of
N. In Fig. 3, we plot ELvS/(|UH|

2h2) against the depth-averaged
stratification Nmean (green) and the bottom stratification Nbot (red
brown). A narrower distribution of the points around the regres-
sion lines and the higher r-squared value indicate that usingNmean

as compared to Nbot in Eq. (1) is a much better approximation
for the internal tide generation in STORMTIDE2, in particular,

FIG. 2. Vertical profiles of internal tide generation integrated over generation sites of the same depth (left) in the global ocean, (center) in
the Indo-Pacific, and (right) in the Atlantic; unit is GW (109 W). The profiles are derived from internal tide generation as represented by ELvS

(black) and by EJSL using three different stratifications, namely, a homogenized stratification Nhom (blue), a mean stratification Nmean (green),
and the bottom stratificationNbot (red). For calculating the vertical profiles, the depth is discretized using an increment of 100 m. Thus, genera-
tion sites of the same depth are sites that are located within the same 100-m-thick vertical bin.
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below 2500 m, but also above. A similar picture emerges for the
comparison betweenNhom andNbot (not shown).

We conclude that whether or not the vertical distribution of in-
ternal tide generation derived from ELvS can be represented by
EJSL depends strongly on the choice of stratification used to ex-
pressEJSL in Eq. (1). Using only the bottom stratification strongly
underestimate the deep internal tide generation. The underesti-
mation can be quantified by the percentage of the total internal
tide generation that occurs below 2500 m, which is 49% for ELvS

produced by STORMTIDE2. For EJSL, this percentage is about
47% and 41% when using stratification characteristic for a large
part of the water column (Nmean and Nhom), but only 15% when
using the bottom stratification (Nbot). The next section discusses
the consequence of underestimating deep internal tide generation.

4. Water mass transformation

The water mass transformation analysis goes back to Walin
(1982) and was recently used to connect abyssal mixing and over-
turning (de Lavergne et al. 2016; Ferrari et al. 2016; Callies and
Ferrari 2018; Drake et al. 2020). When quantifying the mixing re-
sulting from the energy available from internal tide generation by
a three-dimensional diffusivity ky, we can translate the effect of
this mixing into water mass transformation rate or dianeutral
transport T defined as

T 52­g

�
Ag

Fg dA, (3)

where g is the neutral density (Jackett and McDougall 1997),
Fg 5 2ky­zg is the vertical flux of neutral density through a neu-
tral density surface, and Ag indicates the surface of a constant
neutral density g. The g and ­zg are taken from the time-mean
state of STORMTIDE2. We neglect nonlinear effects in the
equation of state for the sake of simplicity, even though they can

impact the water mass transformation budget due to cabbeling
and thermobaricity (Groeskamp et al. 2016). Furthermore, by
computing the density flux via the z derivative instead of using
the dianeutral derivative, it assumes that neutral density surfaces
are nearly horizontal in the abyssal ocean. Ferrari et al. (2016)
argues that this is indeed justified. We integrate Eq. (3) from
308S to 488N, since de Lavergne et al. (2016) find that considering
the area between 308S and 488N is a good approximation of the
overturning streamfunction at 308S.

To obtain ky, we choose the simplest approach and assume
that ky results from near-field mixing (St. Laurent et al. 2002),
i.e., from the portion of the high-mode internal tides, that dissi-
pate near the generation sites. We consider this assumption as
adequate, since our usage of the water mass transformation
framework serves only to illustrate the importance of the above
mentioned deep internal tide generation, rather than to provide
quantitative information on the abyssal overturning related
with the deep internal tide generation. Under the near-field
mixing assumption, ky is parameterized by

ky 5
GqEF(z)

rN2 , (4)

where E equals either ELvS or EJSL, q is the dissipation effi-
ciency which is set to the widely used value of 0.3 (St. Laurent
et al. 2002), G 5 0.2 is the canonical value for mixing efficiency
(Osborn 1980), N is the buoyancy frequency at the generation
site, r is density, and

F(z) 5 e(2H1z)/z

z(1 2 e2H/z) (5)

is an exponential decay of the mixing strength from the
bottom upward with a decay scale z 5 500 m and the water
depth H.

FIG. 3. Scatterplots of ELvS/(h2U2
H) against the homogenized stratification Nhom (green) and the bottom stratifica-

tion Nbot [(red brown) for generation sites that lie (left) below 2500 m and (right) above 2500 m. ELvS/(h2U2
H) is in

units of 1024 kg m24 s21, and N in units of 1023 s21. Lines show linear regressions of the respective points. The
squared correlation coefficient r2 of these regressions is indicated in the same color as a measure for the goodness of
the fit. Grid points having too-low barotropic tides (i.e., |UH |2 , 1024 m2 s22), too-small roughness (i.e., h2 , 104 m2),
and extreme stratification with N outside the range [Nmin, Nmax] are excluded from the analysis. For Nmean,
[Nmin,Nmax] is set to [23 1024, 3.253 1023] for grid points below 2500 m and to [33 1024, 4.73 1023] for grid points
above 2500 m. For Nbot, Nmin, Nmax] is set to [1 3 1027, 1.4 3 1023] for grid points below 2500 m and to [2 3 1025,
3.13 1023] for grid points above 2500m. The points considered sum up to 96%below 2500m and to 90% above 2500m.
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De Lavergne et al. (2017) nicely show that the maximum of the
upward dianeutral transport occurs in the density class that occu-
pies the largest part of the ocean seafloor because there the most
mixing-induced lightening occurs. The dianeutral transport rate in
this density class is indicative of how much tidal mixing can con-
tribute to the upwelling of dense water in the abyssal ocean. In
STORMTIDE2 (black, Fig. 4), this is at g 5 28.08 kg m23, very
close to the value of g 5 28.1 kg m23 from de Lavergne et al.
(2017, 2016). Thewatermass transformation in the densest density
class is an upwelling (positive) close to 8 Sv (1 Sv; 106 m3 s21) in
the global ocean. About half of this 8 Sv is generated in the Indo-
Pacific (middle, black curve) and the other half is generated in the
Atlantic (right, black curve). The comparably large water mass
transformation related to the densest water masses in the Atlantic
is, at least partially, due to the stronger deep internal tide genera-
tion in theAtlantic than in the Indo-Pacific.

There are two other differences between water mass transfor-
mation rates in the two ocean basins, which are likely more
strongly influenced by the different spatial distribution of neu-
tral density in the two basins than by the different distributions
of ky. First, while the Indo-Pacific shows upwelling water masses
(i.e., positive water mass transformation) covering a broad den-
sity range of 0.15 kg m23 from 28.15 to 28 kg m23, this density
range of upwelling water in the Atlantic is only 0.03 kg m23 cov-
ering from 28.1 to 28.07 kg m23. This difference reflects the
larger vertical extent of the Indo-Pacific AABW overturning
cell than that of the Atlantic AABW cell confined to depth be-
tween 5 and 3 km (Lumpkin and Speer 2007). Second, the

compensating downwelling (negative water mass transforma-
tion) occurs in lighter density classes in the Indo-Pacific than in
the Atlantic. While the downwelling water masses have a den-
sity around 27.9, g , 28.0 in the Indo-Pacific, the downwelling
water masses in the Atlantic are denser and have a density
around 27.95, g , 28.05.

Like for the vertical distribution of the internal tide genera-
tion, to what extent the water mass transformation rates ob-
tained from EJSL is consistent with that obtained from ELvS

(black) depends on the stratification used. The rate obtained
from EJSL is comparable to that obtained from ELvS when using
depth-averaged stratification Nmean (green), but much too small
when using the bottom stratification Nbot (red). For the densest
water mass class, the water mass transformation rate is more
than 50% smaller when using Nbot than when using Nmean. Like
in the vertical distribution of the internal tide generation
(Fig. 2), JSL-Nhom produces water mass transformation rates
very similar to that obtained from JSL-Nmean (not shown).

The water mass transformation analysis underlines what we
saw in the vertical distribution of the internal tide generation
rates: considering the density over a large portion of the water
column (JSL-Nmean) leads to larger upwelling rates than con-
sidering only the bottom stratification (JSL-Nbot) does. The
STORMTIDE2 water mass transformation can be properly
reproduced using the depth-averaged stratification as in JSL-
Nmean (or JSL-Nhom) but not reproduced using the bottom
stratification only as in JSL-Nbot.

FIG. 4. Water mass transformation due to diapycnal density fluxes between 308S and 488N (a) in the global ocean and divided into
(b) the Indo-Pacific and (c) the Atlantic Oceans. This latitude band was also chosen in de Lavergne et al. (2017) because most of the
AABW created in the Southern Ocean is expected to upwell diabatically here. Water mass transformation is computed in density space
with bin size of 0.007 kg m23. Colors match the different internal tide generation estimates from Fig. 2.
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5. Discussion

a. Comparison of ELvS with other estimates of internal
tide generation

The results shown in sections 3 and 4 are obtained by compar-
ing EJSL with ELvS within the framework of STORMTIDE2. A
question naturally arises is how realistic isELvS. Clearly, this ques-
tion cannot be definitively answered due to the lack of the ground
truth for internal tide generation. Nevertheless, the question can
be approached by considering the range covered by available es-
timates. This range can then be used to quantify the uncertainty
in our present knowledge about internal tide generation. The re-
sult of previous sections would become more significant if EJSL

expressed in terms of Nhom and Nmean lies inside, whereas EJSL

expressed in terms ofNbot lies outside this range.
There exist two types of estimates for internal tide genera-

tion. One relies on semianalytical solutions of linear wave
equations; the other type relies on numerical simulation of a
global general circulation model. As pointed out in section 1,
the two types suffer from different shortcomings. Below, we
compare four estimates of M2 internal tide generation, includ-
ing apart from ELvS the estimates obtained from semianalyti-
cal solutions by Falahat et al. (2014) [both without a modal
decomposition following Nycander (2005) and with a modal
decomposition] and the internal tide generation obtained
from a realistic HYCOM simulation by Buijsman et al. (2020).
For the estimates based on modal decomposition (Falahat et al.
2014; Buijsman et al. 2020), internal tide generation by the first
five modes is considered. Even though MPIOM resolves only
two to three modes, we consider all four estimates as being
representative for the total internal tide generation. Note
that HYCOM and MPIOM are two different ocean models.
While MPIOM uses a z coordinate, HYCOM uses a hybrid

vertical coordinate. Although both use a tripolar grid, the hori-
zontal resolution is finer in HYCOM (about 4 km) than in
MPIOM (about 10 km). A discussion on differences among
these estimates is beyond the scope of this paper. We concen-
trate here on the range covered by the four estimates only.

The vertical profiles of ELvS (black in Fig. 5) and of the esti-
mates of Falahat et al. (2014) (dashed and solid magenta
lines) and Buijsman et al. (2020) (cyan lines) show a common
feature that internal tide generation decreases less strongly
with increasing depth in the Atlantic (right) than in the Indo-
Pacific (middle). However, there are also some differences. In
particular, the Atlantic maximum at about 3000 m found in
ELvS (black) is hardly noticeable in the HYCOM estimate
(cyan) and almost not present in the estimates by Falahat et al.
(2014) (magenta).

When considering the range covered by the black, cyan, and
magenta lines as the range of uncertainty in estimating the true
internal tide generation, Fig. 5 shows that EJSL calculated using
Nmean or Nhom lies essentially inside this range, whereas EJSL cal-
culated using Nbot lies essentially outside this range. In particular,
using Nbot leads to a vertical profile that has values larger than
the range of four estimates in the upper oceans above 2000 m
and smaller than this range in the deep oceans below 2000 m.We
hence conclude that the underestimation of deep internal tide
generation and the deep water mass transformation obtained us-
ing JSL-Nbot in sections 3 and 4 is significant with respect to the
range of the four considered estimates.

b. Relevance of dependence on N for near-field
tidal mixing

The parameterization of St. Laurent et al. (2002) relies on the
energy flux from barotropic tides to high-mode internal tides and
represents only near-field tidal mixing. High modes are prone to

FIG. 5. Vertical profiles of ELvS (black; same as black lines in Fig. 2); the internal tide generation simulated by HYCOM (Buijsman et al.
2020) (cyan); the internal tide generation derived from linear wave theory (Falahat et al. 2014) without a modal decomposition following
Nycander (2005) (solid magenta) and with a modal decomposition for the first five modes (dashed magenta); and vertical profiles of EJSL

(thin lines) obtained using the bottom stratification Nbot (red), a homogenized stratification Nhom (blue), and a mean stratification Nmean

(blue). The cyan lines are calculated using data downloaded from https://zenodo.org/record/6478745#.Yp95dqQpA0E; the magenta lines
are calculated using data downloaded from https://www.seanoe.org/data/00470/58153/.

J OURNAL OF PHY S I CAL OCEANOGRAPHY VOLUME 54326

Brought to you by MAX-PLANCK-INSTITUTE FOR METEOROLOGY | Unauthenticated | Downloaded 01/18/24 08:40 AM UTC

https://zenodo.org/record/6478745#.Yp95dqQpA0E
https://www.seanoe.org/data/00470/58153/


breaking and can hence provide energy for mixing near the gen-
eration sites. This behavior of high modes differs strongly from
that of low modes, which tend to propagate away from the gener-
ation sites and provide only energy for far-field background mix-
ing. Following this general understanding, a key ingredient of a
near-field tidal mixing parameterization should be a geographical
map of the high-mode internal tide generation, rather than that
of the total internal tide generation, which is dominated by that
of low-mode generation. However, the high-mode generation is
more difficult to estimate than the total generation. Apart from

the study by Vic et al. (2019), which is dedicated to the high-
mode generation with the highest resolved mode being about 50,
most estimates based on linear wave theory concentrate on the
generation of lower modes or the total generation of all modes
(Nycander 2005; Falahat et al. 2014). When using state-of-the-art
high-resolution numerical models, only the low-mode generation
can be captured. The approach to deal with this problem, origi-
nally proposed by St. Laurent et al. (2002), is to multiply the total
generation with a local dissipation efficiency q, defined as the
fraction of the high-mode generation to the total generation.

FIG. 6. (top) Geographical distribution of dissipation efficiency q from Vic et al. (2019) (courtesy of Clément Vic) and (bottom) the ver-
tical profiles of high-mode internal tide generation qE (left) in the global ocean, (center) in the Indo-Pacific, and (right) in the Atlantic.
The profiles are derived from internal tide generation represented by ELvS (black) and by EJSL using a mean stratification Nmean (green),
a homogenized stratification Nhom (blue), and the bottom stratification Nbot (red) with the geographically varying q shown in the top panel
(solid lines) and q5 0.3 (dashed lines).
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Following this approach, both the total generation and the local
dissipation efficiency q needs to be accurately estimated. The
question arises then is whether the sensitivity of EJSL to stratifica-
tion N, which was identified in the previous sections, still remains
relevant when taking the more realistic spatially varying effi-
ciency q fromVic et al. (2019), reproduced in Fig. 6 (top), into ac-
count. A positive answer to the question would further confirm
the need to use depth-averaged stratification (as opposed to bot-
tom stratification) for adequately representing the true near-field
tidal mixing.

To answer this question, we consider the vertical profiles of
high-mode internal tide generation qE (Fig. 6, bottom), ob-
tained using the geographically varying q from Vic et al.
(2019) (solid lines) and those obtained using geographically
constant q 5 0.3 (dashed lines). The latter profiles have the
same shapes as the corresponding lines in Fig. 2, albeit the
magnitudes are reduced by factor 0.3. Apart from the result
that stronger high-mode energy fluxes are obtained using q
from Vic et al. (2019) than using q 5 0.3, the overall shapes of
the vertical profiles of qE follow essentially those of E. The
shortcoming of using Nbot that the deep generation is strongly
underestimated, especially in the Atlantic, prevails or is even
further enhanced when using the geographically varying q rel-
ative to using q5 0.3.

The further enhancement comes about, since the dissipa-
tion efficiency derived by Vic et al. (2019) tends to be large at
the deeper sites and small at the shallower sites (Fig. 6). Thus,
multiplying a map of internal tide generation by this distribu-
tion of dissipation efficiency emphasizes the deep internal tide
generation. In the Atlantic, the major generation sites are lo-
cated over the Mid-Atlantic Ridge. A large part of them are
deep sites located around 2500–3000 m, whereas a small part
are shallower sites, e.g., the sites near the Azores and Canary
Islands and the Walvis Ridge. The values of the dissipation ef-
ficiency are in the range of 0.8–1.0 over the deep sites, par-
tially due to the abyssal hills there, but about 0.1–0.3 over the
shallower sites. Multiplied with this distribution of dissipation
efficiency q, rather than with a constant q5 0.3, the maximum
of internal tide generation at about 2500–3500 m is further
enhanced.

In the Pacific, dissipation efficiency q has small values in
the range 0.2–0.5 in the western part of the Pacific, e.g., at the
shallow sites over the Hawaiian Ridge and topographic fea-
tures around Pacific archipelagos where the amount of the to-
tal internal tide generation is large, and large values in the
range of 0.8–1.0 at deep sites over east Pacific Rise where the
total internal tide generation is more than one to two orders
of magnitudes weaker than that in the western Pacific. Due to
the extremely low internal tide generation, the large values of
q in the eastern Pacific have little impact on the overall verti-
cal distribution of in the Pacific.

The above consideration suggests that taking the more realis-
tic spatially varying dissipation efficiency q into account can en-
hance the difference between the available energy source for
tidal mixing in the upper part of the Atlantic and that in the
deep Atlantic. This may further strengthen the impact of deep
tidal mixing on the deep overturning circulations (Cimoli et al.
2023).

6. Summary

The parameterization of tidal mixing is often implemented
based on EJSL, a simple scaling relation for internal tide genera-
tion (Jayne and St. Laurent 2001). Together with the local dissipa-
tion efficiency q, EJSL determines the amount of internal-tide
generation that can be made available for near-field tidal mixing
and is used in the mixing parameterization by St. Laurent et al.
(2002). Here we evaluate the scaling relation EJSL against ELvS, a
three-dimensional map of the internal tide generation simulated
by an oceanGCM(Li and von Storch 2020).

We found that the internal tide generation described by
EJSL depends strongly on the buoyancy frequency N used to
calculate EJSL and this dependence has a strong impact on
deep water mass transformation. EJSL is not comparable to
ELvS and produces strongly reduced deep water mass trans-
port when calculated using buoyancy frequency at the sea-
floor Nbot, as it is commonly done. EJSL becomes comparable
to ELvS and produces similar deep water mass transformation
as ELvS, when calculated using buoyancy frequency Nmean or
Nhom obtained by averaging N over a large portion of the
water column. Using Nbot instead of Nmean and Nhom leads to
too-strong internal tide generation in the upper ocean, and at
the same time, too-weak internal tide generation in the deep
ocean. Moreover, the different vertical distributions in the dif-
ferent ocean basins, characterized by a generally decreasing
internal tide generation with increasing depth in the Indo-
Pacific but not-decreasing or even increasing internal tide
generation with increasing depth in the upper 3000 m of the
Atlantic found in ELvS can only be reproduced when using
Nmean or Nhom, not when using Nbot. Relative to ELvS, the
overestimation in the upper ocean and the underestimation in
the deep ocean obtained from EJSL with Nbot easily amount
to more than 50% of the internal tide generation described by
ELvS. Similar over- and underestimation are obtained when
compared to the range covered by ELvS together with three
other estimates of internal tide generation. Taking the more
realistic local dissipation efficiency q (Vic et al. 2019) into ac-
count, which tends to have larger values at deep generation
sites than at shallow generation sites, further emphasizes the
strong deep internal tide generation, which cannot be repro-
duced using ELvS with Nbot.

The sensitivity of EJSL to stratification and its implication
for water mass transformation identified in this study suggest
that the tidal mixing parameterization of St. Laurent et al.
(2002) can be easily improved by replacing the common prac-
tice of calculating EJSL using bottom stratification Nbot by us-
ing a depth-averaged stratification Nmean.
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