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Third-generation (3G) gravitational wave detectors, in particular Einstein Telescope (ET) and
Cosmic Explorer (CE), will explore unprecedented cosmic volumes in search for compact binary
mergers, providing us with tens of thousands of detections per year. In this study, we simulate
and employ binary black holes detected by 3G interferometers as dark sirens, to extract and infer
cosmological parameters by cross-matching gravitational wave data with electromagnetic informa-
tion retrieved from a simulated galaxy catalog. Considering a standard ΛCDM model, we apply a
suitable Bayesian framework to obtain joint posterior distributions for the Hubble constant H0 and
the matter energy density parameter Ωm in different scenarios. Assuming a galaxy catalog complete
up to z = 1 and dark sirens detected with a network signal-to-noise ratio greater than 300, we show
that a network made of ET and two CEs can constrain H0 (Ωm) to a promising 0.7% (9.0%) at 90%
confidence interval within one year of continuous observations. Additionally, we find that most of
the information on H0 is contained in local, single-host dark sirens, and that dark sirens at z > 1
do not substantially improve these estimates. Our results imply that a sub-percent measure of H0

can confidently be attained by a network of 3G detectors, highlighting the need for characterising
all systematic effects to a higher accuracy.

I. INTRODUCTION

The last few decades have seen a revolutionary change
in the paradigms underpinning our knowledge of the evo-
lution and dynamics of the Universe as a whole. The re-
search field of cosmology has gone from “the quest for two
numbers” to a new rich phenomenological field rooted in
precise astronomical observations; see [1] for a vivid his-
torical reconstruction. The resulting era of “precision
cosmology” delivered a detailed description of the Uni-
verse at the largest scales, with a standard cosmologi-
cal model capable of explaining all current observations,
modulo few persisting statistical tensions; see e.g. [2–7].
This spectacular achievement has been possible by the
piling up of ever more accurate astronomical observa-
tions, the overwhelming majority of which obtained with
electromagnetic (EM) telescopes over the whole accessi-
ble band of the EM spectrum.

Nevertheless since the first direct detection of gravi-
tational waves (GWs) by the LIGO and Virgo collabo-
rations in 2015 [8], we now possess a new whole spec-
trum that can provide a wealth of cosmological informa-
tion complementary to EM observations. GWs can be
used as standard cosmological rulers [9] and thus pro-
vide a map of the cosmic expansion history at different
redshifts. The luminosity distance of a binary system
emitting GWs can in fact be extracted from the detected
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GW signal without relying on any phenomenological re-
lation or calibration at lower redshifts. In other words,
compact binaries emitting GWs are absolute cosmic dis-
tance rulers since they do not depend on the so-called
cosmic distance ladder. In analogy to supernovae-type
Ia, which are calibrated cosmic distance rulers commonly
called standard candles, GW signals from compact bina-
ries containing black holes (BHs) and neutron stars (NSs)
are commonly known as standard sirens [10, 11].

Unfortunately the redshift of the source is not one
of the parameters that we can easily obtain from GWs
emitted by compact binaries. For this reason standard
sirens cannot be used straightaway to map the expansion
of the Universe through the well-known distance-redshift
relation, contrary to standard candles for which a red-
shift measurement is usually readily available. Different
methods have been proposed to obtain complementary
redshift information to a standard siren.

The simplest and most intuitive of these methods con-
sists in observing an EM counterpart of the GW event
to identify its host galaxy [9]. In such cases the red-
shift of the GW source can be estimated by measur-
ing the redshift of the host galaxy, providing in this
way a single redshift value for the distance-redshift di-
agram. Unfortunately this method applies only to GW
events for which an EM counterpart can be observed,
which are commonly referred to as “bright sirens” in
a cosmological context. So far the LIGO-Virgo-Kagra
(LVK) Collaboration observed only one such bright siren,
namely the multi-messenger binary neutron star (BNS)
merger GW170817 [12, 13]. The coincident measure-
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ments of both distance and redshift of this event de-
livered the first ever cosmological measurement with
GWs: a constraint on the Hubble constant of H0 =
70+12
−8 km s−1 Mpc−1 [14]. Future observational runs of

the LVK detectors are expected to improve upon this re-
sult with the addition of further bright sirens, not only
BNSs but also BH-NS binaries for which an EM coun-
terpart is spotted [15–18]. The technological limitations
of current GW interferometers however cannot guaran-
tee sufficiently numerous detections to achieve a mea-
surement of H0 better than a few %, while constraints
on other cosmological parameters are well beyond their
reach [19].

If no EM counterpart can be detected, other method-
ologies are nevertheless used to gather redshift informa-
tion complementary to a GW binary signal. The so-
called “dark siren” method [9, 15, 20–26], sometimes re-
ferred to as the “statistical method”, consists in cross-
matching the sky localisation error volume, sometimes
simply called volume error-box, of the GW source with
galaxy catalogs collected by EM surveys, either readily
available or constructed ad hoc along the sky localisa-
tion cone of the detected GW signal. Such a method
has been proved to work with both simulated [20, 22, 24]
and observational data [21, 23, 27–29]. The latest re-
sults from all the LVK observational runs combined yield
H0 = 68+8

−6 km s−1 Mpc−1 [30]; see also [31]. Although
this represents only a small improvement with respect to
the constraint obtained from GW170817 only, the large
number of expected GW detections without EM counter-
parts renders dark sirens a promising and robust method
to estimate cosmological parameters from future GW
observations. Similar approaches exploiting the spatial
cross-correlation between GW sources and galaxies, have
also been proposed and shown to work well once a large
amount of GW events will be observed [32–37].

A third methodology to obtain redshift information for
standard sirens is based on the insight and modelling of
the population distribution of intrinsic parameters of the
GW sources [38–48], in particular their masses, spins,
and merger rate evolution. Such a method is usually
called “spectral sirens” due to the use of features in the
distribution spectra of GW source parameters, whose pa-
rameters are inferred simultaneously with the cosmolog-
ical parameters. It has already been applied to real LVK
data with the most recent measurement registering a con-
straint H0 = 68+12

−7 km s−1 Mpc−1 [30]. The pros of this
method are that it does not require any EM information,
but the cons are that it introduces a dependence on the
modelling of the parameter distributions of the underly-
ing astrophysical population of GW sources.

In general the current status of GW cosmology out-
lined above, with results from standard sirens still at
large experimental uncertainties, begs an analogy be-
tween EM cosmology in the era of the “quest for two
numbers”. Nowadays the main objective of GW cosmol-
ogy consists in the measurement of the Hubble constant,
with low chances to access information on other cosmo-

logical parameters. Similarly to the situation for EM
cosmology at the end of the last century, the current 2nd
generation of GW interferometers do not have in prac-
tice the constraining power needed to push observations
beyond the quest for H0. This scenario will change dra-
matically when 3rd generation (3G) interferometers will
come online: the new era of “precision GW cosmology”
will begin.

Two possible concepts for 3G interferometers are cur-
rently under consideration for construction in the 2030s:
the Einstein Telescope (ET) in Europe [49–51] and the
Cosmic Explorer (CE) in the USA [52, 53]. They are
both aimed at greatly improving the sensitivity around
the same frequency band of the LVK detectors, as well as
at extending observations at lower frequencies down to a
few Hz. The scientific potential of 3G detectors is huge,
with expected observations of 105-106 GW signals from
compact binary coalescences over few years of observa-
tions. ET and CE will deliver new breakthrough obser-
vations on multiple subjects encompassing astrophysics,
cosmology, and fundamental physics; see [54] for a sum-
mary of their science case.

In terms of cosmology, 3G detectors will exploit the
standard siren methodologies described above to attain
accurate and precise measurements of the cosmologi-
cal parameters. Bright sirens may yield sub-percent
constraints on H0 with O(100) observations of multi-
messenger BNSs, which are expected after few years of
operation [55–61] (similar results are claimed for binary
neutron star-black holes (NSBHs) [62]). However, the
expected EM counterpart signals from these BNSs can
only be detected at relatively low redshift (z . 0.5) [57],
implying that further cosmological parameters beyond
the Hubble constant may not be well measured, except
perhaps the equation of state of dark energy [63, 64].

Spectral sirens on the other hand will be able to ex-
ploit the full redshift range of observable binary black
holes (BBHs), which extends well beyond the reach of
BNSs for 3G detectors. This method will consequently
not only deliver stringent constraints on H0, but it will
also provide interesting results at high redshift for both
dark energy and further cosmological parameters [48, 65–
68]. Moreover, another similar method that will be appli-
cable to 3G detectors thanks to their exquisite precision,
consists in the simultaneous inference of both the equa-
tion of state of neutron stars and their redshift [69]. Such
an approach provides a redshift for each BNS, without
the need of an EM counterpart, but introduces a depen-
dence on the modelling of the equation of state of neutron
stars which can introduce systematics if not properly ac-
counted for. Nevertheless recent estimates provide fore-
casts on the measurement of the Hubble constant that
range from few % to sub-percent levels, showing that
further cosmological parameters are within reach of an
accurate measurement [60, 70–72].

Contrary to bright sirens, dark sirens in the 3G era
have not yet been systematically investigated. Recent ex-
ploratory studies, based on a number of over-simplifying
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assumptions and restricted to low redshift galaxy cata-
logs (z < 0.3), claim that constraints on H0 can reach an
extremely optimistic precision of O(0.01%), or even bet-
ter, in 5 years of observations [73, 74]. Other exploratory
investigations using either BBHs or NSBHs as “golden”
dark sirens, namely well-localised events for which one
single galaxy is contained in their sky localisation volume,
show instead that O(0.1)% constraints on H0 can be ob-
tained again in 5 years of observations [62, 75]. Less opti-
mistic results have been recently reported in [76], where
a more realistic simulation yields O(1)% constraints on
H0 and O(10)% constraints on Ωm with 300 BBHs de-
tected by ET plus one CE. Further analyses, under more
realistic assumptions and using the complete information
from galaxy catalogs, are clearly needed to make clarity
on the expected dark siren potential of 3G detectors.

The scope of the present paper consists in produc-
ing reliable cosmological dark sirens forecasts with BBH
mergers for the 3G era. Compared to the existing lit-
erature, our study extends to higher redshift, it reduces
the underlying simplifying assumptions making our sim-
ulation more realistic, and it enlarges the cosmological
inference to cosmological parameters beyond H0. In Sec-
tion VII we will compare our results with the ones re-
ported previously. All these results, especially if folded
together with other cosmological expectations from GW
large-scale observatories in the 2030s, notably for exam-
ple from space-borne detectors [77–86], show that 3G de-
tectors will usher an era of precision GW cosmology, sim-
ilarly to how EM telescopes and surveys opened an era of
precision EM cosmology 20-30 years ago. The era of the
“quest for one number”, namely H0, will leave space for
a plethora of different cosmological measurements with
GWs which will offer an unprecedented and clear picture
of the gravitational Universe.

This study is organised as follows. In Section II we
construct a realistic, simulated population of BBH merg-
ers based on the most recent LVK observations. In Sec-
tion III we present our approach to detect the GW sig-
nals emitted by BBHs and measure their parameters with
Fisher information techniques. In Section IV we describe
how we build our galaxy catalogs, produce GW sky-
localisation error volumes and associate potential host
galaxies to GW events. In Section V the details of our
Bayesian inference approach to measure the cosmologi-
cal parameters are outlined. In Section VI we present
the results of our analyses, namely the expected con-
straints on ΛCDM for different observational scenarios.
Finally in Section VII we discuss our findings, their im-
plications and compare them with the literature, while
in Section VIII we conclude.

II. SIMULATION OF THE MOCK
GRAVITATIONAL-WAVE EVENT CATALOG

In order to infer the cosmological parameters with 3G
detectors, we first need to define an astrophysical popu-

lation of BBHs. Each source parameter is extracted from
some probability density function which are motivated by
astrophysical assumptions. In the following we discuss
the generation of the parameters that characterise each
BBH, that is, the BH component masses and spins, sky
position, redshift, inclination, polarisation angles, and
coalescence time and phase. While most of these pa-
rameters are described by relatively trivial distributions,
others need to be investigated more carefully.

A. Masses

The recent observing runs with the Advanced LIGO
and Advanced Virgo interferometers (O1 [87], O2 [88]
and O3 [89]) enriched the graveyard of known compact
binary mergers with a total of 90 events, and the analysis
of the population properties of these events [90] shed light
on their nature. Here we adopt these latest results to
extract the masses of the individual components.

For BBHs, the primary BH mass distribution may be
described by different fits [90]. Among them, we choose
the POWER LAW + PEAK which provides a good descrip-
tion of the overall observations. This model features a
power law and a Gaussian peak around ∼ 35 M�, which
reflects the pair instability supernovae lower edge. Specif-
ically, the probability distribution reads

p(m1) ∝
[
(1− λpeak)B(m1) + λpeakG(m1)

]
S(m1) , (1)

where B(m) ∝ m−α is a power law with spectral index
α = 3.5, G(m) ∝ N (µBH, σ

2
BH) is a Gaussian with mean

µBH = 34 M� and width σBH = 5.69 M�, λpeak = 0.038
is a factor that controls the relative frequency of merg-
ers in the power-law-dominated region and the Gaussian
one, and finally S(m) ∈ [0, 1] is a smoothing piece-wise
function, defined through

S(m) =
0 if m < mmin,(
f(m−mmin) + 1

)−1

if mmin ≤ m < mmin + δm,

1 if m ≥ mmin + δm,

(2)

with

f(m) = exp

(
δm
m

+
δm

m− δm

)
, δm = 4.9 M� . (3)

We compute the secondary mass of the BBH through
the mass ratio. The probability distribution of this pa-
rameter is described by the following expression

p(q) ∝ qβS(qm1) , (4)

with spectral index β = 1.1. We refer the reader to
Ref. [90] for more details about these mass distributions.
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B. Spins

Each binary component is characterized by a spin vec-
tor. While the proper sample of the spins should keep
into account all the 3 spatial components, we choose to
assume only non-precessing binaries, i.e. systems where
the individual object spins are aligned with the total an-
gular momentum. Our choice reduces the complexity of
the simulations, since each object is now described by
1 spin component, which we set to be along the z axis.
In particular, BH spin magnitudes are extracted from a
uniform distribution between [−0.75, 0.75], as assumed
in recent works (e.g. [91]). Thus, we do not include the
effects of precession in the population.

C. Angles and coalescence time

Each binary is described by a set of different angles
which includes:

• The sky position angles, typically labelled by right
ascension (RA) and declination (DEC). These two
parameters range respectively between [0, 2π] and
[−π/2, π/2]. Assuming an isotropic Universe, we
sample the source sky positions uniformly on a
spherical surface according to

p(θ, ϕ)dθdϕ ∝ sin θdθdϕ = p(θ)dθ p(ϕ)dϕ , (5)

where θ = π/2−DEC is the colatitude and ϕ = RA
is the longitude, while

p(θ)dθ ∝ sin θdθ ,

p(ϕ)dϕ ∝ dϕ . (6)

• The inclination angle ι, defined as the angle be-
tween the line of sight and the angular momen-
tum of the binary. It takes values between [0, π],
where the lower (upper) boundary reflects face-on
(face-off) binaries, while the midpoint characterizes
edge-on binaries. The inclination angle is extracted
uniformly in cos ι. Hence, its probability distribu-
tion follows the same of θ, that is

p(ι)dι ∝ sin ιdι ∝ d cos ι . (7)

This is to avoid a uniform sample in ι which would
overestimate the number of loud (i.e. face-on and
face-off) sources.

• The polarisation angle ψ, which ranges between
[0, π]. This parameter represents a generic rotation
of the GW main axes on the plane perpendicular to
the direction of propagation. We extract ψ samples
from a uniform distribution.

• The coalescence phase Φc, with values within
[0, 2π]. It represents a reference value, convention-
ally associated to the merger, from which to deter-
mine the evolution of the phase of the GW signal.
Its values are drawn from a flat distribution.

In the same fashion, we draw uniformly the GPS co-
alescence time tc in a 1 yr time window, starting from a
fixed GPS reference time.

D. Redshift

While current observations still provide valuable infor-
mation on the distance distribution of compact binary
mergers, the horizon of current detectors is not suffi-
ciently large to allow a precise reconstruction of the red-
shift distribution of GW sources across the cosmic his-
tory. For this reason we design a probability density
function p(z) for the redshift which is based on plausible
astrophysical assumptions.

The merger of a binary system occurs after a time delay
td since its formation. Time delay, and the redshifts of
the merger zm and formation zf of the system are related
through

td =

∫ zf

zm

dz

(1 + z)H(z)

=

∫ zf

0

dz

(1 + z)H(z)
−
∫ zm

0

dz

(1 + z)H(z)
,

(8)

where H(z) = H0

√
Ωm(1 + z)3 + ΩΛ is the Hubble pa-

rameter, H0 is the Hubble constant, Ωm ≡ Ωm,0 is the
matter density parameter and ΩΛ is the dark energy den-
sity parameter. Equation (8) represents the lookback
time difference between zf and zm: given td and zf , one
can compute zm by inverting Eq. (8). We assume that
binary formation and merger are tracked by the star for-
mation rate density Ψ(z) (units M�Gpc−3yr−1) with the
addition of a prescription for time delay effects. Through-
out this work, we adopt the Madau-Fragos Ψ(z), modeled
by

Ψ(z) = a
(1 + z)b

1 + [c(1 + z)]d
M�Gpc−3yr−1 , (9)

where a = 0.01, b = 2.6, c = 1/3.2 and d = 6.2, as
reported in [92]. The merger rate density ṅ(z) (units
Gpc−3yr−1) is obtained by integrating Ψ(zf ) over all the
possible time delays:

ṅ(z) ∝
∫ tmax

d

tmin
d

dtd Ψ(zf (z, td)) p(td) . (10)

Here p(td) is a probability density function associated
to the time delay, while tmin

d and tmax
d are respectively

the minimum and maximum time delay of the distribu-
tion. For BBH systems we consider a minimum time
delay tmin

d = 10 Myr, while we fix the maximum to
tmax
d = 10 Gyr as in [91]. Furthermore, we assume

p(td) ∝ t−1
d , which becomes

p(td) =

(
ln

(
tmax
d

tmin
d

)
td

)−1

, (11)
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once rescaled. In the same fashion, Eq. (10) must be
normalized. To compute the normalization factor (units
M−1
� ), we require that ṅ(0) = ṅ0, i.e., that the merger

rate density evaluated at z = 0 must be equal to the
state-of-the-art local merger rate density of BBHs. In
particular, we adopt ṅ0 = 23.9 Gpc−3 yr−1 as reported
in [90].

Next, we obtain the merger rate per unit redshift bin
dR/dz through

dR

dz
(z) = ṅ(z)

dV

dz
(z) = ṅ(z)

4πc dc(z)
2

H(z)
, (12)

where dV/dz is the differential comoving volume element,
c is the speed of light and dc(z) = c

∫ z
0
dz̃/H(z̃) rep-

resents the comoving distance. However, Eq. (12) is a
source-frame quantity. The expansion of the Universe
affects the source-frame merger rate with a time dilation
factor dt/dtobs = (1 + z)−1, therefore the observer-frame
merger rate dR/dz reads

dR
dz

(z) =
1

(1 + z)

dR

dz
(z) . (13)

By integrating the observed merger rate, Eq. (13), one
can recover the total number of mergers per unit time in
the integration domain, i.e., the cosmic merger rate R.
Specifically:

R =

∫ zmax

zmin

dz
dR
dz

(z) , (14)

where [zmin, zmax] is the relevant redshift interval. Our
study focuses on GW sources within zmin = 0 and
zmax = 50, and the associated BBH cosmic merger rate is
R = 49 056 yr−1, which is in broad agreement with other
recent works (see e.g. [91, 93]). The redshift probability
density function p(z) is then given by

p(z) =
1

R
dR
dz

(z) , (15)

which represents our sampling distribution (see the
dashed-black histogram in the left plot of Fig. 2 for a
representative sample).

We convert the sampled redshifts in luminosity dis-
tances through the redshift-luminosity distance relation

d(z,Ω) =
c

H0
(1 + z)

∫ z

0

dz̃√
Ωm(1 + z̃)3 + 1− Ωm

, (16)

assuming a flat ΛCDM cosmology with values com-
ing from the Planck first-year data [94]: h =
H0/100 km s−1 Mpc−1 = 0.673 and Ωm = 0.315. These
values define our fiducial cosmology, on which is based
the galaxy catalog that we use (see Section IV A).

III. GRAVITATIONAL-WAVE DETECTION
AND FISHER ANALYSIS

The future of ground-based GW astronomy will be
led by 3G interferometers. This work aims at testing
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CE1 (baseline 40 km)

CE2 (baseline 20 km)
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FIG. 1. Sensitivity curve of the detectors considered in this
study, together with a GW150914-like signal, colors as in
legend. The characteristic strain is a dimensionless quan-
tity related to the detector’s power spectral density through√
fSn(f). In the case of a GW signal, instead, it is defined

as 2f |h̃(f)|. These two expressions, which implicitly enter in
Eq. (18), are useful to visualize the loudness of a GW sig-
nal when plotted together. The ET-D curve is rescaled, as
reported in [50], to take into account for the triangular ge-
ometry. Each detector observes a different strain, due to the
modulation of its respective antenna pattern function. Here
we display only the unprojected signal with the IMRPhenomXHM
waveform model.

the capabilities of ET and CE(s) by considering differ-
ent combinations of such detectors. In this study, ET is
assumed to have a triangular-shaped configuration of 3
independent detectors co-located in Italy (E1, E2, E3),
while CE consists of 2 independent L-shaped detectors,
placed respectively in the United States (CE1) and in
Australia (CE2). We adopt the latest sensitivity curves
available, specifically we consider the 10 km-arm ET-D
noise curve model [50] and the baseline 40-20 km arms
CE [53] curves, displayed in Fig. 1. We further limit our
work to the assumption that all the detectors are always
operative during the whole observation time (i.e., full
duty cycles are considered), which we set to be 1 yr. In
Table I we summarize the specifics of the individual ob-
servatories. In this study we concentrate on three partic-
ular networks of 3G detectors: a single ET, ET and CE1
(ET+CE1), and ET with the two CEs (ET+CE1+CE2).
We do not consider the network made up by CE1 and
CE2 (CE1+CE2) as we want to focus on ET and its po-
tential in a network.

A. Signal modeling and injection settings

We simulate each GW signal directly in the frequency
domain with a frequency resolution of df = 256−1 Hz,
starting from 1 Hz and up to a sharp cut at 4096 Hz. In
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Full name Short name Latitude Longitude x-arm azimuth y-arm azimuth Sn fstart

Einstein Telescope (ET)
E1 0.7615 0.1833 0.3392 5.5752 ET-D 1 Hz
E2 0.7629 0.1841 4.5280 3.4808 ET-D 1 Hz
E3 0.7627 0.1819 2.4336 1.3864 ET-D 1 Hz

Cosmic Explorers (CEs)
CE1 0.7613 −2.0281 1.5708 0 baseline 40 km 5 Hz
CE2 −0.5811 2.6021 2.3562 0.7854 baseline 20 km 5 Hz

TABLE I. Summary of the 3G GW detectors we consider in this study. Angles are rounded and expressed in rad, while the
last column refers to the lowest frequency of the associated power spectral density Sn.

the context of 3G detectors, GW signals may last from
some minutes to several hours. Earth’s rotation will play
a crucial role for the localisation of a source in the sky,
since each detector will observe a strain modulated by
its unique antenna pattern function. However, in this
work we consider BBHs, which emit signals in the 3G
band with typical duration that spans from a few sec-
onds and up to an hour. We therefore trade Earth’s
rotation effects with computational efficiency, leading to
conservative results in the rare limit of long lasting sig-
nals. We validate our choice by comparing the sky lo-
cation uncertainty of a GW150914-like signal including
and not including Earth’s rotation, finding no significant
improvement.

We further assume that each source may be resolved
and its parameters estimated independently. While we
may expect to observe some signals overlapping in time
(see, e.g., [95–97]), in this work we assume that by the
time 3G detectors will become operative we will be able
to make robust parameter estimation for all detected
compact binary signals, i.e. we can benefit from all the
BBH sources as dark sirens.

We model each signal, or injection, with the
IMRPhenomXHM [98] waveform in order to capture higher
harmonics, which are expected to be important for
asymmetric-mass binaries and can potentially break fun-
damental degeneracies between source parameters, most
notably luminosity distance and inclination [99–101].
This waveform model assumes non-precessing binaries,
so that each object’s spin is characterized only by one
spatial component parallel to the total orbital angular
momentum of the system, as modelled in Section II B.

We make use of the publicly available Python library
PyCBC [102] to generate our injections and compute the
quantities described in Eqs. (18) and (22).

B. The Fisher matrix approach

The parameter estimation of a GW source often re-
quires large computational resources due to the vast pa-
rameter space that needs to be explored with sampling
methods. The Fisher information matrix (FIM) frame-
work offers a more accessible way to assess the measure-
ment capabilities of detector networks [103] in the strong-
signal limit by approximating the parameter posteriors to
be Gaussian (under the assumption of Gaussian noise),

thanks to the analytic computation of estimators that al-
low to estimate the expected uncertainties affecting the
measured parameters. We stress that this approach is ro-
bust under optimal conditions, notably high SNR, which
is the typical situation that we consider in this work, and
it represents the approximation of a much more complex
statistical analysis.

The general expression for the output s(t) of a detector
can be written as the sum of a noise term n(t) and a
possible GW signal term h(t):

s(t) = n(t) + h(t) . (17)

Under the assumption that n(t) is a stochastic, station-
ary, and Gaussian function of time, the loudness of the
signal can be quantified through the signal-to-noise ratio
(SNR), defined as

SNR = (h|h)1/2 . (18)

Here the parentheses denote the inner product, which
reads

(A|B) = 4 Re

∫ +∞

0

df
Ã∗(f)B̃(f)

Sn(f)
, (19)

where the tilde symbol labels Fourier transformed quan-
tities and a star denotes the complex conjugate. The in-
ner product is weighted over the one-sided power spectral
density Sn of a detector, which quantifies the sensitivity
of an interferometer per frequency bin and is measured
in Hz−1. For a network of M detectors, the total SNRnet

is the square root of the quadratic sum of the individual
SNRs:

SNRnet =

√√√√ M∑
k=1

SNR2
k . (20)

In the presence of a high SNR signal, the
posterior distribution for the n source parameters
{Θ1, ... ,Θi, ... ,Θj , ... ,Θn} can be well approximated to
an n-dimensional Gaussian with covariance matrix

Σ = Γ−1 , (21)

where

Γij = (∂ih|∂jh) , (22)



7

2 4 6 8 10
z

0

1000

2000

3000

4000

5000

N
u

m
b

er
of

G
W

ev
en

ts

Total population: 49056

Detections (SNRnet ≥ 12):

ET: 35599 (72%)

ET+CE1: 45897 (93%)

ET+CE1+CE2: 47024 (95%)

100 101 102 103

SNRnet

100

101

102

103

104

N
u

m
b

er
of

G
W

ev
en

ts

ET

ET+CE1

ET+CE1+CE2

FIG. 2. Left: Redshift distributions of the total and detected population for different networks in one year of observation (full
duty cycle), colors as in legend. Right: Number of detected GW events left above a given SNRnet, colors as in legend.

is the Fisher matrix and ∂i ≡ ∂/∂Θi is the partial deriva-
tive with respect to the i-th source parameter Θi. When
multiple detectors are involved, the Fisher matrix of the
network is given by the sum of the individual ones:

Γnet =

M∑
k=1

(Γ)k . (23)

This formalism allows to access the uncertainty of the
i-th parameter by trivially taking the square root of the
diagonal element Σii of the covariance matrix, i.e.,

σi =
√

Σii . (24)

The computation of these quantities requires careful
numerical implementation. Specifically, in order to ob-
tain the Fisher matrix, we first need to evaluate the
partial derivative of the waveform with respect to each
source parameter. An effective way to do that is by per-
forming a symmetric derivative:

∂ih(Θi) = lim
δi→0+

h(Θi + δiΘi)− h(Θi − δiΘi)

2δiΘi
. (25)

When computed numerically, the symmetric derivative is
no longer a limit. Thus, to compute Eq. (25) we must
choose the magnitude of the infinitesimal increment δi for
each parameter. We compute Γij for different values of δi
and δj , and we validate our choice as soon as the Fisher
matrix element becomes a stable function of the infinites-
imal increments. We report the values1 we adopted for
each parameter in Table II. Once we obtain the Fisher

1 We stress that δi is a dimensionless value, and that the product
δiΘi enters in the computation of the derivative.

matrix for each source, we compute the correlation ma-
trix Σ through Eq. (21) and by adopting the lower-upper
decomposition method [104]. We validate the inversion
process and check the resulting matrix by evaluating

εinv = max
i, j
|(Γ · Σ)ij − 1ij | , (26)

where 1 is the identity matrix. We consider the inversion
successful if Eq. (26) returns εinv ≤ 10−3. Moreover, we
validated our implementation by comparing results with
other public pipelines (e.g. GWFAST[105], GWFish[106]).
Specifically, we made a common injection for each library
and compared SNR values, as well as the uncertainties on
the source parameters, with a particular focus on lumi-
nosity distance and the sky location, finding broad agree-
ment overall.

The quasi-circular, non-precessing waveform model
IMRPhenomXHM, once projected in a detector, is char-
acterised by 11 source parameters: the two individual
masses M1 and M2, the luminosity distance dL of the
source, the z-component of the two spins χz1 and χz2 ,
the sky position parameters θ and ϕ, the inclination
ι and polarisation ψ angles, the coalescence phase Φc
and time tc. We characterize the Fisher matrix with a
different set of parameters: in particular, the two indi-
vidual masses are replaced by the redshifted chirp mass
Mc = (1+z)(M1M2)3/5/(M1 +M2)1/5 and the symmet-
ric mass ration η = (M1M2)/(M1 + M2)2. We further
take the natural logarithm of Mc and dL to obtain di-
rectly their relative errors in the correlation matrix. We
define µ = cos θ as a parameterisation of the declination,
and the two individual z-oriented spins are replaced by
two orthogonal symmetrical and asymmetrical combina-
tions χS = (χz1+χz2)/2 and χA = (χz1−χz2)/2. The full
list of parameters is reported in Table II. We consider a
GW event as detected if SNRnet ≥ 12 and then compute
the Fisher matrix for the set of detected sources.
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Quantity Parameterisation δi
Redshifted chirp mass lnMc 10−6

Symmetric mass ratio η 10−6

Luminosity distance ln dL 10−5

symmetric spin χS 10−5

asymmetric spin χA 10−5

RA ϕ 10−5

DEC µ 10−5

Inclination ι 10−5

Polarisation ψ 10−6

Coalescence phase Φc 10−6

Coalescence time tc 10−10

TABLE II. Quantities computed in the Fisher matrix (pa-
rameterisations defined in the main text), together with
the associated infinitesimal increment δi used to compute
Eq. (25).

We now discuss the FIM results. In Section II D we
estimated O(105) GW sources per year, distributed over
cosmological distances. Interestingly, we find that a com-
bination of at least two 3G detectors will be able to detect
the vast majority of the simulated population, while ET
alone would still be able to detect a large fraction of the
total BBHs, as reported in the left panel of Fig. 2. These
GW events will be detected potentially up to high red-
shift: such result would be the key for population studies
to grow, leading to a better understanding of binary for-
mation and evolution (see e.g. [107, 108]) across cosmic
history with just 1 yr of observations. In the right panel
of Fig. 2 we report the number of detections as a func-
tion of SNRnet. We see that a large number of the GW
signals will be detected above SNRnet ∼ 100, with the
best cases given again by combinations of ET with at
least one CE. Under the FIM formalism, the parameters
associated to these sources are characterized by Gaus-
sian posterior distributions, with progressively smaller
width as the SNR increases. Focusing on the localisa-
tion of the source, which is crucial for dark siren stud-
ies, we expect σdL/dL and the sky location area ∆Ω to
scale with SNR−1

net and SNR−2
net respectively, as one can

see from Eq. (27). Our expectations are confirmed as
illustrated in Fig. 3, where we show that these trends
are well recovered. The progressively narrower disper-
sion of the points remarks also the importance of having
multiple detectors in the network of interferometers, as
this allows to break degeneracies and triangulate the GW
signal. Furthermore, higher harmonics in the waveform
model help disentangling the luminosity distance and in-
clination contributions to the signal’s amplitude, leading
to better constraints on these parameters. We find rea-
sonable agreement with similar studies which also make
use of higher modes, see e.g. [91, 93, 109].

IV. CROSS-MATCHING WITH GALAXY
CATALOGS

In this section we outline our simulation procedure for
galaxy catalogs and explain how we cross-match locali-
sation error volumes with potential host galaxies of the
GW source.

A. Galaxy catalog

The galaxy catalog employed in this work is gener-
ated by using L-Galaxies [110], a state-of-the-art semi-
analytical model (SAM) applied on top of the merger
trees of dark matter simulations. Specifically, we run the
SAM on the Millennium simulation [111] whose halo mass
resolution (2× 1010 M�) and box size (685 Mpc) offer a
good compromise to trace the cosmological assembly of
galaxies with stellar mass M∗ > 109 M�. By using the
procedure presented in [112] we transform the outputs of
L-Galaxies into a customized lightcone which embraces
one octant of the sky and contains the physical prop-
erties (such as mass, magnitudes, observed and cosmo-
logical redshift) of all the galaxies with M∗ > 1010 M�
up to z = 3. Regarding the cosmological parameters,
the version of L-Galaxies used in this work re-scales
the original values used in the Millennium (WMAP1 &
2dFGRS concordance cosmology) to match the ones of
Planck first-year data [94] (which is the fiducial cosmol-
ogy defined in Section II D).

In this work, we explore two different scenarios. In
our main scenario, we study low-z GW sources (z < 1)
whose galaxy fields could be traced by current galaxy
catalogues provided by SDSS Legacy Survey [113] or up-
coming missions like EUCLID [114] and WFIRST [115].
On the other hand, we consider an optimistic scenario
where we take advantage of the full redshift depth of the
lightcone and analyze high-z GW events (z < 3). In
this case, future deep surveys like LSST will be able to
provide complete photometric galaxy catalogues [116].

Galaxies with M∗ < 1010 M� are more numerous than
more massive galaxies, but harder to detect (see e.g. [117–
120]). Future surveys are likely to reflect this challeng-
ing issue (especially at high-z), leading to incompleteness
effects in the low-mass regime similar to the ones repro-
duced in our mock catalog. On the other hand, we expect
that dwarf galaxies have a secondary role in cosmological
inference given that their low stellar masses reduce their
probability of hosting GW events. Taking into account
all this, we assume that BBHs cannot be hosted by galax-
ies with M∗ < 1010 M�, which could be implemented in
our cosmological inference by adding a mass-dependent
weight to each galaxy (see Eq. (35) below). We refer to
our catalog as “complete” under these assumptions.
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B. Gravitational-wave localisation error volumes

We can now use the parameter uncertainties estimated
with the FIM analysis to estimate the localisation error
volume, or “error-box”, of each GW event. Each error-
box will be populated by the galaxies contained in our
light cone. To this end, we are mainly interested in the
measurements of the GW luminosity distance and the sky
position. Given the parameterizations listed in Table II,
we recover their errors through

σdL
dL

=

√(
σdL
dL

)2

GW

+

(
σdL
dL

)2

WL

,

∆ΩX% = −2π
√

ΣµµΣϕϕ − (Σµϕ)2 ln

(
1− X

100

)
,

(27)

where (σdL/dL)GW =
√

Σln dL ln dL is the uncertainty
coming from the Fisher matrix, while (σdL/dL)WL keeps
into account for the contribution of weak lensing (WL)
to the measure. As described in [78], we model this term
through2

2 As noted in [121], we correct for a missing factor 1/2 in this
expression with respect to the one reported in [78]. No de-
magnification is considered here, contrary e.g. to [83].

(
σdL
dL

)
WL

= 0.033

(
1− (1 + z)−0.25

0.25

)1.8

. (28)

In Eq. (27), ∆ΩX% is expressed in sr and X% represents
the percent confidence interval (CI) of the measure [105,
122]. We compute ∆Ω90% so to be able to compare our
results with most of what can be found in the literature.

Since our ensemble of GW events is generated in-
dependently of the galaxy catalog, we need to cross-
match the eligible binaries within the Millennium Uni-
verse. The following procedure is applied to a subset of
the simulated GW events. The eligible BBHs must sat-
isfy SNRnet > 300: this selection ensures great precision
both in luminosity distance and sky location, two essen-
tial requirements that limit the potentially prohibitive
number of galaxies Nhosts per GW localisation error vol-
ume. However, ET alone does not provide very accurate
sky localisation and luminosity distance measurements.
Therefore, when we consider ET alone, we further require
binaries to feature 3σµ = 3

√
Σµµ and 3σϕ = 3

√
Σϕϕ

small enough to be able to fit within the angular aperture
of the light cone. For a similar reason, we also require
3σdL/dL ≤ 1.

For each eligible dark siren, we follow the procedure
detailed below:
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1. Assuming our fiducial cosmology, we compute the
redshift interval z ± 3σz from the 3σ measure-
ment of dL, and we list all the galaxies whose cos-
mological redshift lies within this range. Among
them, we extract a galaxy with probability given
by N (dL, σ

2
dL

), and we label it “true host” of the
GW event. We denote the true host sky coordi-
nates by Θth = {µth, ϕth}.

2. Next, we extract the center of the localisation er-
ror volume Θc = {µc, ϕc}, namely we redefine the
maximum of the 2D Gaussian in {µ, ϕ}, ensuring
that the true host falls within a 3σ sky location
region from it and is consistent with the GW sky
location uncertainty computed in Section III. To do
so, we draw Θc from N (Θth, Σ∆Ω), where Σ∆Ω is
the 2D sky location sub-covariance matrix of the
GW signal. This new point redefines the best di-
rection (i.e. the peak of the Gaussian) measured by
the GW detector.

3. We then compute the redshift boundaries of the
localisation error volume that we will use for the
cosmological inference. This needs to take into ac-
count the full prior ranges of the cosmological pa-
rameters, otherwise we would implicitly assume a
prior given by our fiducial cosmology. We refer to
this new, much broader interval as [z−, z+]. In
practice this is computed as z− = min [z − 3σz]
(z+ = max [z + 3σz]) where the min (max) is taken
with respect to all possible values of the cosmolog-
ical parameters within the allowed priors that we
assume to be h ∈ [0.6, 0.86], Ωm ∈ [0.04, 0.5].

4. Since peculiar velocities affect galaxy redshift mea-
surements, we need to model the related uncer-
tainty. Following [85, 123], we characterize this ef-
fect as [124]

σvp(z) = (1 + z)
vp
c
, (29)

where vp = 700 km s−1 is representative of the stan-
dard deviation of the radial peculiar velocity distri-
bution of the galaxies in the catalog. The redshift
interval is therefore updated to [z−−σvp(z−), z+ +
σvp(z+)].

5. We populate the localisation error volume with all
the galaxies that fall within a 3σ sky location region
from the center Θc and inside [z−− σvp(z−), z+ +
σvp(z+)]. These galaxies represent the potential
host candidates of the GW event.

6. For each potential host in the localisation error vol-
ume, labeled by j (j = 1, ..., Nhosts), we compute
a normalised galaxy “weight” wj according to its
position in the sky relative to the center of the lo-
calisation volume:

wj ∝ N (Θc,Σ∆Ω)
∣∣
(µj ,ϕj)

. (30)

Once built, we only consider the localisation volumes
whose z+ + σvp(z+) value does not exceed a maximum
redshift threshold, which is zmax = 1 for our fiducial case,
and zmax = 3 for the optimistic one. We illustrate the
outcome of this procedure in Fig. 4.

Each network observes the BBHs population with dif-
ferent SNRnet and recovers different values of the uncer-
tainties. We therefore expect different number of localisa-
tion error volumes for each configuration of detectors, as
shown in Fig. 5, where we also display how Nhosts scales
with the SNRnet. Nonetheless, it is worth noting that
the same GW event can satisfy the conditions detailed
above in more than one network.

V. COSMOLOGICAL INFERENCE

We adopt the dark siren approach to infer the cosmo-
logical parameters. We thus cross-match GW luminosity
distance information with EM galaxy catalog redshifts
through the luminosity distance-redshift relation in a flat
ΛCDM model, as explained in Section IV. In what fol-
lows we discuss the Bayesian framework apt to make the
inference of the cosmological parameters.

A. Bayesian formulation

We are interested in using a set of GW observations
D = {Di}Ni=1 to jointly constrain the cosmological pa-
rameters Ω = {h, Ωm} in a flat ΛCDM model, namely
the two parameters that determine the dynamics of the
Universe at the background level. We represent the
ΛCDM cosmological model by H and any background
information that is useful for the inference problem with
I, including the redshift information about the galaxy
catalog. Our mathematical framework is mainly based
on [123], of which we summarise the main concepts here
(see also [81, 125, 126]).

From Bayes’ theorem, the posterior probability distri-
bution can be computed as

p(Ω|D,H, I) ∝ p(Ω|H, I) p(D|Ω,H, I), (31)

where p(Ω|H, I) is the prior probability distribution
for the cosmological parameters h and Ωm, while
p(D|Ω,H, I) is the likelihood function for the GW data
set D, that, for statistically independent events, can be
written as:

p(D|Ω,H) =

N∏
i=1

p(Di|Ω,H). (32)

We choose our data set according to the SNRnet of the
event. The assumption of an SNRnet detection threshold
as a proxy for the detectability of an event has the ef-
fect to constrain the range of GW luminosity distances,
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FIG. 4. Graphic representation of three representative localisation error volumes, displayed per column. The top panel shows
the distribution of the Nhosts galaxies (circles) falling inside it on the RA-DEC plane, where the color-scale represents the
magnitude of the hosting probability, as computed from Eq. (30), from white (high) to purple (low), while the dashed ellipses
denote the 1σ, 2σ, and 3σ probability contours. A red cross marks the selected true host. The bottom panel displays how
these galaxies are distributed in redshift. Here the red solid line marks the selected true host, the green dashed lines denote
the redshift interval obtained by inverting Eq. (16) assuming dL±3σdL and our fiducial cosmology, while the black dotted lines
are the boundaries of the localisation error volume that take into account the full prior range on the cosmological parameters
and galaxy peculiar velocities, computed as described in Section IV B.

which, in turn, can bias the estimate of the cosmolog-
ical parameters. Accounting for the GW selection ef-
fect requires to normalise the single-event likelihood by
means of a selection function, which is estimated as the
single-event likelihood integrated over all data sets that
would be classified as detected according to our detec-
tion statistic [127, 128]. However, in this study we focus
on high-SNR events, which allows us to partially sim-
plify the inference problem, not including selection bias
corrections and reducing the already significant compu-
tational cost of the analysis. We find indeed that, for
all the SNRnet thresholds considered in this analysis, se-
lection biases are subdominant compared to statistical
uncertainties (see Section VI). The correction for GW
selection effects typically requires to assume a detection
model and a population model; since we ignore selection
effects, our cosmological inference is thus independent
of any assumption on population models. The reason
why we do not observe any sensible systematic error can
be explained by the fact that, due to the precision of
the GW parameter estimation in the SNRnet limit, the
selection function is only weakly dependent on the cos-
mological parameters; thus, the selection function, which

can be seen as a correction factor to Eq. (31), can be
approximated as an overall constant which does not sig-
nificantly change from event to event. As we include
less informative events in our analysis, that is, lower-
ing the SNRnet threshold, this argument does not hold
and selection biases can become comparable to statistical
uncertainties, significantly affecting posterior estimates
(see, e.g., [26]). In our simulation we find that lower-
ing the SNRnet threshold to 200 already yields a non-
negligible bias. Moreover, the inclusion of GW events
with SNRnet < 300 pose as well challenges from the point
of view of the computational cost of the analysis, as dis-
cussed in Section V B. For these reasons, in this study
we limit ourselves to the analysis of the most informative
events with SNRnet > 300.

Another potential source of bias may come from the
incompleteness of the galaxy catalog [15, 23, 24, 26]. In
this analysis we use a light cone that by construction con-
tains all the galaxies with M∗ > 1010 M� up to z = 3,
irrespective of their magnitude: this allows us to sim-
plify the formalism and assume the completeness of the
galaxy catalog up to the redshift covered by the light
cone (see Section IV A for a discussion on the validity of
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FIG. 5. Left: Correlation between the number of hosts Nhosts per error-box and the SNRnet of the associated dark siren.
Each circle represents the localisation error volume of a GW event that satisfies the conditions detailed in Section IV B in a
specific network (labels in the legend). For this reason, the 3 networks do not share the same number of GW events. Right:
Distribution of Nhosts in the generated localisation error volumes, colors as in the left plot. The values of Nhosts in both panels
are averaged over the 5 realisations considered in this study.

this assumption in the context of 3G detectors).
After marginalisation over the GW nuisance param-

eters which are not relevant for this analysis, and as-
suming that we can neglect the correlation between the
detector measurements of the angular coordinates and
distance, so that the joint GW likelihood on sky posi-
tion and distance parameters factorises, the single-event
“quasi-likelihood” [129] can be written as [123]

p(Di |Ω,H, I) ∝
∫
ddL dzGW p(dL | zGW,Ω,H, I)×

× p(zGW |Ω,H, I) p(d̄L | dL, zGW,H, I).

(33)

The term p(dL | zGW,Ω,H, I) is the probability of obtain-
ing the luminosity distance assuming we know the source
redshift and the cosmological parameters:

p(dL | zGW,Ω,H, I) = δ(dL − d(zGW,Ω)). (34)

The GW redshift prior term p(zGW |Ω,H, I) reflects the
properties of the localisation volume and the potential
host galaxies that are within it:

p(zGW |Ω,H, I) ∝
Nhosts∑
j=1

wj N (zGW, σ
2
vp)
∣∣
zj
, (35)

where we account for the peculiar velocity uncertainties
of each galaxy assuming Gaussian functions in redshift
with σvp(z) given by Eq. (29). Here we are also includ-
ing the weights computed in Eq. (30), that are derived
from the marginalisation of the quasi-likelihood over the

GW angular coordinates ϕ and µ, that we assume to coin-
cide with the angular coordinates of each of the potential
hosts. We note that while in principle one could assign
galaxy weights according to, e.g., astrophysical proper-
ties of the galaxies [21], here we only use information
coming from the GW marginal distribution over the sky
position angles (see Sec. IV A however). We remark that
since we account for peculiar velocity uncertainties, we
also infer the redshift of the GW events, which we then
marginalise over to get the cosmological posterior sam-
ples in Eq. (31).

Finally, the remaining term p(d̄L | dL,Ω, zGW,H, I)
represents the detector quasi-likelihood in the luminos-
ity distance for the i-th event, as measured by a network
of M detectors,

p(d̄L | dL, zGW,H, I) =

M∏
k=1

p(d̄
(k)
L | dL, zGW,H, I) , (36)

which we approximate as a Gaussian distribution [81, 85,
123] centred on the best estimate d̄L with uncertainties
coming from the Fisher analysis presented in Section III.
After the integration over dL, we have:

p(d̄L | d(zGW,Ω), zGW,H, I) ∝ N (d̄L, σ
2
dL)
∣∣
d(zGW,Ω)

,

(37)
and Eq. (33) becomes

p(Di |Ω,H, I) ∝
∫
dzGWN (d̄L, σ

2
dL)
∣∣
d(zGW,Ω)

×

×
Nhosts∑
j=1

wj N (zGW, σ
2
vp)
∣∣
zj
,

(38)
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which we compute through a Nested Sampling algorithm.

B. Numerical implementation

We estimate the posterior distribution in Eq. (31) with
cosmoLISA [130], a public pipeline for the Bayesian infer-
ence of the cosmological parameters with simulated GW
observations. cosmoLISA computes the single-event like-
lihood Eq. (38) and the posterior samples in Eq. (31)
by making use of a Nested Sampling algorithm as im-
plemented in CPNest [131], a public package optimised
to parallelise Nested Sampling computation. In a typical
cosmoLISA run, we employ 5 Nested Samplings in parallel
of 1000 live points each, making a total ensemble of 5000
live points per run. At each step of each Nested Sam-
pling, we independently evolve 6 live points via MCMC
with maximum number of steps equal to 5000. Although
rather expensive from a computational point of view, we
found that this is the ideal setup to face the complexity of
the likelihood and to get numerically stable and reliable
results. In this work we used the commit 3760800 of the
branch massively parallel of CPNest. For the cosmo-
logical prior we assume uniform distributions in the same
range of values used for the production of the localisation
error volumes, while each GW event redshift is marginal-
ized in the redshift interval defined by its localisation er-
ror volume (see Section IV). Since the marginalisation
over redshift is done through Nested Sampling, the di-
mension of the parameter space to be explored (or equiva-
lently, the dimension of the integral to be computed to es-
timate the evidence) increases with the number of events,
which makes the analysis of large number of dark sirens
impracticable from a computational point of view. More-
over, the computational cost raises quickly as we lower
the SNRnet threshold, since we add GW sources having
large localisation error volumes with potentially several
thousands of galaxies inside. To overcome this problem,
which makes the analysis of N & O(40) GW events pro-
hibitive, here we adopt a different procedure compared
to [123]: when considering a large number of events that
would be too computationally costly to analyse with a
single cosmoLISA run, we split our data set in random
subsets of less than O(40) events that we analyse sep-
arately. Then we model p(Ω|D,H, I) by combining the
posterior samples for Ω obtained from these data subsets
via a Dirichlet process Gaussian mixture model, a fully
Bayesian non-parametric method to reconstruct proba-
bility density functions out of a finite number of samples
(see, e.g., [132]), using the approximate variational algo-
rithm [133] as implemented in [134]. We tested the ro-
bustness of the posterior reconstruction by checking, for
some representative cases, that the results obtained with
this procedure are equivalent to those obtained without
splitting the data set.

VI. RESULTS

In what follows we present our estimates of the cos-
mological parameters for 1 year of network observation
(assuming full duty cycle). For the GW population pro-
duced and analysed in Section III, we repeat the pro-
duction of the localisation error volumes described in
Section IV B five times to consider a reasonable sample
of realisations in the galaxy distribution, and then av-
erage the cosmological posterior samples obtained from
the analysis of each of these realisations to estimate me-
dians and credible intervals of the cosmological parame-
ters. First, we consider a fiducial scenario defined by a
selection threshold equal to SNRnet = 300 and a galaxy
catalog complete up to z = 1 (Section VI A). We then
investigate how results change if we consider: different
increasing values of SNRnet (Section VI B); the inference
of h only, assuming Ωm known (Section VI C); single-host
dark sirens only (Section VI D). Finally, we question how
forecasts change in an optimistic scenario where we have
a complete galaxy catalog up to z = 3 (Section VI E).
Unless otherwise specified, in the following we will draw
our main conclusions based on the 90% CI estimates pro-
vided by each network of detectors for each parameter,
whose precision is estimated from the mean half-width
and median of the posterior distribution.

A. Fiducial case: SNRnet > 300 at z < 1

We define our fiducial scenario by imposing an SNRnet

threshold of 300 and a galaxy catalog complete up to z =
1. As discussed in Section V, the choice SNRnet = 300
is a trade-off between our availability of computational
resources and the validity of our formulation of the like-
lihood. The redshift catalog limitation is assumed based
on realistic expectations of galaxy surveys in the era of
3G detectors, according to which completeness of all-sky
readily available galaxy catalogs rapidly declines after
z = 1 (in Section VI E we will investigate an optimistic
scenario in which we assume that a dedicated deep sur-
vey capable of yielding a complete catalog up to z = 3
along the GW sky localisation cone is available for each
dark siren). In this scenario we are effectively selecting
the best-localised events (see Fig. 3).

Results for our fiducial scenario are presented in Ta-
ble III, where we report a mean precision averaged over
the analysis of the five different realisations of the local-
isation error volumes, while in Figs. 6 and 7 we show
joint posteriors obtained from a representative realisa-
tion of the localisation error volumes, chosen as the one,
among all of the five realisations analysed, that has the
median precision for h. From the joint inference of h and
Ωm, we find that ET is able to constrain h at the 2.3%
with N = 44 events (to save computational resources in
this estimates we excluded on average two dark sirens
which had more than 105 galaxies falling inside its local-
isation error volume). The network ET+CE1 improves
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the precision by a factor of ∼ 1.6 (0.9%), with roughly
4 times the number of dark sirens observed by ET only
(N = 219). A slight improvement is observed with the
network ET+CE1+CE2, where N = 278 dark sirens can
produce a measure of h at the 0.7% level. These num-
bers suggest that if we want to reach a ∼1% precision on
the measure of h, we need to consider at least a network
made of two 3G detectors. Adding a third detector to the
network may allow us to reach a sub-percent precision.
This level of precision on H0 would allow us to solve the
Hubble tension within one full year of 3G observations,
assuming the tension persists until the 3G era.

The situation for Ωm is different. ET alone can only
poorly constrain this parameter (32%), while a network
of at least two detectors allows us to reach a 11.2% pre-
cision, which, in the optimistic scenario of the network
ET+CE1+CE2, could go down to a 9%-level measure.

Our fiducial results are slightly better than the ones
recently reported in [76]. In there a dark sirens analy-
sis similar to ours has been considered for the ET+CE1
scenario only, with average forecast constraints reaching
∼1% for H0 and ∼20% for Ωm (at 68% CI) with 300
BBHs. This discrepancy can be attributed to the differ-
ent settings of the simulations. For example, contrary to
our setup, in [76] higher GW modes in the GW signal
are not included. Given their importance in obtaining
accurate sky localisation volumes, thanks to their role
in breaking degeneracies between GW waveform parame-
ters, this may explain the slightly more optimistic results
obtained in our analysis.

B. Higher SNRnet thresholds at z < 1

In Fig. 7 we show how our forecasts change as a func-
tion of increasing SNRnet threshold values, in order to
characterise the importance of the loudest observed dark
sirens for cosmological inference. We choose some repre-
sentative threshold values of SNRnet = 600, 500, 400 and
repeat the cosmological analysis for each respective data
set. Starting from the highest SNRnet threshold, in the
case SNRnet > 600 (not shown in Fig. 7) ET can ob-
serve N = 5 events which, however, are not informative
for the ΛCDM parameters, while the network ET+CE1
(N = 44) and ET+CE1+CE2 (N = 55) lead to 1.5%
and 1.2% constraints on h, respectively. These results are
similar to those obtained in the case SNRnet > 500, while
Ωm is constrained at the 23.5% (ET+CE1) and 18.7%
(ET+CE1+CE2). Including events at SNRnet > 500 and
SNRnet > 400, we increase the number of events (see
Fig. 7) and, as expected, we get better constraints for
both ΛCDM parameters. The shrinkage evolution of the
marginalised posteriors is evident from Fig. 7, where we
report the number of events passing the SNRnet thresh-
old and the precision for each case. As for the fiducial
scenario, here we also report results from the realisation
that gives the median precision on h. Overall, we can
see how results for h are less dependent on the number
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FIG. 6. Posterior distributions (68% and 90% credible re-
gions) in the h − Ωm plane for 1 year of observation, from
the analysis of a representative realisation of the localisation
error volumes, as described in Section VI A (fiducial scenario,
full duty cycle). In each panel, the cyan dotted lines represent
the fiducial cosmology.

of events with respect to Ωm. This can be explained
by the fact that the measurement of h mainly depends
on the observation of nearby events, which are mostly
characterised by high SNRnet. Constraints on Ωm are in-
stead more dependent on mid-high redshift dark sirens,
therefore the inclusion of lower-SNRnet events has more
impact. Our analysis suggests that most of the cosmolog-
ical predicting power of 3G BBH dark sirens is contained
in high SNR events; yet, to find the most accurate fore-
casts one should include also lower SNR events, even-
tually considering all events above detection threshold.
Such a complete analysis however is prohibitive with the
computational resources at our disposal. Our methods
of inference need to be further developed and optimised
before such a study will be possible, but nevertheless the
approach considered here is a good compromise that pro-
vides sufficiently accurate forecast estimations at a rela-
tively affordable computational cost.

C. SNRnet > 300 at z < 1: assuming Ωm known

Here we repeat the analysis with the same data set
used in our fiducial scenario assuming that we know Ωm
exactly. This reduces our cosmological model from two
to only one parameter to infer. We perform this analysis
mainly to compare with other results in the literature,
but as a further motivation a scenario in which the Hub-
ble tension persists to the 3G era while Ωm is measured
with high precision by EM observations is not excluded.
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FIG. 7. Comparison of the precision for the joint inference of h and Ωm using N dark sirens with a galaxy catalog complete up
to z < 1 for some representative realisations of the localisation error volumes, as defined in Sections VI A and VI B. Red (blue)
intervals show 68% (90%) CI (precision shown next to them), considering different detector networks and SNRnet thresholds
for 1 year of observation.

For ET, we find that h is constrained with a precision of
1.1%. With ET+CE1 and ET+CE1+CE2, we reach sim-
ilar sub-percent precision, around 0.3%, even if the latter
network observes more events. In fact, these events are

mostly at high redshift, thus they do not contribute sig-
nificantly to the measure of h.

We compare again our results with the ones we can find
in the literature. Ref. [74] claims that the ET+CE1+CE2
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Network
N ∆h/h (%) ∆Ωm/Ωm (%)

z < 1 z < 3 z < 1
z < 1 z < 1

z < 3 z < 1
z < 1

z < 3
fixed Ωm single-host single-host

ET 44 45 1.5 (2.3) 0.7 (1.1) 2.3-None (3.8-None) 1.4 (2.2) 23.3 (34.2) - 22.2 (33.1)
ET+CE1 219 256 0.5 (0.9) 0.2 (0.3) 1.5-1.7 (2.3-2.7) 0.5 (0.8) 6.7 (11.2) - 6.5 (10.9)
ET+CE1+CE2 278 335 0.4 (0.7) 0.2 (0.3) 1.3-1.5 (2.1-2.4) 0.4 (0.6) 5.4 (9.0) - 4.5 (7.5)

TABLE III. For each network of detectors (column 1), we report the number N of dark sirens with SNRnet > 300 used
in Section VI for 1 year of full observation, assuming a galaxy catalog complete up to z < 1 and z < 3 (column 2-3). We report
68% (90%) CI for h and Ωm (column 4-7 and 8-10) assuming SNRnet > 300 and: using a complete galaxy catalog up to z < 1,
inferring both parameters or assuming Ωm known, analysing single-host dark sirens only, and using a complete galaxy catalog
up to z < 3. The quantities ∆h (∆Ωm) and h (Ωm) are the mean half-width of the posterior distribution and the median,
respectively. We report a mean precision averaged over the five different realisations analysed. For the single-host analysis
(columns 6 and 9) the average number of events are reported in Section VI D: for ET, None represents the worst realisation
where we did not have any single-host dark siren, while ‘-’ means that the posterior distribution on Ωm is on average not
informative due to the low-redshift of the single-host events.

network can deliver a surprising O(0.001%) constraint
on H0 within 5 year of observations of BBHs at z <
0.3. This differs by two orders of magnitude from the
numbers we reported above for 1 year of observations.
Such a discrepancy is clearly due to differences in the
two simulations. For example, by comparing Fig. 6 in [74]
with our Fig. 5, it is clear that on average the number of
galaxies contained within a BBH sky localisation volume
is much smaller in [74], where basically it never exceeds
10 with the majority of GW events (O(100)) having one
single potential host galaxy, than in our setup, where we
count on average hundreds of galaxies per GW event with
only a handful of BBHs having 10 galaxies or less. From
this comparison we clearly understand that the forecasts
provided in [74] are extremely optimistic if compared to
our study.

D. SNRnet > 300 at z < 1: single-host dark sirens
only

In case a dark siren has only one potential galaxy host
falling within the localisation error volume, we may con-
sider them as “effective bright sirens”. These “golden
sirens” are expected to be powerful probes of the cosmo-
logical parameters, since the redshift information comes
from a single galaxy. The only caveat is that such golden
sirens are not expected to be very numerous, since in gen-
eral they are characterised by having localisation error
volumes small enough to contain just one galaxy. More-
over they are observed preferentially at low redshift since
on average the higher the distance to the source, the
larger its sky localisation volume, and consequently the
less likely there is only one galaxy within. Nevertheless,
given their similarity with bright sirens, it is of interest
to understand how useful these golden events can be in
the inference of the cosmological parameters. In general,
all the realisations have at least a few golden dark sirens
(see the first bin on the x-axis of the right plot in Fig. 5).
In all the three network configurations, we find that
single-host dark sirens cannot constrain Ωm. This is not

surprising given the low-redshift of these golden events:
z < 0.08 for ET, z < 0.17 for ET+CE1, and z < 0.25
for ET+CE1+CE2. Yet, these GW events can constrain
the Hubble constant h in all the three network configu-
rations. In one out of the five realisations of the BBH
population with different localisation error volumes, ET
has no single-host dark siren: this represents the worst-
case scenario, while in the other realisations ET has on
average N = 2 events, leading to constraints on h ranging
from 3.8% to 6.2%. For the network ET+CE1, we have
on average N = 7 single-host GW events, which allow for
constraints on h at the level of 2.3%-2.7%, respectively.
Finally, ET+CE1+CE2 gives similar results to ET+CE1,
with on average N = 11 observations and h constrained
with a 2.1%-2.4% precision. We can now compare our
results with the ones reported by similar studies in the
literature exploiting golden sirens observed by a 3G net-
work [62, 75]. Ref. [75] in particular consider a similar
population of BBH golden sirens and reports constraints
on H0 that can reach O(0.1%) at 68% CI or better within
2 years of observations with ET+CE1+CE2 and only
considering events at z < 0.1. If compared with the
numbers we report above, our results are more than one
order of magnitude worse than the one reported in [75].
This is not surprising and may be due to several rea-
sons, in particular to the different assumptions that have
been employed in the two different studies which overall
are more optimistic in [75] than in our study (e.g., there
is no redshift uncertainty, the linear Hubble law is used
with H0 as the only parameter to be inferred, simpler
BBH populations are employed). The more realistic sim-
ulations performed here suggest that golden sirens from
3G detectors will not be able to constrain H0 at the sub-
percent level, but nonetheless reach an interesting O(1%)
precision.

E. SNRnet > 300 at z < 3

As presented above, our fiducial scenario considers a
galaxy catalog complete at z < 1. This is a somehow
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conservative scenario in which we can perform 3G cosmo-
logical analyses only with readily available all-sky galaxy
catalogs, which we assume will be complete up to z = 1
in the 3G era. Nevertheless in a more optimistic scenario
one could foresee that dedicated deep-field surveys will be
performed along the sky-localisation cone of each BBH
detected with SNRnet > 300. As we have shown above
this SNRnet threshold yields at most a few hundreds BBH
detections per year, specifically with the ET+CE1+CE2
network. Providing a deep-field galaxy survey for each of
these events may seem unfeasible, but one must remem-
ber that the follow-up survey can be taken even years
after 3G detectors have obtained the GW data. This
means that, provided adequate EM telescope resources
will be available during or after the 3G detector era, such
a scenario can be considered realistic.

In general, we expect some improvement on the mea-
sure of Ωm, which is more sensitive to high-z observa-
tions. With a relatively larger number of high-redshift
dark sirens (see Table III), we find that constraints on
H0 substantially coincides with those obtained in our
fiducial scenario (z < 1), while we obtain only slightly
stringier constraints for Ωm, the most sensible difference
being for the network ET+CE1+CE1, which may reach
a precision of 7.5% at 90% CI, starting from a z < 1
result of 9.0%.

These results suggest that BBHs at z > 1 will not
substantially contribute to measurements of H0 and Ωm.
This is certainly due to the lower accuracy with which
BBHs at high redshift, which on average have a lower
SNR, can be localised in the Universe. The wider sky
localisation volume will in fact contain a large number of
potential host galaxies, conveying basically no informa-
tion on the posteriors of the cosmological parameters.

VII. DISCUSSION

The ensemble of results we reported above constitutes
the most up-to-date realistic cosmological forecasts with
3G BBH dark sirens. In this section we discuss few im-
portant issues and limitations of our investigations.

A. Expectations from longer observations

In Section II D we reported an expected BBH cosmic
merger rate of ∼50000 per year. Although the results
presented in this study come from 1 year of data record-
ing, 3G detectors are going to be the cornerstone of GW
observations for the next decades and operate for sev-
eral years. An analysis similar to ours over a multi-
year dataset of 3G dark siren observations would be pro-
hibitive with the computational resources at our disposal.
Nevertheless we can obtain a simple estimation starting
from the results we obtained for one year of data and
extrapolating them assuming they scale as the square
root of observational time, which is directly related to

the number of observed dark sirens. We stress that this
is clearly an oversimplification useful only to provide us
with approximate estimates.

Starting from the numbers in Table III, we compute
the constraints on H0 and Ωm expected in 3, 5, and 10
years of observations for our fiducial scenario. The re-
sulting estimates are reported in Table IV. We can clearly
see that all 3G detector networks will be able to reach
sub-percent constraints on H0 within few years of obser-
vations, with the ET+CE1 and ET+CE1+CE2 networks
able to deliver O(0.1%). On the other hand, constraints
on Ωm hoover around O(10%) for the ET network and
around few % for the ET+CE1 and ET+CE1+CE2 net-
works irrespectively of the observational time.

B. Comparison with the literature

In Section VI we confronted our estimates with the
ones reported by comparable investigations that we found
in the literature. Here we briefly summarise the results
of these comparisons. Our analysis with ET+CE1+CE2
and single-host events only, leads to a few % precision
on H0, which is worse by an order of magnitude than
what reported in [75], as discussed in Section VI D. Fur-
thermore assuming Ωm known, our constraints on H0

with the detector network ET+CE1+CE2 are on the or-
der of the sub-percent, which is two orders of magnitude
lower than what found in [74] (see discussion in Sec-
tion VI C). Our findings are in better agreement with,
though slightly better than, the ones reported in [76],
which provides cosmological forecasts for the network
ET+CE1 only. These results are not surprising. Our
simulation overall represents a more realistic setup than
the ones considered in [74, 75], implying that less opti-
mistic cosmological constraints were expected. On the
other hand our simulation is better comparable with the
approach taken by [76], with order one discrepancies in
the reported cosmological constraints probably due to
the different assumptions considered by the two inves-
tigations. By building on these previous forecasts, our
results certainly help to better define the dark siren cos-
mological science case of 3G detectors and to understand
their potential and limitation.

C. Gravitational-wave systematic effects

Our forecasts assume that we will be able to account
for systematic errors coming for example from approx-
imate waveforms or the uncertainty in the calibration
of the detectors [135]. In particular in order to achieve
the measurement of the ΛCDM parameters reported in
this study, specifically sub-percent measurements of H0,
we need to keep these systematics under control with a
precision greater than the accuracy with which cosmo-
logical parameters are measured. This requires for ex-
ample that waveform models may need to be calibrated
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Network
∆h/h (%) ∆Ωm/Ωm (%)

3 yr 5 yr 10 yr 3 yr 5 yr 10 yr
ET 0.9 (1.3) 0.7 (1.0) 0.5 (0.7) 13.5 (19.7) 10.4 (15.3) 7.4 (10.8)
ET+CE1 0.3 (0.5) 0.2 (0.4) 0.2 (0.3) 3.9 (6.5) 3.0 (5.0) 2.1 (3.5)
ET+CE1+CE2 0.2 (0.4) 0.2 (0.3) 0.1 (0.2) 3.1 (5.2) 2.4 (4.0) 1.7 (2.8)

TABLE IV. Expected cosmological constraints at the 68% (90%) CI for multi-year 3G observations estimated from the 1 year
fiducial results (see Table III) with a simple scaling proportional to the square root of the observational time.

with an improved accuracy by as much as three orders
of magnitude with respect to current waveforms, espe-
cially for high SNR BBHs as the ones considered in this
work [136, 137]. This clearly poses a challenge for fu-
ture waveform models, which will need to be significantly
more accurate and physically more complete in order to
meet the scientific objectives of 3G detectors. Similarly
3G interferometers must be precisely calibrated in order
to avoid propagation of systematics to the inference of
cosmological parameters [138]. This may pose a tech-
nical challenge to obtain highly precise measurements of
H0, although other sources of systematics are expected to
be more problematic [139]. Finally, an additional source
of systematics may come from environmental effects per-
turbing the dynamics of the GW source: for example the
vicinity of a perturbing third body, the presence of gas
surrounding the source or gravitational lensing. Such ef-
fects can lead to an erroneous estimation of the distance
or sky localisation of the source, which in turn will yield a
wrong measurement of the cosmological parameters [76].
From these remarks it is clear that much theoretical and
experimental work is still needed in order to achieve a
sub-percent measurement of H0, calling for an intense
development effort over the next decade.

D. Limitations and future perspectives

Here we discuss the limitations of our study together
with suggestions for future improvements. The impact of
these limitations on the cosmological inference with dark
sirens will be the object of future studies.

We characterized BBH GW signals with the
IMRPhenomXHM waveform model, which describes non-
precessing binary systems with BH parallel spin vectors.
This assumption allowed us to reduce the total number
of source parameters - and therefore the dimension of the
Fisher matrix - from 15 to 11, limiting computational cost
and potential issues in the FIM inversion process. How-
ever, precessing systems are expected to form in nature,
and precessing waveform models (e.g. IMRPhenomXPHM
[140]) should be used. This in turn highlights the need
to update the sampling distribution of the spins as well,
making the BBH population more accurate and con-
sistent with the latest available results, if observations
will suggest evidence for precessing systems (see e.g. the
models described in [90]). We neglected Earth’s rota-
tion effects on the observed signal. While BBHs are not

particularly influenced, we underline the need to take
time-varying antenna pattern functions into account, es-
pecially to properly model very light BBH systems. From
the instrument point of view, we considered GW detec-
tors to be fully operative during the whole period of ob-
servation. In reality, detectors may undergo provisional
maintenance and upgrade works that inevitably force the
discontinuation of data recording. For this reason, each
detector should be characterized by its own duty cycle.
Furthermore, the GW emission of some compact binary
coalescences are expected to overlap in the time-domain
data strain s(t) of a detector, posing a challenging task
for the extraction of the individual GW signals. In this
work, we assumed no overlap of BBH signals: while re-
cent studies showed that it seems possible to run a re-
liable parameter estimation on overlapping events [95–
97]), one should quantify how many of these events 3G
detectors might observe and how robustly these signals
could be resolved, with the potential effect of reducing
the number of dark sirens available for cosmological in-
ference.

Concerning the galaxy catalog, we report the main up-
grades that can enhance the current simulations. To
mimic incompleteness effects in our catalogue, we have
performed a stellar mass cut. However, galaxy mass is
not an easy quantity to determine from EM surveys given
the degeneracies involved in the galaxy template fitting
method. To avoid this limitation and account catalogue
incompleteness in a more precise way, it would be con-
venient to use a direct observable like the luminosity (or
magnitude). To guide the reader, current galaxy cata-
logues of SDSS Legacy Survey are complete up to optical
magnitudes of 25.1 which will increase up to 27.5 for the
future LSST survey. Moreover, future simulations should
account in a more accurate way for incompleteness and
selection effects ruling the catalogs provided by current
and future surveys. In this way, it will be possible to ac-
count for missing dwarf (or, in terms of luminosity, faint)
galaxies in the GW localisation error volumes. On the
other hand, on top of the sky location of each galaxy,
its luminosity could be also used as an extra condition
to model the probability of housing a GW event. Bright
galaxies are expected to have higher chances of hosting
compact binary coalescences, and this information could
be used to improve the cosmological inference methodol-
ogy.

The inference on the cosmological parameters is carried
out on high SNRnet events. This cut meets our require-
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ments in terms of available computational resources and
formulation of the inference problem, notably the exclu-
sion of GW selection effects. Indeed we observed that by
lowering our SNRnet threshold, the estimates start to sys-
tematically deviate from the true values. Furthermore,
recent studies where systematic effects are thoroughly
discussed report the need to perform joint source popu-
lation and cosmological inference, since a separate treat-
ment can impact the final measurement accuracy [29, 42].
One could therefore make a similar analysis on a much
larger sample of GW events (i.e. by lowering the SNRnet

threshold), provided that selection and systematic effects
are properly accounted for.

VIII. CONCLUSION

In this work we studied the scientific potential of dark
sirens in the context of next generation, 3G ground-based
detectors such as ET and CE. We performed parame-
ter estimation on GW signals emitted by a mock pop-
ulation of BBHs through the FIM formalism in differ-
ent configurations of detectors, namely ET, ET+CE1,
ET+CE1+CE2, assuming 1 yr of continuous observa-
tions. We then selected and employed high SNRnet GW
events as dark siren candidates in a Bayesian frame-
work to recover joint posterior distributions on the set
of ΛCDM cosmological parameters, namely H0 and Ωm.
Our main results are based on a fiducial scenario in which
we assumed galaxy surveys to be complete up to z = 1 by
the 3G detector era. Under these premises, we found that
the best constraints are obtained by the ET+CE1+CE2
network, where H0 (Ωm) is recovered at a promising 0.7%
(9.0%) at 90% CI (cf. Section VI A).

Assuming Ωm is known perfectly a priori, a network
made of ET and at least one CE (with a 40 km base-
line) can lead to a 0.3% precision in the measure of H0

(cf. Section VI C).
Furthermore, we characterized the constraining power

of well-localised BBHs by comparing the precision on H0

obtained from single-host dark sirens only. We find that
the precision in ET+CE1 (ET+CE1+CE2) ranges be-
tween 2.3% (2.1%) and 2.7% (2.4%), while ET alone
could measure H0 at the 2.3%-3.8% level, excluding
though a worst case scenario in which there are no single-
host sirens (cf. Section VI D). Finally, we considered an
optimistic scenario where deep sky surveys may be em-
ployed to reach and scan galaxies up to a z = 3 hori-
zon, finding no significant improvement on H0 and mod-
est improvement on Ωm in all the network configurations
(cf. Section VI E).

Our results suggest that the synergy between multi-
ple 3G detectors is crucial to reach sub-% precision on
H0. Nonetheless, it is worth noting that even a single,
triangular-shaped ET detector has still the potential to
constrain the Hubble constant with a precision compa-
rable to the current state-of-the-art H0 measurements.
Even if we expect EM estimates to improve in the next

decade, we highlight that GW-based observations can of-
fer an independent way to measure H0.

Furthermore, we underline that the dark siren statis-
tical method could offer significant information on Ωm,
even if the number of high-redshift GW events is usually
low as they are usually not well localised and thus hardly
satisfy the necessary conditions for them to be used as
dark sirens. Nevertheless we find that a network of 3G
detectors can still constrain Ωm at ∼ 10% of precision
at 90% CI. High-redshift dark sirens could nonetheless
provide interesting information on alternative cosmolog-
ical models, especially if they predict deviations at high
redshift, and thus help in testing dark energy or modi-
fied gravity. Further investigations are needed in order
to understand the full potential of dark sirens at high
redhsift.

To conclude, 3G detectors have the potential to greatly
improve our understanding of the Universe, especially by
providing stringent constraints on cosmological parame-
ters, thus ushering us in the era of precision GW cosmol-
ogy. Further work is needed in order to define the full
cosmological science case for 3G detectors, notably on
the integration of different standard siren methods, but
our forecasts show already the promising results that we
will obtain from dark sirens only.
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