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A B S T R A C T

Dynamics related to thin silicon- and germanium dioxide films that
are grown on Ru(0001) crystals are investigated. Between the film and
the metal support oxygen species are present that play a crucial role
for these film systems. First, these oxygen adlayers on Ru(0001) are
analyzed by high-speed scanning tunneling microscopy (STM) with
the focus on dynamic processes. In a next step, the monolayer of
germanium dioxide, termed also germania, supported on Ru(0001)
is studied at elevated frame rates. For the structural analysis of the
two-dimensional oxide network, a semi-automated network detection
tool is developed. Finally, the bilayer of silicon dioxide, termed also
silica, on Ru(0001) is studied by conventional and by high-speed STM

both at room temperature and at elevated temperatures of 600 K.
To realize fast STM measurements at elevated temperatures, a high-

speed STM is designed and built that can operate at variable tempera-
tures. Mechanical and electronic components are custom designed. For
high-speed STM measurements, an unconventional spiral scan pattern
is implemented for the first time. Frame rates of 120 Hz are achieved
without reaching the limits of the mechanical setup. The high-speed
images are free of drift and distortion artifacts.

With the spiral scan approach, the dynamics in oxygen adlayers are
investigated for the first time at elevated frame rates. Experimental
results are supported by density functional theory (DFT) calculations
performed externally. Dynamic events are observed in the oxygen ad-
layers that are stable at room temperature, namely O(2×2)/Ru(0001),
O(2×1)/Ru(0001), and 3O(2×2)/Ru(0001). The occupation of an inter-
mediate state along the oxygen diffusion pathway and fast "flipping"
events of atomic one-dimensional stripe patterns are observed.

On the germania monolayer on Ru(0001), complex domain bound-
ary structures are resolved with high-speed STM. In high-speed mea-
surements on the silica bilayer on Ru(0001), dynamic changes of the
imaging contrast are observed that may relate to the mobile species
in the oxygen interfacial layer. Measurements at elevated temperature
reveal dynamic contrast changes of mesoscopic features. These mea-
surements constitute the first high-speed STM scans on the silica film
at elevated temperatures and form the basis for future studies with
the focus on dynamic processes in thin oxide film systems. One of the
most encouraging long-term objectives is the observation of dynamic
processes at the atomic scale in real space and in real time result-
ing in the structural transformation between crystalline and vitreous
networks.
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Z U S A M M E N FA S S U N G

Dünne Silizium- und Germaniumdioxidfilme auf Ru(0001)-Kristallen
werden hinsichtlich dynamischer Prozesse untersucht. Zwischen Oxid-
film und Substrat befinden sich Sauerstoffatome, die eine entscheiden-
de Rolle in diesen Systemen spielen. Zunächst werden diese Sauerstoff-
lagen auf Ru(0001) mittels Hochgeschwindigkeits-Rastertunnelmikro-
skopie (STM) analysiert. Daraufhin wird die Germaniumdioxid-Mono-
lage auf Ru(0001) bei hohen Bildraten untersucht. Für die Strukturana-
lyse der Oxidnetzwerke wird eine halbautomatische Netzwerkdetekti-
on entwickelt. Schließlich wird die Siliziumdioxid-Bilage auf Ru(0001)
mit konventionellen sowie mit schnellen STM-Messungen bei Raum-
temperatur und bei erhöhten Temperaturen von 600 K abgebildet.

Um schnelle Messungen bei erhöhten Temperaturen zu realisieren,
wird ein Hochgeschwindigkeits-STM mit selbstentwickelten mechani-
schen und elektronischen Kompenententen konstruiert, welches bei
unterschiedlichen Temperaturen betrieben werden kann. Erstmals wer-
den unkonventionelle Spiralgeometrien für schnelle STM-Messungen
verwendet. Damit werden Bildraten von 120 Hz erreicht, ohne an
Grenzen des mechanischen Aufbaus zu stoßen. Die Hochgeschwin-
digkeitsbilder zeigen weder Driftartefakte noch Verzerrungen.

Die adsorbierten Sauerstofflagen werden zum ersten Mal bei hohen
Bildraten untersucht. Die experimentellen Ergebnisse werden durch
extern durchgeführte Dichtefunktionaltheorie-Berechnungen ergänzt.
In den bei Raumtemperatur stabilen Sauerstofflagen O(2×2)/Ru(0001),
O(2×1)/Ru(0001) und 3O(2×2)/Ru(0001) werden dynamische Pro-
zesse beobachtet. Die Besetzung des Zwischenzustandes entlang des
Diffusionspfades und schnelle "Umklapp"-Prozesse eindimensionaler
Linien werden auf atomarer Ebene aufgelöst.

Komplexe Domänengrenzen in der Germaniumoxid-Monolage auf
Ru(0001) werden mit Hochgeschwindigkeits-STM abgebildet. Die Mes-
sungen an der Siliziumdioxid-Bilage auf Ru(0001) zeigen dynami-
sche Änderungen des Abbildungskontrasts, die möglicherweise mit
den mobilen Sauertsoffatomen an der Grenzfläche zusammenhängen.
Messungen bei hohen Temperaturen zeigen dynamische Kontrastän-
derungen von mesoskopischen Strukturen. Diese Messungen stellen
die ersten STM-Hochgeschwindigkeitsaufnahmen des Siliziumdioxid-
films bei hohen Temperaturen dar und bilden die Grundlage für
künftige Studien zu dynamischen Veränderungen in dünnen Oxid-
schichtsystemen. Eines der Langzeitziele ist die Beobachtung atomarer
dynamischer Prozesse im Realraum und in Echtzeit, die zur struktu-
rellen Umwandlung zwischen kristallinen und gläsernen Netzwerken
führen.
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I N T R O D U C T I O N





1
M O T I VAT I O N

Electronic devices, electrochemical systems, and catalysts are om-
nipresent in our everyday lives, in science, and in technology. For
the continuous improvement and further development of these ap-
plications, their underlying fundamental dynamic processes must be
understood. Dynamics of importance include chemical and physi-
cal reactions, compound formation, concentration fluctuations, phase
transformations, and diffusion in general. [1, 2]

To fully understand these dynamics and their origin, the knowl-
edge of fundamental processes occurring at the atomic scale is crucial.
However, most processes of interest include complex multi-step mech-
anisms that are not directly experimentally accessible. Therefore, re-
ducing the complexity of the studied system by using adequate model
systems constitutes a sophisticated approach to assess fundamental
processes at the atomic level.

The design of adequate model systems may consist of the reduc-
tion of its dimensionality from three to two dimensions. Instead of
investigating bulk properties that are only accessible to diffraction,
spectroscopy methods, and other averaging techniques, well defined
surfaces can be prepared. These atomically flat surfaces can be investi-
gated with well established surface science tools. The famous work of
Gerhard Ertl and coworkers is an excellent example of how surface
science revealed individual steps of the ammonia synthesis resulting
in the comprehensive understanding of the overall process. [3]

The versatile toolbox of surface science enables the investigation of
phenomena in real space and has the great advantage that experiments
can be performed at various temperatures. Measurements ranging
from cryogenic temperatures up to several hundred degrees Celsius
are possible. On the one hand, variable temperatures influence the
degree of complexity of the measurement. On the other hand, by mea-
suring at various temperatures, the rates of temperature dependent
reactions and phenomena can be tuned and dynamic processes be-
come accessible. Considering these possibilities, surface science tools
are promising to assess dynamics at the atomic scale on surfaces and
other atomically flat sample systems, such as 2D materials.

Motivated by this prospect, this thesis describes the development
and implementation of an ultra-high vacuum (UHV) chamber system
that includes standard surface science tools and is designed to perform
high-speed scanning tunneling microscopy (STM) measurements at
variable temperature. For high-speed STM measurements, innovative
spiral scan patterns are implemented. With the new spiral scanning,
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4 motivation

dynamics at surfaces are investigated, focusing on surface diffusion
of chemisorbed oxygen atoms on the Ru(0001) surface. The present
studies reveal that the increased image acquisition rate and the contin-
uous data sampling allows STM to shed light on physical chemistry
questions with a new precision in time resolution. This approach,
which constitutes the beginning of a possible paradigm shift in the
field of STM scanning, allows to revisit well-known sample systems
and to solve interesting future questions in fundamental and applied
science.



2
L I T E R AT U R E R E V I E W

2.1 dynamics on surfaces

The approach to investigate dynamic processes at surfaces opens the
possibility to study many physical and chemical phenomena. Surface
studies include the interaction with the medium at the interface, such
as liquid or gaseous environments. These interactions are important,
especially in catalysis. In catalysis research, the movement of reactants
to the reaction site is one of the most essential processes. In many cases,
the influence of adsorbed surface species on the solid surface plays a
major role. [1, 4] Interesting research questions include, how individual
adsorbed species evolve to two-dimensional (2D) phases and how
compounds form on surfaces. For thin film growth in general, the
processes that affect the epitaxy are of great interest. Especially surface
diffusion can determine the growth and the reaction mechanisms. [5]
To elucidate these processes, the underlying fundamental mechanisms
must be understood.

For many dynamic processes on surfaces at finite temperatures,
surface diffusion plays a major role. [4] 100 years ago, the first ex-
perimental evidence for surface diffusion was provided by Volmer
and Estermann, who observed the fast growth of mercury crystals
on the macroscopic scale. [6] Since then, a variety of different experi-
mental methods has been developed to study mobile surface species.
The observation of individual atoms was possible with field ion mi-
croscopy (FIM) invented by Müller in 1951. [7] Graham and Ehrlich,
for instance, observed the diffusion of a pair of tungsten adatoms, as
shown in Figure 2.1. [8]

The example in Figure 2.1 illustrates a common approach to assess
dynamics. Individual, independent snapshots are acquired in a static
configuration, e.g. at low temperature. Drawing conclusions from the
comparison of these snapshots can give insights to some underlying
mechanisms. However, the fundamental processes remain unrevealed
because the dynamics are not directly observed. The direct observation
of dynamic processes is challenging due to the fast timescales.

Figure 2.2 provides an overview of timescales and corresponding
frequency ranges of fundamental physical and chemical processes.
Acquisition speeds of various methods used to investigate dynamic
processes are indicated.

At high frequencies beyond the GHz regime, spectroscopy tech-
niques like inelastic electron tunneling spectroscopy (IETS) and THz-
STM can resolve motions at the atomic scale. By combining pump-

5



6 literature review

a) b)

Figure 2.1: Surface self-diffusion of atom pairs captured with FIM. FIM micro-
graphs acquired at 15 K showing the [111] tungsten surface. In the
time of 13 min between a) and b), the sample was heated thirteen
times to 275 K. Moving pairs over the 211 planes are observed,
highlighted with white arrows. Reprinted with permission from
Ref. [8]. Copyright 1973 by the American Physical Society.

Figure 2.2: Overview of experimental imaging and spectroscopy techniques.
The methods are assigned to their acquisition speed. Timescales
of fundamental chemical and physical processes are indicated
at the top. Reproduced from Ref. [9], licensed under a Creative
Commons Attribution (CC BY) license.

probe techniques [10] with STM, dynamics in the subpicosecond regime
can be studied. Voltage or THz laser pulses create excited states in
the tunneling junction and their decay can be studied using spec-
troscopy methods. [11–15] IETS measures additional current contribu-
tions caused by inelastic excitation processes in the tunneling junction.
With these measurements, vibrational and rotational properties of
molecules can be assessed at the femtosecond timescale. [16–18] Dur-
ing these measurements, the STM tip rests at a fixed position. The



2.1 dynamics on surfaces 7

drawback of these methods is that the dynamics cannot be monitored
in real space and that solely reversible processes can be assessed.

To monitor dynamics in real space, in real time, and at the atomic
scale, the acquisition rate of conventionally slow microscope types
can be increased. For instance, Huang et al. imaged with 0.5 frames/s
with their transmission electron microscopy (TEM). While TEM can be
used to study thin films, it cannot be applied to solid surfaces.

The invention of the scanning tunneling microscope in 1982 enabled
the investigation of atomic structures with extraordinary spatial reso-
lution. [19] Due to its high spatial resolution, STM is a well established
surface science tool to investigate atomic structures on surfaces. STM

revealed surface structures [20–22] and surface properties. [23, 24]
The drawback of conventional STM is its slow acquisition time of

typically more than 100 s per image. Compared to these slow image
rates, the dynamic processes of interest are on different timescales.
Although today conventional STM measurements are acquired with
slow tip velocities and long image acquisition times, surprisingly,
already several years after the invention, efforts were made to increase
the scan speed of STM. In a recent contribution, we give an overview
of attempts to increase the frame rate in STM, which is outlined in the
following. [25]

Already a few years after its invention, the advantages of higher
scan speeds were discussed. The major purpose was to reduce low
frequency noise, 1/f noise and hysteresis of the piezoelectric scanner.
[26] Bryant et al. measured the graphite surface with line scan frequen-
cies of 1 kHz and averaged several consecutive images over time. [26]
Figure 2.3 compares the slow scan on the graphite surface with a line
scan frequency of 10 Hz in a) and the average of consecutive high line
frequency scans on the graphite surface in b). The averaged high line
frequency STM image in Figure 2.3b is slightly distorted. Nevertheless,
it enables the assignment of the hexagonal arrangement of carbon
atoms.

The advantages of high-speed STM were well known since then
and the perspective was to resolve dynamic processes. Several other
groups worked on increasing the scan speed of STM [28–30] until
Wintterlin et al. in 1997 resolved the first dynamics at the atomic scale
by high-speed STM. [31]

The fact that it took more than 10 years from the initial approach to
increase the scan speed in STM significatnly to the first resolved atomic
dynamics, illustrates the complexity to increase the frame rate of STM

without sacrificing its outstanding spatial resolution.
Since then high-speed STMs have been developed and measurements

were performed in vacuum, in a gas atmosphere, and in liquid. Table
2.1 gives an exemplary overview of studied systems and achieved
frame rates.
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a) b)

Figure 2.3: High line frequency in STM scans. a) The graphite surface is im-
aged with the conventional slow raster scan with a scan frequency
of 10 Hz. (VS = 10 mV, IT = 5 nA) Adapted from Ref. [27], with
the permission of AIP Publishing.. b) The average of several scans
with high line frequencies of 1 kHz are shown. (VS = 40 mV,
IT = 1 nA) Adapted from Ref. [26], with the permission of AIP
Publishing.

Table 2.1: Studied sample systems by state-of-the-art high-speed STMs.
Achieved frame rates and corresponding scanning parameters
are listed. Adapted from [9], licensed under a Creative Commons
Attribution (CC BY) license.

Condition
Sample
system

Image size
(nm2)

Resolution
frame
rate
(Hz)

Ref.

RT-UHV
O diffusion
on Ru(0001)

8 × 8 atomic 15 [31]

Liquid
S diffusion
on Cu(100)

9.4 × 9.4 atomic 20 [2]

Ambient
static

HOPG
1 × 1 atomic 52 [32]

LT-UHV
molecular

self-assembly
6 × 6

sub-
molecular

60 [33]

HT-UHV
graphene
growth

on Ni(111)
1.5 × 3 atomic 60 [34]

RT-UHV
static

HOPG
5 × 5 atomic 80 [35]

HT-UHV
surface

reconstruction
of Rh(110)

6.5 × 6.5
atomic

row
100 [36]
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Figure 2.4 covers some examples of fast STM measurements reported
in literature. The investigated physical and chemical processes include
graphene growth, deconstruction of atomic rows, and diffusion in the
context of electrochemical applications and catalytic reactions.

a) i) ii)

i) ii)c)

b) i) ii)

d) i) ii)

e) i) ii)

Figure 2.4: Overview of fast STM measurements. a) Diffusion of chemisorbed
oxygen on Ru(0001) (VS = -1.6 V, IT = 3 nA, scan area = 8× 19 nm2,
T = 300 K 6 frames s−1). b) Diffusion of embedded oxygen in
CO/Ru(0001) (VS = -0.22 V, IT = 10 nA, scan area = 5 × 5 nm2,
T = 300 K, 10 frames s−1). c) Graphene growth on Ni(111) (VS
= 0.02 V, IT = 7 nA, scan area = 1.6 × 2.5 nm2, T = 710 K, 60

frames s−1). d) Deconstruction of the oxygen covered Rh(110)
surface in hydrogen atmosphere (T = 473 K, 100 frames s−1) e)
Sulfur adatom diffusion on the Cl covered Cu(100) surface in
0.01m HCl at -0.32 V versus a standard calomel electrode. (20

frames s−1)
a) Reprinted from Ref. [31], Copyright 1997, with permission from
Elsevier Science B.V. b) From [37]. Reprinted with permission
from AAAS. c) From Ref. [34]. Reprinted with permission from
AAAS. d) Reprinted from Ref. [36], with the permission of AIP
Publishing. e) Adapted from Ref. [2], Copyright 2019 Wiley-VCH
Verlag GmbH & Co. KGaA, Weinheim.

All the examples shown in Figure 2.4 and in general all high-speed
STMs, so far, use sinusoidal raster scans. It is well known that the
conventional raster scan motion in scanning probe microscopy (SPM)
is not favorable at high scan speeds. [38–46] Nevertheless, in contrast
to other scanning microscopy techniques, STM still restricts to the
raster paradigm. [42, 44, 47–49] Altering the scan motion might be a
promising pathway to generally increase the frame rate of STM. The
high impact that STM has in surface science might transfer even faster
to important fields like electrochemistry, biology, and materials science.
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[50] Certainly, higher imaging rates would lead to broader applications
of STM in science and industry.

2.2 oxygen on ru(0001)

Chemisorbed oxygen on Ruthenium was one of the first sample sys-
tems to study surface diffusion in UHV. [4, 51] It serves as model
system for gas adsorption, catalytic reactions, including water split-
ting applications, and therefore, has been studied extensively during
the last decades. [52–54]

As mentioned in Section 2.1, the first video STM resolved atomic
equilibrium fluctuations of chemisorbed oxygen atoms on the Ru(0001).
[31] Since then, the mobility of single oxygen species at low oxygen
coverages is well known. However, for thin film growth or model
catalyst preparation, dense oxygen adlayers and the oxygen mobility
in these layers are very important.

At room temperature, several ordered phases of chemisorbed oxy-
gen on Ru(0001) exist. [31, 55–58] Figure 2.5a shows the schematic
mechanism of adsorption and dissociation of the oxygen molecules
(red balls) on the Ru(0001) surface (gray balls).

The superstructures depend on the temperature during exposure
and the amount of dosed oxygen. [54, 57] The oxygen concentration on
the surface is expressed as the coverage θ, which represents the fraction
of occupied hcp sites with respect to the total number of available hcp
sites on the Ru(0001) surface. In the case of full coverage (θ=1), every
hcp hollow site on the Ru(0001) surface is occupied by an oxygen
atom, as shown in Figure 2.5b. Figures 2.5c-e show the structures of
the O(2×2), the O(2×1), and the 3O(2×2) adlayers, respectively. The
O(2×2) and the 3O(2×2) structure with a coverage of θ=0.25 and 0.75,
respectively exhibits hexagonal lattices as shown in the STM images
in Figures 2.5f,h. The O(2×1) structure results in characteristic one-
dimensional (1D) lines in STM measurements, as shown in Figure 2.5g.
[54, 56, 57].

The only estimation of hopping rates within the O(2×2) adlayer is
based on conventional STM measurements. [62] Atomic jumps every
100 to 50 s were determined, which agrees with the expectation that
the mobility decreases with increasing oxygen coverage. [31, 62] Apart
from these studies, in the literature, no real space experimental quan-
tification of the oxygen mobility within the dense oxygen adlayers is
reported. This is surprising considering that the diffusion inside the
adlayers is of great importance for the interactions to water on the
Ru(0001) surface [63–66] and the thin film growth of materials, such
as graphene, [67, 68] silicates, [69] and silica. [70] Especially for the
preparation of atomically flat silicon- and germanium oxide thin films,
the 3O(2×2) adlayer is essential. These film systems will be described
in Section 2.3.
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O(1×1) θ=1

O(2×2) θ=0.25 3O(2×2) θ=0.75O(2×1) θ=0.5

a) b)

c) d) e)

O2

f) g) h)

Figure 2.5: Schematic of oxygen adsorption on Ru(0001). a) Molecular oxy-
gen dissociates and oxygen atoms chemisorb on the Ru(0001)
surface. b) O(1× 1) adlayer correponsing to a full coverage of
θ = 1. c) O(2× 2) adlayer correponsing to a coverage of θ = 0.25.
d) O(2 × 1) adlayer correponsing to a coverage of θ = 0.5. e)
3O(2× 2) adlayer correponsing to a coverage of θ = 0.75. c-e)
are stable structures at room temperature. f-h) Conventional STM

images acquired in constant current mode at room temperature
(5 nm×5 nm). f) VS = 1 V, IT = 1.4 nA. g,h) VS = 1 V, IT = 1 nA.
Based on Refs. [59–61].

2.3 ultrathin oxide films

One of the naturally most abundant and at the same time technological
most relevant oxides is silicon dioxide, also known as silica. Besides
its crystalline phases, silica exhibits the amorphous or vitreous phase:
glass. The nature of the glassy state, especially its atomic structure is
one of the main research questions in this day and age. [71] The great
importance of this material is reflected in the fact that the year 2022

was officially declared by the United Nations General Assembly as
the International Year of Glass. [72]

As described at the beginning of this chapter, 2D materials can serve
as model systems to answer fundamental research questions. Approx-
imately ten years ago, the 2D silica film was prepared on Ru(0001)
pre-covered with oxygen. [73–75] Figure 2.6a shows the Ru(0001)
surface covered with atomic oxygen. The system was introduced in
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Section 2.2 and serves as the starting point for the preparation of thin
silica films on Ru(0001). The silica monolayer is shown in Figure 2.6b.
The monolayer phase is chemically bound to the metal substrate.[74]
At higher SiO2 coverages, the silica bilayer forms, as shown in Fig-
ure 2.6c. The bilayer phase is dispersively bound to the underlying
metal substrate by van der Waals forces. After the film preparation,
interfacial oxygen adlayers remain at the interface, as indicated by the
oxygen atoms (red balls) in Figure 2.6.

a) b) c)

Figure 2.6: Schematic representation of 2D silica on Ru(0001). a) The Ru(0001)
surface is covered with atomic oxygen. b) The silica monolayer
is chemically bound on Ru(0001). c) The silica bilayer is van der
Waals bound to the substrate. The atoms are color coded (O: red
balls, Si: green balls, Ru: gray balls). Adapted from Ref. [76].

The preparation of atomically flat 2D silica films enabled the ap-
plication of surface science tools. This constitutes the sophisticated
approach to study the atomic structure of the glass former at the
atomic scale in real space. Figure 2.7 shows low temperature STM

images of the silica bilayer on the oxygen covered Ru(0001) surface.
The positions of silicon and oxygen atoms are superimposed by green
and red balls, respectively. Rings of different sizes are detected that are
labeled as n-membered rings, where n is the number of silicon atoms
per ring. While in the left STM image only 6-membered rings are identi-
fied, in the right STM image 4- to 9-membered rings are identified. The
different ring structures result in a non-periodic arrangement. This
vitreous phase of the silica bilayer represents the 2D model silica glass.
[75] Structural analyses of the vitreous phase confirmed theoretical
models of the atomic structure of glass proposed by Zachariasen in
1932. [75, 77, 78] The vitreous and the crystalline phase can coexist on
the same sample. [79]

In the last decade, the silica film has been studied thoroughly. Char-
acteristic structural parameters such as the interatomic distances and
bond angles in the 2D film are comparable to values for 3D silica glass
determined by X-ray diffraction (XRD), neutron and X-ray scattering.
[75, 79] This agreement legitimates to transfer insights gained on
2D silica to 3D. [80] The silica film inertness was proven by atomic
force microscopy (AFM) measurements in liquid. [81] Silica ring-ring
distances that show characteristic values of approximately 0.54 nm
were used to compare the network structure in UHV and in liquid.
[81] Beyond the investigation of the near range order, the mesoscopic
structure of the silica film was studied. [82] Furthermore, integrative
studies have been performed that relate to the mesoscopic features like
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Zachariasen, 1932Zachariasen, 1932

Ru(0001)

SiO2

crystalline vitreous
STM

8765 94

Figure 2.7: Comparison of crystalline and vitreous 2D silica. STM images of
the crystalline and vitreous phase of the silica bilayer supported
on oxygen covered Ru(0001) are shown in the front (VS = 0.1 V, IT
= 0.1 nA, scan area = 1.3 nm × 1.3 nm, T = 5 K). The silica rings
are color coded according to the legend provided on the right.
The side view of the structural model is drawn in the back. The
schematic top view provided by Zachariasen in 1932 is shown in
the upper left and right corner for the crystalline and vitreous
phase, respectively. [77] Adapted with permission from Ref. [78].
Copyright 2012 American Chemical Society.

the coverage of metal edges and mechanical properties. The bending
rigidity of the silica bilayer was derived from inelastic helium atom
scattering data. A detailed review, including a chronological list of
breakthroughs in the field of structural studies of 2D silica films is
provided in Ref. [76]

One of the important milestones in understanding the formation
of the 2D silica film was the discovery of a metastable phase. This
metastable phase is a 2D zigzag polymporph of silica that exhibits
intermediate coupling characteristics to the substrate compared to
the monolayer and bilayer phase. [83] Most importantly, silica is not
the only oxide exhibiting this broad structural diversity, including
vitreous networks. Germanium oxide, termed also germania, grows
in different structural configurations depending on the underlying
metal substrate. Figure 2.8 provides an overview of known silica and
germania phases on different substrate materials. The stable phases
depend on the film-substrate interaction. A detailed comparison of
the oxide film systems is provided in Ref. [84].

In the key modern technologies of electronic devices, integrated
circuites, and optical fibers, both silica and germania play a crucial
role. High accuracy in terms of structural defects is required, making
the 2D model systems of germania and silica films interesting for
atomic structure studies. Potential applications of the 2D oxides extend
beyond conventional transistors and optical fibers.

It was shown that the 2D silica bilayer film can be lift off and
transferred freely to other substrates, as schematically shown in Figure
2.9a. [85] Recent advances in preparing silica films on larger scales with
atomic layer deposition (ALD) based methods open new perspectives
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Figure 2.8: Overview of glass-former materials on various metal supports.
Selected substrates that support 2D silica and germania films
ranging from monolayer over zigzag to bilayer films. Both silica
and germania bilayer films consist of tetrahedral XO4 (X = Si, Ge)
building blocks that form crystalline or vitreous network struc-
tures. The comparison emphasizes the influence of the underlying
metal substrate on the stable phases of the two oxide network
formers. Reproduced from Ref. [84]. Copyright 2020 The Authors.
Published by Wiley-VCH GmbH.

to use the insulating oxide layer in 2D stacked heterostructures, as
schematically shown in Figure 2.9b. [86]

a) b) c)
H2

H O2

Figure 2.9: Schematic drawing of the 2D silica in applications. a) The silica
bilayer is mechanically removed from the substrate. b) The silica
bilayer is placed onto another arbitrary substrate to form a stacked
2D heterostructure. c) Hydrogen penetrates the silica bilayer and
reacts with interfacial oxygen to water in the confined space
formed by the silica film and the substrate. The atoms are color
coded (O: red balls, Si: green balls, Ru: gray balls, arbitrary 2D
layers: blue and yellow balls). Adapted from Ref. [76].
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Due to the different pore sizes, 2D silica has the potential to act
as size-selective permeable membrane in 2D heterostructures. [80] In
catalysis, it may be applied as 2D confining layer that is selective in
terms of particle shape and size. [80] As evident from recent advances
in the field of 2D silica, the research interest shifts towards dynamic
phenomena related to the oxide film. Permeation experiments were
performed revealing that the chemical affinity toward the silica layer
affects the permeance. [87] Future mass-transfer studies can lead to a
better understanding of the effects of different pore sizes. The porous
structure of the 2D silica film supported on Ru(0001) enables the pen-
etration of oxygen, which then dissociates on the Ru(0001) surface
into atomic oxygen. [88] The interfacial oxygen can be removed upon
thermal annealing in hydrogen atmosphere. Hydrogen can penetrate
the silica film and react with the interfacial oxygen to water. The dy-
namic reaction front of this process was monitored with the averaging
technique low-energy electron microscopy (LEEM) in real space and in
real time. [89]

c) d)a) b)

g) h)e) f)

Figure 2.10: Structural reformations in the silica bilayer. Intermediate struc-
tures during the formation processes of a Stone-Wales defect
based on density functional theory (DFT) calculations. Changes
in the lower layer are shown exemplarily. Black circles mark
temporarily existing dangling bonds. Extracted from Ref. [90].
Copyright 2020 the authors. Published by Wiley-VCH Verlag
GmbH & Co. KGaA, Weinheim.

In addition to dynamic processes through and underneath the silica
film, the dynamics within the film system are of great interest. Struc-
tural modifications in the silica film supported on graphene were ob-
served with TEM using the electron bombardment as trigger to activate
the dynamic processes. [91] Thermally activated structural changes
were monitored in reciprocal space by time-dependent low-energy
electron diffraction (LEED) studies. [90] For the structural conversion
from the crystalline to the vitreous phase in UHV conditions, an ap-
parent activation barrier of 4.2 eV was determined. This value agrees
with the calculated energy barrier of 4.3 eV to form a Stone-Wales-like
defect. Supporting DFT calculations propose a complex sequence of
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structural changes in the upper and lower layer of the silica bilayer.
[90] Exemplary snapshots of this breaking and making of bonds in
the lower layer are shown in Figure 2.10. The black circles in Figures
2.10b,d,f mark temporarily existing dangling bonds.

As obvious from these studies, thermally activated dynamic pro-
cesses in, on top of, and underneath the oxide film systems are very
important. A fundamental understanding of these dynamics is crucial
to optimize the growth characteristics of the films and to design future
application like 2D heterostructures. The dynamics of atomic species
under or on top of the oxide is of great interest, especially for catalytic
reactions.

With the present work we pave the way for time resolved STM studies
in real space on the thin oxide film systems at variable temperature.
The underlying fundamental considerations and the design of a high-
speed variable temperature STM are described in the following sections.
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3
T E C H N I Q U E S

This chapter describes the working principles of STM and emphasizes
the limitations and challenges with respect to high-speed STM. The
discussion of the main limitations in Section 3.2 is part of Ref. [25].
Our experimental setup including the UHV chamber and the STM is
discussed in Chapter 5 of this thesis.

3.1 scanning tunneling microscopy

Scanning tunneling microscopy was invented by Binning and Rohrer
in 1982. [19] Today it is a well established surface science technique that
has resolved numerous static sample systems in chemistry, biology,
and physics. Due to its high spatial resolution, single atomic sites
can be detected and characterized. This high spatial resolution in real
space is beyond the limits of integrating surface science methods.

With STM, conductive solid surfaces can be investigated. Figure
3.1a shows the schematic arrangement of the metallic STM tip and the
atomically flat substrate underneath. The metal tip is ideally atomically
sharp with a single atom occupying the lowest position, as marked
in purple in Figure 3.1a. When the distance between the tip and the
substrate is reduced to approximately 5 Å and the bias voltage VS
is applied between tip and sample, a current in the range of a few
nanoamperes is detected. The current flows before the tip touches the
sample surface due to the quantum mechanical effect of tunneling
electrons. The small distance between tip and sample causes the wave
function of the electrons in the tunneling junction to be nonzero.
This permits electrons to cross the barrier, as indicated by the black
horizontal arrows in Figure 3.1b. If the bias voltage applied to the tip
is negative, the Fermi level EF of the tip shifts upwards. The electrons
in the filled states of the tip cross the barrier and occupy empty states
of the sample, marked with the gray area in Figure 3.1b. The polarity
of the bias voltage influences the direction of electron tunneling.

The quantum tunneling effect is sensitive to the local densitiy of
states (LDOS) of tip and sample and to the tip-sample distance. By
scanning the tip across the surface, the sample can be probed in real
space. From the measured tunneling current and the tip height, the
surface topography can be determined.

STM can be operated in constant current and in constant height
mode. The constant current mode is mostly used in conventional STM.
In this mode, the tip-sample distance is adjusted by an electronic
feedback loop to obtain a constant tunneling current. In Figure 3.2a

19
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nA

Φs

ΦT

z

z

a) b)

EF

EVVS

Figure 3.1: Schematic working principle of STM. a) Atomically sharp metal
tip close to the atomically flat substrate. b) Schematic energy
levels and LDOS at the quantum tunneling junction. Respective
vacuum levels EV are drawn with dotted lines, Fermi levels EF
with solid lines, and the respective work functions φT , φS are
assigned. Adapted from Ref. [92]

the tip height z is controlled while the tunneling current IT is constant.
The result of a constant current scan is an image that relies on the tip
height as a function of the lateral spatial coordinates. In addition to
the high lateral resolution, the constant current image exhibits a high
vertical resolution.

The second common STM mode scans with constant tip height z,
as illustrated in Figure 3.2b. The changes in the tunneling current
provide the image contrast, where the logarithm of the tunneling
current can be related to the surface topography. Due to this non-
linear dependence of tunneling current and tip height, the vertical
resolution is not as high as in the constant current mode. However,
measuring at constant height mode has the great advantage that the
electronic feedback loop to control the tip height can be neglected.

IT

z

a) const. current b) const. height c) quasi-const. height

Figure 3.2: Schematic of STM modes. a) In constant current mode, the tip
height z is adjusted by an internal electronic feedback loop to
keep the tunneling current IT constant. b) In constant height
mode, the tip height is not altered and the tunneling current
signal carries all information to construct the STM image. c) In
quasi-constant height mode, the tip height is adjusted with an
intentionally very slow feedback loop to avoid tip crashes due
to thermal drift or slowly changing topography. Partly adapted
from Ref. [93].
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When scanning in constant height mode, the tilt between the sample
surface and the plane of tip propagation must be corrected to avoid
tip crashes. For measurements over several minutes thermal drifts and
other artifacts can lead to unwanted crashes of the scanning tip into
the sample surface. To avoid these crashes, a slow electronic feedback
loop can be used. This feedback compensates only for slow motions
in the vertical direction, as schematically shown in Figure 3.2c. This
mode with slow feedback parameters is referred to as quasi-constant
height mode. [9]

3.2 high-speed stm

The advantages of high scan speeds in STM are well known since
the 1980s. [26] Unfortunately, high scan speeds are not achieved very
easily in conventional STMs. The scan speed and therefore the frame
rate is limited by several factors. More than in conventional STM, a
compact and rigid mechanical design is crucial that exhibits high
mechanical resonance frequencies. Different approaches are reported
that lead to increased scan speeds. They include the optimization of
the mechanical design of the STM, especially increasing mechanical
resonance frequencies. [2, 30, 35, 94–102] The other main important
limitations are 1) the electronic feedback loop, 2) the hardware and
software for the data acquisition, and 3) the scan geometry.

IT

Preamplifier

Real-time 
controller

Mechanical
design

Signal generator

HV-amplifier

Digitizer

VI

STM
scanner

+
- VS

Local
computer

Figure 3.3: Schematic of STM design. Scan parameters are set using a local
computer that has access to the real-time controller unit. The
STM scanner is driven with the voltage input signals VI . The
tunneling current IT is amplified and digitized. VS is the potential
difference between STM tip and sample. Adapted from Ref. [9]
licensed under a Creative Commons Attribution (CC BY) license.

Figure 3.3 and Table 3.1 help to identify the individual limiting
components. Conventionally, the STM is operated by the user from
a local computer. This computer communicates with the real-time
controller of the scan hardware. Within this real-time controller unit,
generators and amplifiers for the voltage input signals VI are included.
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Table 3.1: Bandwidths of commercial hardware components that are suitable
for high-speed applications. Compared to the electron tunneling
limit. Table adapted from Ref. [9] licensed under a Creative Com-
mons Attribution (CC BY) license.

Electronics
Bandwidth

(Hz)

Time
constant

(s)
Ref.

Electron tunneling
3 G

(1 nA)
0.33 n [100]

Real-time controller 30 k 33 µ [103]

Preamplifier
600 k

(109 V/A)
1.7 µ [104]

Digitizer 250 M 4 n [105]

HV amplifier 5 M 200 n [106]

The signals are converted to lateral displacements of the STM scanner
by typically piezo ceramic elements. The resulting tunneling current
IT is amplified by the preamplifier. In the digitizing unit, the analog
tunneling current signal is converted to a digital signal that is used to
reconstruct the final STM image and serves as the input signal for the
electronic feedback loop.

Every single step in this process has its own limitations owed to
the physical constraints of the individual hardware and software
components. Typical bandwidths of these components are listed in
Table 3.1. They are addressed in the following sections.

3.2.1 Limitation: Electronic Feedback

Looking at the physical limitations of each component in Table 3.1
it becomes obvious that the real time controller and the preamplifier
exhibit the lowest bandwidths.

Some approaches exist to increase the scan speed using constant
current mode. [30, 95, 96] However, since the mechanical resonances
are quickly lower than the time constant of the feedback loop, most
often the constant height mode is applied to increase the scan speed.
[31, 33, 36] As mentioned in Section 3.1, the constant height mode
does not require a fast feedback loop. Other approaches to adjust the
feedback loops for fast scans include the so-called hybrid mode that
generates images based on both, the tip height and the error of the tip
height. Furthermore a mechanical separation of the fast and the slow
scan is possible by running two independent feedback loops. [30, 95]

According to Table 3.1, in all scanning modes, the next important
limiting component is the preamplifier. The bandwidth of the pream-
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plifier determines the signal to noise ratio of the measured tunneling
current. High bandwidth preamplifiers are commercially available, as
listed in Table 3.1, for instance. In the literature various approaches
are reported that use sophisticated preamplifiers to increase the scan
speed in STM. [33, 35, 36, 95, 107–109]

When the scan speed exceeds the preamplifier cut-off frequency, the
acquired data points must be oversampled. [33] Oversampling and the
closely related topic of data acquisition will be discussed in Section
3.2.2.

3.2.2 Limitation: Data Acquisition

For high image rates and to guarantee sufficient data oversampling,
the data acquisition must be designed for high-speed applications.
Although some commercial STM control units are equipped with digi-
tal input channels with data sampling rates of up to 200 MHz, [103]
conventionally STM hardware does in general not support high-speed
measurements. Furthermore, the analog signal from the preamplifier
must be converted to a digital signal prior to data acquisition.

Custom programmed hardware digitizer units can exceed sampling
rates of 250 MHz. For oversampling and reading the data from the
digitizer, fast calculations are necessary that require high processing
speeds in realtime. For example, acquiring 200×200 pixel images with
100 Hz and and 16 bit resolution results in data streams of more than
64 Mbit s−1. [36] The factor for data oversampling must be added to
this calculation, which then results in data streams that easily exceed
200 Mbit s−1.

Furthermore, high-speed STM measurements ask for sophisticated
designs for data storage and data visualization during the scan. For
data storage, data loss must be avoided. [36] Therefore, separated
processes to store the data and to display the data, are recommended.
[2]

The possibility to record over longer times exceeding minutes or
hours at constantly high frame rates seems advantageous to capture
statistically occurring dynamic processes.

In addition, the acquired signal must be synchronized and labeled
correctly to allow for correct assignment. This is especially true if more
than one signal is recorded. For instance, the simultaneous acquisition
of the tunneling current and the tip height position is useful. If the
spatial coordinates of the tip position are monitored, in contrast to
conventional STM data acquisition, the perfect synchronization of the
individual input signals must be guaranteed to allow for correct image
reconstructions. The latter point is especially important if the scan
geometry differs from the conventional line-by-line raster method.
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3.2.3 Limitation: Scan Geometry

In conventional STM images, the tip scans with a line-by-line motion
across the surface. This scan geometry is owed to the easy representa-
tion of the data as 2D grid image. In fact, in every scanning microscopy
technique, the line-by-line raster motion constitutes the conventional
scan pattern.

At the same time, this line-by-line motion has great drawbacks.
During one measuring cycle, the sample surface is scanned four times
(forward, backward, upward, and donward scan), which slows the
achievable frame rate down considerably. The input signals and the
resulting lateral displacement consist of sharp triangular waveforms,
as shown in Figure 3.4a. In SPM, these sharp points of inversion cause
rapid changes of the tip propagation direction and of the tip velocity.
Due to non-linear displacements and high inertia, these rapid changes,
in turn, excite mechanical resonances in the system that lead to dis-
tortions in the acquired images. [44] The image distortions become
very severe at increased scan speeds and can make atomic resolution
impossible.

Therefore, alternative scan geometries are discussed for SPM appli-
cations. [38–47, 110] Figure 3.4 shows promising candidates that have
been tested for AFM applications. [40, 41, 46, 47, 110–114]

All of these scan geometries avoid sharp points of inversion in the
input signal. However, so far all high-speed STM measurements re-
ported in literature are performed using the sinusoidal scan geometry,
as evident from Figure 2.4. Most likely, the reason for this is the similar
scan pattern compared to the triangular raster scan, which makes the
signal generation and the image visualization easier. The drawbacks
are inevitable image reconstructions and distortion corrections. [32,
33, 35, 99, 115]

From the side-by-side comparison in Figure 3.4 it becomes obvious
that the spiral scans the real space faster than the sinusoidal and the
Lissajous geometry. The spiral scan input signals consisting of sine and
cosine waves exhibit lower frequencies compared to the other scan ge-
ometries. Considering these points, the spiral geometry is favored for
high-speed scans. However, the data points along the spiral trajectory
do not coincide with the 2D grid, as shown in Figure 3.4d. Therefore,
the data representation constitutes major challenge for the implemen-
tation of spiral scan geometries. In Chapter 6 solutions for the data
representation and further details of the spiral scan implementation
are provided.
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a)

c)

b)

d)

Figure 3.4: Overview of possible SPM scan geometries. The corresponding
input signals are shown on the right. a) Conventional raster scan.
b) Sinusoidal raster scan. c) Lissajous scan. d) Spiral scan. Adapted
from [110]. Copyright 2016 Chinese Automatic Control Society
and John Wiley & Sons Australia, Ltd.
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P R E PA R AT I O N C O N D I T I O N S

In this section, the procedures for crystal cleaning, preparation of
oxygen adlayers, and growing of ultrathin oxide films are described.

4.0.1 Clean Single Crystals

The single crystals are transferred to the UHV chamber system with a
base pressure in the range of 10

−9 to 10
−10 mbar. The crystal surfaces

are exposed to repeating cycles of Ar+-ion bombardment, annealing
at elevated temperatures for 1 to 5 min, and annealing in oxygen
atmosphere (3×10

−6 mbar) for 20 min. The annealing temperature
depends on the single crystal material. Ru(0001) is annealed in UHV at
1300 to 1400 K. Au(111) is annealed in UHV at 800 K.

4.0.2 Oxygen Adlayers on Ru(0001)

Molecular oxygen is dosed on the clean Ru(0001) surface at pressures
of approximately 2×10

−6 mbar. The oxygen coverage depends on the
exposure time. For low coverages as presented in Section 6.5 several
tens of seconds are sufficient. For the O(2×1) phase, as presented in
Section 7.2, the exposure time is 1 to 2 min at temperatures below
380 K. Another approach is to dose oxygen at elevated temperatures
of 1200 to 1250 K for 10 min. Following this procedure, the 3O(2×2)
structure results, which is shown in Sections 6.4, 6.3. The oxygen
coverage can be adjusted subsequently by heating the sample shortly
to elevated temperatures of 1200 K in UHV. The slightly reduced
O(2×2) adlayer can be prepared in this manner, as shown in Section
7.1.

4.0.3 Ultrathin Oxide Films on Ru(0001)

After covering the clean Ru(0001) surface with the 3O(2×2) structure,
silicon or germanium are evaporated with an oxygen back-pressure.
The preparation procedures are similar and vary only slightly depend-
ing on the sample system. For clarity, they are described separately in
the following:

For the preparation of silica films, silicon is evaporated from a solid
rod in an oxygen atmosphere of 2.3×10

−7 mbar at a constant ion flux
of 15 nA and an applied voltage of 950 V. Subsequently, the sample is
annealed in 2.2×10

−6 mbar oxygen atmosphere at 1225 K for 15 min.
The final cooling is performed in the same oxygen atmosphere.
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For the preparation of germania films, germanium is evaporated
from a crucible in an oxygen atmosphere of 2×10

−6 mbar at a constant
ion flux of 15 nA and an applied voltage of 900 V. Subsequently, the
sample is annealed in 2×10

−6 mbar oxygen atmosphere at 850 K for
10 min. The final cooling is performed in the same oxygen atmosphere.
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D E S I G N A N D C O N S T R U C T I O N





5
D E S I G N O F M E C H A N I C A L C O M P O N E N T S

To resolve thermally activated dynamics, we combined the two fields
of high-speed STM and variable-temperature STM. We developed a
variable-temperature high-speed STM, that can track dynamic pro-
cesses at the atomic scale on well defined surfaces.

This chapter starts with an overview of the UHV chamber system.
Then, the sample holder, the cryostat and the STM design are explained
in detail. In this chapter, the focus is on the mechanical properties.
Most of the concepts presented in this chapter are published in Review
of Scientific Instruments, Ref. [9].

5.1 ultrahigh-vacuum chamber system

The experimental data presented in this work was collected in a newly
designed and assembled UHV chamber system. The system is designed
for high-speed and variable-temperature STM measurements. The UHV-
system consists of two chambers separated by a gate valve, as shown
in Figure 5.1. The chambers are accessed with a manipulator (1). The
manipulator head uses a SPECS tool with custom modifications to fit
the custom designed sample holder. The sample holder is described
in section 5.2. At the retracted position, the sample is located in the
preparation chamber (2). This chamber is equipped with standard
surface science preparation tools, such as a sputter gun, gas inlets,
and an e-beam evaporator to clean samples and to prepare thin films.
The LEED and auger electron spectroscopy (AES) setup enable surface
characterization of single crystals, adsorbate layers, and thin films. The
separately pumped load lock (3) enables a quick sample transfer from
ambient environment to the sample storage (4) that can host up to eight
sample holders in UHV. A gate valve connects the preparation chamber
to the main chamber (5). At the extended position, the manipulator
reaches the main chamber, where the STM is mounted. The STM is
located inside a liquid flow cryostat (6). The cryostat, the transfer tube
(7), and the can for liquid nitrogen/hydrogen (8) are presented in
detail in Section 5.3.

To ensure base pressures in the 10−10 mbar range, the preparation
chamber is equipped with a turbomolecular pump (9), while the main
chamber is connected to an ion getter pump with integrated titanium
sublimation pump (TSP) (10).

The commercial Nanonis hardware (11) for conventional STM mea-
surements and the electronic control units (12) are located inside the
frame to reduce external vibrations.
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Figure 5.1: Scheme of the UHV chamber system, which was assembled and
used in the experiments. (1) Manipulator for sample transfer. (2)
Chamber for sample preparation and characterization. (3) Load
lock to introduce samples to UHV. (4) Rotary feed through to move
the sample storage. (5) UHV chamber that hosts the STM inside a (6)
liquid flow cryostat. (7) transfer tube for the liquid nitrogen (LN2)
to the cryostat. (8) LN2 or liquid helium (LHe) can, respectively. (9)
Turbomolecular pump. (10) Ion getter pump. (11) Nanonis control
unit for slow STM scans. (12) Electronic hardware to control the
surface science tools. (13) Opta optical breadboard supported on
three vibrational dampers. Based on Ref. [9] licensed under a
Creative Commons Attribution (CC BY) license.

The electronic hardware for high-speed scans is located on a separate
rack.

The two chambers are mounted on a rigid metal frame that is placed
on an Opta optical breadboard. The breadboard is supported by three
active damping legs (13) that keep the entire setup mechanically stable.

5.2 sample holder design

The sample holder is custom designed. As for the entire setup, two
main aspects are considered in the design: the high-speed scans and
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the variable temperature measurements. The high-speed aspect asks
for a mechanically stable sample holder. To ensure a good vibrational
behavior and to reduce thermal drifts, the design is rigid, compact
and radial symmetric as shown in Figure 5.2.

1

2

3
4 5

a)

b)

c)

Figure 5.2: Scheme of the custom designed sample holder. a) Diagonal top
view and (b) side view of the assembled sample holder. b) Ex-
ploded view of the sample holder. (1) Single crystal with notches
at the sides for support. (2) K-type thermocouple plates. (3) Tung-
sten filament and Mo plates. (4) Al2O3 ceramics as electrical
isolation layers. (5) Mo ring and base plate to fix the sample
holder with the Mo screws and the Al2O3 tubes. Based on Ref. [9]
licensed under a Creative Commons Attribution (CC BY) license.

The variable temperature application asks for a reliable control
of the sample temperature inside the microscope. The sample (1) is
connected to K-type thermal couple plates (2) that ensure precise
temperature reading. For heating inside and outside of the STM, an
electron bombardment heating is integrated inside the sample holder.
The thin tungsten filament (3) and the connected molybdenum plates
are electrically decoupled from the sample by alumina spacers and
alumina tubes (4). Also the molybdenum ring and the base plate that
clamp the stacked design with Mo screws are electrically decoupled
from the sample and the filament. During electron bombardment
heating, the sample is grounded and the filament is set to a lower
potential while a current is applied. The emitted electrons heat the
sample from the back to temperatures above 1500 K.

The filament and the thermocouple plates enable the electrical
connections between sample holder and manipulator (1), as illustrated
in Figure 5.3. An insulating macor piece in the manipulator head
decouples the sample holder from the UHV chamber. After sample
preparation and characterization, the sample holder can be transferred
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to the sample storage (2) or directly to the STM, which is located in the
continuous flow cryostat (3).

1

2

3

Figure 5.3: Insight to UHV chamber and sample transfer system. (1) Load
Lock. (2) Sample storage. (3) Manipulator. (4) Cryostat shields
with STM inside. Based on Ref. [9] licensed under a Creative
Commons Attribution (CC BY) license.

5.3 continuous flow cryostat

The liquid flow cryostat enables measurements at cryogenic tempera-
tures on the one hand and can be used to counter-cool the STM body
during high temperature measurements on the other hand. For STM

measurements at elevated temperatures, the scanner must be counter-
cooled to avoid thermal drift and to guarantee that the piezos are not
heated too high with respect to their Curie temperature. The liquid
flow cryostat is cooled via a transfer tube, which is connected to the
liquid nitrogen or liquid helium can, as shown in Figure 5.1. The other
end of the transfer tube is connected to the liquid inlet (1) in Figure
5.4a). A membrane pump at the exhaust line operates in the range
of hundreds of mbar and regulates the constant gas flow through
the cryostat. The shutter regulation (2) in Figure 5.4 enables conve-
nient sample transfers in the open shutter position and a well isolated
environment for measurements at the closed shutter position. The
thermal connection to the STM unit can be adjusted with the clamp-
ing regulation (3). All electrical connections for heating, temperature
reading, and STM measurements are fed through at the top of the
cryostat (4). Surrounded by the outer (5) and inner cryostat shield
(6), the microscope unit (7) is decoupled from the room temperature
environment.

Figure 5.4b) shows the magnified microscope unit. The entire unit
can be mechanically decoupled from the cryostat by releasing it to
three springs (8). The decoupling affects also the temperature coupling
to the cold finger (9) and can be used to isolate the microscope from
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Figure 5.4: Cryostat design. a) Continuous flow cryostat: (1) liquid inlet, (2)
shutter regulation, (3) clamping regulation, (4) ports for vacuum
feedthroughs, (5) outer cryostat shield, (6) inner cryostat shield,
and (7) microscope unit marked in blue. b) Magnified microscope
unit: (8) custom springs for mechanical decoupling, (9) cold fin-
ger, (10) microscope body, (11) inner cryostat shield, (12) sample
holder stage, (13) copper cross, and (14) magnets for eddy cur-
rent damping. Adapted from Ref. [9] licensed under a Creative
Commons Attribution (CC BY) license.

the surrounding. Clamping the microscope unit results in fast cooling
behavior.

5.4 stm head and hybrid scanner

For low noise levels during STM measurements, the microscope unit
is unclamped. Figure 5.5a) shows the individual parts of the unit in
an exploded view. The STM head (2) and the sample stage (3) are
tightly connected to avoid lateral drifts during measurements. The



36 design of mechanical components

eddy current damping reduces mechanical vibrations and consists of
of a copper cross (4) and four aligned magnets (5).
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Figure 5.5: Setup of the microscope unit. a) Exploded view of microscope
unit: (1) springs, (2) STM head, (3) sample holder stage, (4) copper
cross and (5) magnets for eddy current damping. b) Exploded
view of STM head: (6) connection to cryostat, (7) clamping mecha-
nism, (8) electrical connections, (9) scanner unit, (10) shear piezos
for stick-slip coarse approach, (11) copper block to support shear
piezos with adjustable tension, (12) lower and (13) outer micro-
scope body parts. c) Exploded view of scanner unit: (14) copper
walker with vertical slits for increased elasticity, (15) overview (OV)
piezo, (16) macor disk for mechanical connection and electrical
isolation, (17) fast-scan (FS) piezo, (18) graphite plate, (19) insu-
lation spacer, (20) graphite plate to support the STM tip (21), and
(22) copper shield for electrical shielding of scan signals. Adapted
from Ref. [9] licensed under a Creative Commons Attribution (CC
BY) license.

Figure 5.5b) shows that the scanner unit (9) is supported by three
shear stack piezos (10) mounted in a copper block (11). This design is
based on the Pan-STM [97] and allows for precise coarse approaches
using the stick-slip motion. In addition, the scanner unit is rotatable
due to its cylindrical shape. The detailed components of the scanner
unit are shown in Figure 5.5c). The copper cylinder (14) has six vertical
slits transforming it to an elastic component that clamps itself in
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between the shear stack piezos. At the bottom of the tube piezo
ceramic arrangement (15, 16, 17), several layers (18, 19, 20) shield the
Pt-Ir tip (21) from other electronic signals. Placing the tip off-center
and using the rotation of the scanner unit enables to change the scan
region on the macroscopic scale. For additional electric shielding and
to avoid cross talk, a copper cap (22) covers the lower segment of the
scanner unit.

All metal components are manufactured from oxygen-free copper.
Using the same material guarantees similar thermal expansions of the
single components and therefore the microscope can operate within a
wide temperature range. For heating the sample inside the microscope,
similar contact plates are used as in the manipulator design described
in Section 5.2. The contact plates (5) are located at the back of the
sample holder stage, as shown in Figure 5.6. For mechanical stability,
the sample holder is clamped by Mo springs (6).
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a) b)

OV piezo

FS piezo

Figure 5.6: Microscope design. a) Section view of microscope unit: (1) copper
walker, (2) OV tube piezo, (3) thin copper cables, (4) FS tube piezo,
(5) electrical connections for thermocouple and filament of the
sample holder, and (6) Mo springs to clamp sample holder. b) Hy-
brid scanner consisting of the OV piezo and the FS piezo. Adapted
from Ref. [9] licensed under a Creative Commons Attribution (CC
BY) license.
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To ensure the mechanical stability of the scanner unit, the compo-
nents are densely arranged with solid mechanical connections inside
the STM head, as shown in Figure 5.6.

The heart of the scanner unit is the self built hybrid scanner. The
hybrid scanner consists of two independently operating tube piezos.
For large scale images, the OV piezo is used, which has a scan range
of 2500×2500 nm2 at ±200 V and 300 K. High-speed measurements
are realized with the FS piezo, which has a range of 500×500 nm2 and
a resonance frequency above 1 MHz. The FS piezo is attached to the
bottom of the OV piezo with an electrical isolation spacer, as shown
in Figure 5.6b. Both piezos are aligned precisely with respect to their
four segmented electrodes to ensure that they elongate laterally in
the same directions. Isolated cables for the four segments of the tube
piezo and its inner electrode are fed through the overview piezo, as
shown in Figure 5.6. The five electrical connections for the FS piezo
and the OV piezo are separated to enable independent control.
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H I G H - S P E E D S E T U P

In this chapter, the experimental setup to perform high-speed STM

measurements is presented. The working principles of the high-speed
scan control, the data acquisition, and the live display are explained.
For all of these tasks, the high-speed electronic hardware is introduced.
In this context, the software solutions for the high-speed scan input
signal generation, data acquisition, and data visualization are demon-
strated. Most of the concepts presented and several of the figures
shown in this chapter are published in Applied Physics Letter in Ref.
[59].

6.1 scan control

The two tube piezos OV piezo and FS piezo can be controlled inde-
pendently. The schematic overview of the scan control is provided in
Figure 6.1. The OV piezo is controlled with the conventional Nano-
nis hardware and software while the FS piezo is controlled by cus-
tom programmed high-speed electronics. The High-speed electronics
for control, monitoring, and data acquisition are integrated into the
experimental physics and industrial control system (EPICS) framework.
[116]

The hybrid scanner design allows to measure overview images and
to locate the STM tip based on this image at the desired position to
perform high-speed scans. The high-speed scan starts immediately
without tip retraction and the tip scans in quasi-constant height mode.
In this mode, the Nanonis unit controls the tip height with feedback
parameters that are slower than the acquisition time of the high-speed
scan images. Due to the independent control of the two piezos, the tip
position can be adjusted while high-speed scans are performed. The
resulting shift of the scan area can be observed in real time thanks to
the live display, which is described in Section 6.5. In Figure 6.2, the
Phoebus [117] user interface shows an exemplarily live display of a
spiral scan on the Au(111) surface. More details about this scan are
provided in Figure 6.5.

The heart of the scan control is the arbitrary waveform generator
(V375 from Highland Technology) that is mounted inside a Versa
Module Eurocard-bus (VMEbus) rack. On the waveform generator,
four arbitrary waveforms can be defined that can be represented as
individual 1D 16-bit arrays. The user sets parameters within the EPICS

framework via the Phoebus [117] interface, which is shown in Figure
6.2. With the parameter settings, the user defines the input signals,
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Figure 6.1: Schematic scan control of both conventional and fast STM mea-
surements. The local computer communicates with both the con-
ventional unit and the high-speed unit. The communication to
the high-speed unit is realized within the EPICS framework using
python interfaces. Adapted from Ref. [9] licensed under a Creative
Commons Attribution (CC BY) license.

the scan speed, and the scan range. The scan range is controlled by
the voltage amplification inside the waveform generator that acts as
digital-to-analog converter (DAC). The maximum output voltage of the
waveform generator is limited within the EPICS framework to avoid
overvoltages. With the maximum voltage range of ±3 V, the input
signals are amplified with a factor of 50 by four identical HV amplifiers
(WMA-300 from Falco Systems). The amplified signals are applied to
the outer electrodes of the FS piezo.

The scan geometry of the piezo can be tuned with the waveforms
input signals and unconventional scan patterns that favor high-speed
measurements can be generated. Details of the unconventional and
very customizable spiral scan signal are described in Section 6.3.

6.2 data acquisition

For data acquisition, a digitizer is integrated in the VMEbus system run-
ning EPICS on a real time executive for multiprocessor systems (RTEMS)
[118]. The Struck SIS3316 digitizer acquires up to 250 megasamples
per second per channel with 14-bit resolution. Four input channels



6.2 data acquisition 41

Figure 6.2: User interface to perform high-speed STM measurements. The
user interface is realized with Phoebus. [117] On the left, scan pa-
rameters for the high-speed scan can be set. The exemplary spiral
STM image on the right shows the Au(111) surface, described in
more detail in Figure 6.5.

acquire the voltage input signals from the waveform generator. From
these four signals the internal central processing unit (CPU) calculates
the spatial coordinates that directly relate to the lateral displacement
of the FS piezo. Two other digitizer channels read the z position of the
OV piezo and the pre-amplified tunneling current IT. The tunneling
current is split between conventional and high-speed electronics to
enable quasi-constant height measurements and to switch between
high-speed and conventional scan instantaneously. Trigger signals
serve as communication for starting and ending frames between wave-
form generator and digitizer. The trigger causes a sequence of actions
inside the digitizing unit: i) The collected spatial coordinates are pro-
cessed to extract the lateral displacement as indicated in Figure 6.1.
ii) The data (2x, 2y, z, IT) is locally stored in a ring buffer. iii) The
data is written to a process variable (PV) provided within the EPICS

framework. The python interface for EPICS pvapy [119] is used for the
PV-server and the data storage routine. The PV-server that handles the
data chunks as ndarrays [120] runs on a Unix-System.
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Various users within the network can access the data from the
provided PV independently. By default, one thread provides a queue to
temporally buffer the data on a local computer. A PV monitor acquires
the data and writes the data chunks into the queue, as outlined by the
following code snippet written in python. 1

1 import numpy as np

2 import queue

3 import pvaccess as pva

4

5 q = queue.Queue(1000000)

6

7 def callback(x):

8 """Collect data."""

9 global q

10

11 if not q.full():

12 q.put(x)

13

14 return q

15

16 channel = pva.Channel("High_Speed_PV")

17 channel.setMonitorMaxQueueLength(-1)

18 channel.subscribe("callback", callback)

In parallel, a consumer thread collects the queue data in chronologi-
cal order and creates an hierarchical data format version 5 (HDF5) file
as illustrated by the following python code snippet. 1

1 import numpy as np

2 import h5py

3 import threading

4 import queue

5 import time

6

7 hf = h5py.File(filename, 'a')

8

9 class ConsumerThread(threading.Thread):

10

11 def __init__(self):

12 super(ConsumerThread, self).__init__()

13 self._stop_event = threading.Event()

14

15 def stop(self):

1 The code snippets are outlines that have been simplified for better comprehension.
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16 self._stop_event.set()

17

18 def run(self):

19 global q

20 while True:

21 if not q.empty():

22 x = q.get()

23 data = np.dstack((x, y, z, I)

24 ).squeeze()

25 dset = hf.create_dataset(

26 f"{time.time_ns()}", data=data)

27 q.task_done()

28

29 c = ConsumerThread()

30 c.daemon = True

31 c.start()

32

33 # Once the measurement stops:

34

35 q.join() # waits for thread to finish

36 hf.close()

37 c.stop()

This file contains all data to reconstruct the high-speed scan image:
tunneling current, spatial coordinates, and real time timestamps. In
addition meta data information are stored, such as the ideal waveform
signal from the waveform generator, all parameters that define the
scan, and the unix timestamp when every single data chunk was
stored. This unix timestamp is different from the real time timestamp
from the real time operating system RTEMS of the digitizing unit.
For image processing and data analysis, the real time time stamp is
used. Since, in contrast to commercial scan file types, the read back
values from positional coordinates are saved in addition to the ideal
input-waveform signals, arbitrary scan patterns can be processed and
analyzed. This feature is important for unconventional scan patterns
that are described in Section 6.3.

6.3 spiral scan pattern

The frame rate in conventional STM is limited by its line-by-line raster
motion. Figures 6.3a and b show the tip trajectory and the input signals
for conventional raster scans. For visualization, the tip trajectories are
shown schematically with a reduced number of data acquisition points.
The points are represented by color coded triangles that indicate
the scan direction. As obvious from Figures 6.3a and b, the raster
scan consists of sharp triangular input signals. These sharp points of
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inversion result in image distortions at high scan speeds. At the end of
every scanning line, the tip must travel back to start the next line scan.
Hence, the data is acquired discontinuously and one measurement
cycle consists of forward, backward, downward, and upward scan.
The surface is scanned four times with alternating tip propagation
directions.
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Figure 6.3: Schematic raster and spiral scan signals. a) Conventional raster
scan pattern. Triangles represent data sampling points and indi-
cate the scan direction. The color code is shown on the right and
indicates the scan time. b) Lateral displacement of the scanning
tip as a function of time. In analogy, c) and d) show the schematic
spiral pattern and the lateral displacement, respectively. adapted
from Ref. [59] licensed under a Creative Commons Attribution
(CC BY) license.

To increase the frame rate of STM measurements, i) the input signal
for the piezo movement must be smooth, ii) the real space must be
scanned efficiently, and iii) the time per measurement cycle must be
reduced.

As discussed in Section 3.2.3, spiral geometries, as shown in Figures
6.3c and d, are promising candidates to overcome the speed limitations
set by STM scan patterns.

Spiral scans satisfy all of the above requirements: i) The input
signals are smooth because spirals consist of a combination of two sine
and cosine functions. ii) Spirals scan the real space without crossing
of lines and iii) the scan direction of the tip is continuous, which
produces images of similar contrast and, therefore, reduces the time
per measurement cycle.
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To visualize the data in this section, the 2D-histogram is used, which
maps the data points on the 2D grid as indicated in Section 6.4. More
details on image reconstruction are provided in Figure 6.8.

Various mathematical expression exist to describe spiral patterns. In
the present study, Cartesian coordinates are used because they serve
as amplitude of the voltage input signal and directly relate to the
lateral tip displacement. To generate the input signals, the following
equations are used for x and y:

x = ta · cos
(
ω · tb) (6.1)

y = ta · sin
(
ω · tb) (6.2)

Parameter a changes the amplitude over the time t and b adjusts
the data point density along the trajectory. ω is the frequency of the
sine and cosine functions and adjusts the line density of the spiral
geometry. The line density can also be expressed in the distance of
two neighbored lines (pitch size) or the number of rotations of the
tip per frame. If ω increases, the scan speed increases, too, while the
frame rate remains unchanged. At a given ω, the tip velocity and the
spiral geometry are tuned with parameters a and b. Spiral geometries
can be tuned, for instance to Archimedean or Fermat spirals and tip
velocities can be varied from e.g. constant angular velocity (CAV) to
constant linear velocity (CLV). Furthermore, intermediate geometries
and modes are possible by changing a and b by smaller increments.

To implement the signals to STM measurements in quasi-constant
height mode, the tilt of the sample surface with respect to the STM

tip must be compensated. This compensation is independent of the
type of spiral trajectory. For visualization, Figure 6.4a illustrates the
tilting by the angle α in the x-direction. To correct the tilt in both x-
and y-direction (α and β), the additional z signal is applied to all four
outer electrodes of the FS piezo, as given in equation 6.3:

z = tan(α) · 2x + tan(β) · 2y (6.3)

This dynamic offset results in no lateral displacement but in height
differenced of the piezo. In Figure 6.4 the displacements in x-, y-, and
z-direction are plotted for the outward scan of the CAV Archimedean
Scan. The amplitudes increase linearly over time. 2x and 2y are phase
shifted by 90°. For the shown case, the tilt angles α and β are the same.
Therefore, z is phase shifted by 45°. For visualization, the displacement
in z is scaled arbitrarily.

The spiral geometry is applied in scans on the Au(111) surface in
ambient conditions. A wide range of scan speeds and frame rates is
tested and compared to conventional raster scans of characteristic step
edge formations. The slow raster scan images are shown in Figures
6.5a-c and are acquired in 130 s. The lower row of Figure 6.5 shows
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Figure 6.4: Tilt correction for quasi-constant height spiral scans. a) Schematic
illustration of the tilt angle α in x-direction. The tilt angle is
corrected with respect to the STM tip. For the correction, an ad-
ditional signal z is added to the four input signals x, −x, y, −y.
The lateral tip displacements results in 2x and 2y. b) The dis-
placements are plotted exemplarily over time. The three dotted
vertical lines illustrate the phase shift of lateral displacement and
the changing height. Adapted from Ref. [59] licensed under a
Creative Commons Attribution (CC BY) license.

the fast spiral scan images acquired at the position indicated by the
orange circles. The spiral images have a scan diameter of 22 nm and
are acquired with different scan speeds. Figure 6.5d was acquired in
5 s, which corresponds to a frame rate of 20 Hz. For this relatively slow
scan speed, the constant current mode was applied. The characteristic
step edge configuration from Figure 6.5a is clearly resolved. For higher
scan speeds in Figures 6.5e,f, the quasi-constant height mode is used.
With this mode the STM resolved the step edge configurations in 0.5
or even 0.025 s, which corresponds to a frame rate of 40 Hz.

The question arises whether or not the spiral scan can also resolve
finer structures, such as the herringbone reconstruction on the Au(111)
surface. Figure 6.6a shows an overview image acquired in UHV with
the raster motion within 214 s. The herringone reconstruction is re-
solved on the upper and lower terrace. The area marked with the blue
square is magnified in Figure 6.6b. Characteristic angles of 120° are
visible. Figure 6.6c shows the same area acquired with the spiral scan
within 50 ms. This is 1500 times faster than the raster scan in Figure
6.6b. The same structural features are observed.

Spiral scans can resolve the atomic step edges and the herringbone
reconstruction on the Au(111) surface with time resolutions that are
more than thousand times higher than in conventional STM. Up to
this point, only CAV spiral scans have been investigated. In principle
numerous spiral geometries and tip velocities are possible, CAV and
CLV scans representing two extremes. To analyze the advantages of
the two spiral modes, CAV and CLV Archimedean spiral scans are
applied to resolve the hexagonal structure of the 3O(2×2) structure
on Ru(0001).
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a) b) c)

d) e) f)

Figure 6.5: Atomic steps on the Au(111) surface resolved by conventional
raster scan and spiral scan STM measurements. a-c) Conventional
raster scan images of 50×50 nm2, acquired in 130 s. d-f) Spiral
scan STM images acquired in 5 s, 0.5 s, and 0.025 s, respectively.
a,d) constant current images (VS = 0.1 V, IT = 1 nA). b) constant
current, e) quasi-constant height image (VS = 0.1 V, IT = 0.2 nA).
c) constant current, f) quasi-constant height image (VS = 0.1 V, IT
= 0.5 nA).

a) b) c)

Figure 6.6: Resolved herringbone reconstruction on the Au(111) surface by
conventional and spiral STM. a) Conventional raster scan image
(90×90 nm2). b) Magnified region of 32×32 nm2 marked in a),
acquired in 214 s. c) Spiral scan STM image of the area marked
with orange in a). The image was acquired in 50 ms (scan diameter
= 32 nm). The herringbone structure is marked exemplary with
green lines in b) and c). Scan parameters for all images: VS = 1 V,
IT = 1 nA.

Figures 6.7a-c show the schematic tip trajectories of the raster scan,
the CLV spiral scan, and the CAV spiral scan in analogy to Figure
6.3. Below the trajectories, the corresponding STM images are shown.
The raster scan is acquired with commercial hardware and software.
Oxygen atoms appear bright and form the hexagonal structure. The
CLV scan exhibits equidistant points along the scan trajectory. The
homogeneous point distribution seems favorable for image acquisi-
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a) b) c)

d) e) f)

raster scan CLV spiral scan CAV spiral scan

Figure 6.7: 3O(2×2) structure on Ru(0001) resolved by raster, CLV, and CAV

scans. a-c) Schematic illustration of scan patterns. Red and yellow
triangles along the trajectory indicate data acquisition points and
the tip propagation direction. d-f) Atomically resolved STM images
of the 3O(2×2) adlayer on Ru(0001) (VS=1 V, IT=1 nA, 5×5 nm2).
a,d) Conventional raster scan. b,e) CLV spiral scan. c,f) CAV spiral
scan. The unit cells are drawn in orange. Adapted from Ref. [59]
licensed under a Creative Commons Attribution (CC BY) license.

tion. However, in the CLV mode, the tip rotates very fast in the center,
which results in sharper input signals. The corresponding STM image
in Figure 6.7e reveals the hexagonal structure of the 3O(2×2) layer.
However, especially the center of the image, lacks clear atomic reso-
lution. The CAV scan, in contrast, shows clearly resolved atomic sites
with high spatial resolution in the center. The high resolution is due
to the increased point density in the center of the CAV scan. The STM

tip rotates with constant speed. Therefore, the tip moves linearly very
slow, which in turn increases the point density along its trajectory
when scanning with a constant data sampling rate. In general, the
increased spatial resolution in the central region of the STM image is
desirable. Therefore, the CAV scan is preferred for spiral STM scans.

In this section, two exemplary modes to perform spiral scans were
demonstrated. As mentioned above, the spiral geometry and the tip
velocity are fully customizable, especially by tuning parameters a and
b. Studies with time dependent parameters were also considered and
prepared. However, the high spatial resolution and the absence of
image distortions promoted the CAV scan.
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6.4 data processing

The data acquisition points of unconventional scan patterns do not
necessarily coincide with a 2D grid that represents an image. Different
methods exist to reconstruct images from the acquired point cloud. In
the following, three approaches are presented that are implemented
in our purely Python-based program, which is freely accessible [121].
The program enables visualization, processing, and analysis of the
acquired image sequences independent of the scan pattern. Besides
customizable image reconstruction methods, we implemented 1D and
2D image filters. The real time timestamps are displayed and can be
used for further analysis.

a) b) c)

d) e) f)

2D histogram inpaint linear interpolation

Figure 6.8: Image reconstruction of CAV spiral STM scans. The image recon-
struction are performed with the scan presented in Figure 6.7f.
a) 2D histogram with 300×300 bins. b) Image a) reconstructed
with the inpaint algorithm. c) Linearly interpolated point cloud
on the 300×300 grid. a)-c) Scan parameters: VS = 1 V, IT = 1 nA,
scan diameter = 5 nm. d)-f) show the zoomed areas from a)-c),
respectively. Adapted from Ref. [59] licensed under a Creative
Commons Attribution (CC BY) license.

Figure 6.8 shows the CAV spiral STM image from Figure 6.7f recon-
structed with three different methods to display the point cloud as 2D
images. All images in Figures 6.8a-c are reconstructed to a 300×300 bin
grid. Figures 6.8a shows the 2D histogram. 2D histograms are compu-
tationally most feasible. The point cloud is binned by the equidistant
2D grid. Inside every grid point, the intensity values are averaged.
The average intensity value serves as brightness indicator in the image
representation. As obvious from Figure 6.8d, for large 2D histogram
grids empty grid points result. Empty grid points are avoided by using
grids with less than ω

2 points, where ω is the frequency of sine and
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cosine functions. This approach was successfully applied to generate
live scan displays. More details and examples of 2D histograms with
atomic resolution are provided in Section 6.5.

The inpaint algorithm allows to reconstruct the data point cloud on
larger 2D grids. The reconstruction is based on the 2D histogram shown
in Figure 6.8a and the algorithm is implemented in the scikit-image
python package. [122] The atomic resolution is emphasized and the
image contrast is very pleasant for the human eye, as obvious from
the zoomed section in Figure 6.8e.

Interpolating the point cloud and mapping it on a 300 × 300 pixels
2D raster image results in Figure 6.8c. For interpolation and mapping,
the scipy python package is used. [123] The resulting image is very
similar to the inpainted image, as obvious from the zoomed section in
Figures 6.8e and f.

As mentioned above, larger images with more pixels are very pleas-
ant for the human eye. However, the inpaint and the interpolation
algorithms are computationally expensive - especially for a large
number of images. Therefore, these reconstruction methods are only
applicable for post-processing routines of high-speed scans.

6.5 live display

To monitor the high-speed scan images live, fast routines for the data
acquisition and the image reconstruction are necessary.

As mentioned in Section 6.4, a fast routine to reconstruct the point
data cloud on 2D image grids is the 2D histogram. The code snippet
illustrates how the 2D histogram is generated using the numpy python
package. [120] An independent thread on a local computer subscribes
to the high-speed scan PV similarly as described in Section 6.2 and
processes the data quickly to generate a plane flattened 2D histogram.
The generated images for the live display are handled in a separate PV

to avoid interference with the data acquisition.

1 import numpy as np

2 import import pvaccess as pva

3 from epics import caget

4 from plane_flattening import plane_flatten

5

6 channel = pva.Channel("live_display")

7 x, y, z, I = np.squeeze(np.hsplit(data,4))

8 binsize = caget("live_display:binsize")

9 H, xedges, yedges = np.histogram2d(

10 y, x, bins=binsize, weights=I, normed=False)

11 H_notweighted, xedges, yedges = np.histogram2d(

12 y, x, bins=binsize)

13 H_scale = H / H_notweighted
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14 H_scale_flatten = plane_flatten(H_scale)

15 channel.put(list(np.ndarray.flatten(H_scale_flatten)),

16 'field(image)')

The resulting images are displayed in the Phoebus interface [117], as
shown in Figure 6.2. The user can specify the image resolution in terms
of the bin size of the 2D histogram interactively within the graphical
user interface. Thanks to the fast processing of the 2D histogram, the
resolution is then adjusted while measuring and without causing delay
in the live display.

First test measurements are performed on the system that was first
studied by video STM, i.e. chemisorbed oxygen atoms on the Ru(0001)
surface. [31] Figure 6.9 compares unfiltered and filtered spiral scans at
different frame rates. It becomes obvious that the acquired raw data
already provides atomically resolved images. The unfiltered images
resemble images that are displayed in the live monitor during the
scan.

raw data 33.3 ms/image

filtered data 33.3 ms/image

raw data 16.7 ms/image

filtered data 16.7 ms/image

raw data   8.3 ms/image

filtered data   8.3 ms/image

a) b) c)

d) e) f)

Figure 6.9: Comparison of unfiltered and filtered high-speed spiral STM im-
ages. a-c) show the 2D histogram with 100×100 bins based on the
unfiltered raw data of the tunneling current deviation. Adsorbed
oxygen atoms on the Ru(0001) surface can be identified. For com-
parison, d-f) show the data filtered with a 2D Gaussian filter. The
acquisition times of 33.3 ms, 16.7 ms, and 8.3 ms, respectively, are
displayed at to the top of each image (VS = 0.9 V, IT = 2.0 nA, T
= 300 K, scan diameter = 5 nm). Adapted from Ref. [9] licensed
under a Creative Commons Attribution (CC BY) license.

At frame rates as high as 120 Hz dynamic events in consecutive
images can be identified at the atomic scale. Figure 6.10 provides
an example of migrating oxygen atoms that can be tracked. Within
the first 8.3 ms no change in the atomic arrangement is detected. At
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t=33.3 ms in Figure 6.10c, an atomic jump is detected, as indicated by
the white arrow. In the consecutive 8.3 ms, the oxygen atom jumps to
another site. This process is magnified in Figures 6.10e,f.

41.6 ms 41.6 ms

33.3 ms

8.3 ms

a) c) e)

b) d) f)

0 ms 33.3 ms

Figure 6.10: Captured dynamics with spiral STM images acquired in 8.3 ms.
a-d) Atomically resolved spiral STM images, acquired in 8.3 ms
(VS = 0.9 V, IT = 2.0 nA, T = 300 K, scan diameter = 5 nm). e-f)
show the magnified region highlighted in c,d), respectively. The
trajectory of the oxygen atom is indicated with white arrows.
The current oxygen atom position is marked with colored circles,
previous positions are marked with dotted circles. Adapted from
Ref. [59] licensed under a Creative Commons Attribution (CC
BY) license.

As discussed in Section 2.2, chemisorbed oxygen was studied in
the last decades. The mobility of oxygen atoms at low coverage was
studied by Wintterlin et al. [31] Since denser oxygen adlayers are of
great importance for the growth of ultrathin oxide films, the mobility
within the O(2×2), the O(2×1), and the 3O(2×2) phases are studied
in Chapter 7.
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D Y N A M I C S I N O X Y G E N A D L AY E R S O N R U ( 0 0 0 1 )

Oxygen adlayers are present at the interface between oxide thin films
and the underlying metal support. They play an important role for
these thin film systems. In this chapter we present the analysis of
oxygen diffusion within dense adlayers on the Ru(0001) surface at
room temperature. The spiral scan is applied in quasi-constant height
mode using Archimedean spirals at CAV. The shown high-speed STM

images are supported by DFT calculations performed by Joachim Paier
from the Department of Quantum Chemistry at Humboldt University,
Berlin, Germany.

In Section 7.1, the diffusion within the slightly reduced O(2× 2)
adlayer on Ru(0001) is presented. The successful observation of the
occupied intermediate state along the oxygen diffusion pathway is
reported. The majority of the data presented in Section 7.1 is published
in Physical Review B in Ref. [60].

At higher oxygen coverage, the slightly reduced O(2× 1) becomes
stable at room temperature. Section 7.2 discusses the diffusion pro-
cesses and the dynamic phenomena observed within the O(2 × 1)
adlayer on Ru(0001). Besides mobile oxygen species that lead to struc-
tural rearrangements within the O(2× 1) layer, fast flipping events of
1D line features are observed. The majority of the data presented in
Section 7.2 is published in Physical Chemistry Chemical Physics in
Ref. [61].

In Section 7.3, dynamic events in the 3O(2× 2) structure are reported.
The observed dynamics are reversible over time.

7.1 diffusion in o(2×2)/ru(0001)

In this section, the mobility within the slightly reduced O(2× 2) ad-
layer on Ru(0001) at room temperature is discussed. First, the energy
barriers for diffusing oxygen species is evaluated by DFT calculations.
Then, spiral high-speed STM image sequences are used to determine
jump rates and to analyze the oxygen diffusion pathway.

7.1.1 Evaluation of Energy Barriers by DFT

To investigate dynamics in the O(2× 2) adlayer, vacant sites are nec-
essary enabling diffusion processes to occur. Figure 7.1a shows the
structure used for DFT calculations to model the reduced oxygen layer.
The unit cell is drawn with continuous black lines. It exhibits an oxy-
gen vacancy on one hcp site, resembling the 3O(4× 4) structure. The

55
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vacant site enables the study of moving oxygen atoms. The possible
diffusion pathway of the oxygen atom is sketched in Figure 7.1a with
colored lines. The pathway includes fcc sites, hcp sites on the (2× 2)
grid, and hcp sites on the (1× 1) grid. The corresponding free-energy
diagram is shown in Figure 7.1b. The (2×2) hcp sites represent global
minima, the fcc sites and the (1×1) hcp site resemble local minima on
the energy surface. As evident from the energy diagram, the limiting
free-energy barriers are 0.93 eV. This energy difference is based on
strongly-constrained-and-appropriately-normed (SCAN) calculations.
To assess the rate determining barriers more accurately, the random
phase approximation (RPA) is used, as discussed in Ref. [60]. The RPA

correction results in free-energy barriers that are 0.14 eV smaller. The
resulting limiting barrier of 0.79 eV are in good agreement with lit-
erature values. [31, 124] After RPA-correction, the overall free-energy
barrier is 0.99 eV.

b)a) ∆G (eV)

hcp
2x2

fcc hcp
2x2

hcp
1x1

fcc
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0.93 eV 0.93 eV
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1
2
0
]

1.13 eV 1.13 eV

0.41 eV

Figure 7.1: Possible migration path of diffusing oxygen on Ru(0001). a) Struc-
ture used for DFT calculations, i.e. 3O(4×4)/Ru(0001). The solid
black line marks the (2×2)-unit cell. The dotted black line marks
the unit cell for DFT calculations. Colored line segments high-
light the oxygen migration path. b) Corresponding color coded
free-energy diagram. Oxygen atoms are drawn with red circles,
oxygen vacancies with blue circles. Reproduced from Ref. [60].

To evaluate the mobility of the oxygen species at room temperature,
the free-energy barrier must be related to the jump rate. For diffusion
processes that include metastable states, two approaches are reported
in the literature to asses the jump rate based on the energy profile.
Approach (a) accounts for the highest saddle point [125] and approach
(b) accounts for the highest barrier along the migration pathway. [126]

To evaluate the jump rates based on the free-energy barriers, a rate
constant according to Eyring’s transition state theory is defined. [127]
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The rate constant k0
1 of first order depends on the temperature T and

the difference of Gibbs free-energy ∆G 6=0 , as given in equation 7.1.

k0
1 =

kBT
h

e

(
− ∆G 6=0

kBT

)
. (7.1)

kB is the Boltzmann’s constant and h is the Planck’s constant. The
residence time τ is defined as the inverse rate constant, as given in
equation 7.2.

τ =
1
k0

1
(7.2)

At 300 K, according to approach (a) that considers the highest saddle
point at 0.99 eV, the oxygen species within the O(2× 2) adlayer would
jump every 10,000 s. This corresponds to a jump rate in the order of
0.0001 Hz. Following approach (b), on the other hand, the limiting
free-energy barrier of 0.79 eV results in jump rates of 0.33 Hz, i.e. an
average residence time of 3 s.

7.1.2 Imaging with Conventional and Spiral High-Speed STM

To observe jumping oxygen species in real space and to evaluate their
mobility, STM measurements are performed. Figure 7.2a shows the
conventional raster STM image acquired in constant current mode. The
bright areas are attributed to oxygen atoms, exemplarily indicated
with red dots. The resulting unit cell of the O(2 × 2) structure is
drawn in orange. Dark areas that break the hexagonal symmetry
are attributed to oxygen vacancies, exemplarily indicated with blue
dots. The coverage of the chemisorbed oxygen layer on Ru(0001)is
approximately θ = 0.23.

As obvious from Figure 7.2a, the dark areas show line features
in the fast scan direction of the STM tip. These lines indicate mobile
surface species. To observe the hopping events, the frame rate was
increased using the high-speed capabilities of the spiral scan. The
resulting spiral STM image is shown in Figure 7.2b. The image size is
similar to Figure 7.2a and the image contrast is comparable. Atomic
sites, i.e. oxygen atoms and oxygen vacancies, can be identified. As
obvious from the undistorted unit cell, the spiral image does not show
great image distortions. The dark areas attributed to oxygen vacancies
do not show line features indicating that the used frame rate of 20 Hz
is sufficiently high to resolve the dynamics in separately acquired
frames. For illustration, Figure 7.2c shows the structural model of the
O(2× 2) structure on Ru(0001).
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oxygen atom oxygen vacancy

b) c)a)

[1
1
2
0
]

[1
1
2
0
]

Figure 7.2: Atomic resolution STM images of the O(2×2) adlayer on Ru(0001).
a) Constant current raster scan STM image, acquired in 100 s. b)
Quasi-constant height spiral high-speed STM image, acquired in
50 ms. Oxygen atoms are exemplarily marked in red and oxygen
vacancies are marked in blue. For comparison, the defect free
structure is shown in c). The unit cell of the (2×2) grid is drawn
in orange. Scan parameters for both raster and spiral scans: VS =
1 V, IT = 1.4 nA, T = 300 K, scan area = 5 nm × 5 nm. Adapted
from Ref. [60].

7.1.3 Analysis of Jump Rates

To analyze whether changes in the local structural arrangement can
be detected, consecutive frames are compared. Figures 7.3a,b show
consecutive frames acquired in 50 ms. Oxygen atoms are overlaid with
red dots and oxygen vacancies with blue dots. Atomic species that
changed their position within the 50 ms are highlighted with white
outlines. As obvious from Figures 7.3, two jump events occurred. One
oxygen atom occupied the adjacent vacant site close to the center of
the scan. Another independent jump event is observed close to the
rim of the scan. An oxygen atom jumps in anticlockwise direction to
an adjacent vacant site. This is against the propagation direction of
the STM tip, which scans in clockwise direction.

In general jumps in all directions and throughout the scan area
are observed. These observations and the small tunneling current
compared to measurements reported in the literature [31] affirm that
the observed dynamics are not tip induced.

Figures 7.3c provides an example, where the trajectories of individ-
ual oxygen vacancies are drawn. The color code for the acquisition
time, which exceeds 50 s, is provided on the right.

While the vacancy located at position 1, does not move within
the acquisition time, the vacancy at position 2 jumps in alternating
manner between three adjacent positions, as indicated by the colored
trajectories. The vacancy at position 3 covers longer distances. Its
trajectory, however, is not uniform over time. In the fist 16.7 s, the
vacancy jumps from position 3 to 4. During this time, its average jump
rate is 0.54 Hz. At position 4 it rests for 14 s before it continues to
change its location.
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Figure 7.3: Resolved atomic jumps in the O(2×2) layer on Ru(0001). a,b)
Atomically resolved spiral STM images, acquired in 50 ms (VS =
1 V, IT = 1.4 nA, T = 300 K, scan diameter = 5 nm). Moving species
are outlined with white circles. c) STM image with overlaid oxygen
vacancy trajectories color coded with respect to the acquisition
time. Reproduced from Ref. [60].

To determine the jump rate, consecutive frames of several scans are
analyzed. The average oxygen vacancy jump rate is in the order of 0.1
to 1 Hz.

Due to the stochastic nature, a broad distribution of individual jump
processes is expected. In addition, the underlying substrate, which is
not accessible to STM, and related defects might influence the oxygen
vacancy mobility locally. As obvious in Figures 7.3, vacancies can be
adjacent to other oxygen vacancies. To evaluate whether the vicinity of
these vacancies and the changed chemical surrounding affect the jump
rate, as well, Figure 7.4 plots the evolution of the nearest neighborhood
of two independent vacancies.
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Figure 7.4: Evolution of the oxygen vacancy nearest neighborhood. Two
individual vacancies (blue and orange line) are tracked and their
nearest neighborhood is plotted. They have either 0 adjacent
vacancies, which corresponds to, six neighboring oxygen atoms,
or they have 1 adjacent vacancy, which corresponds to five nearest
oxygen atoms. Reproduced from Ref. [60].

Their configurations change between 0 adjacent vacancies, i.e. the
vacancy is surrounded by six oxygen atoms, and 1 adjacent vacancy.
The upper blue line is shorter because the tracked vacancy jumped out
of the scan area. In both cases, jumps towards and away from another
vacancy are observed. In total, the two vacancies remain 45-65% of
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the time in a configuration where they have 1 adjacent vacancy. The
probability that two vacancies are adjacent pVV is given by equation
7.3, where cV is the concentration of oxygen vacancies.

pVV = 6cV (7.3)

The oxygen vacancy concentration at a coverage θ of 0.23 is 0.08.
Hence, the probability of two adjacent vacancies in the here inves-
tigated oxygen adlayer case is 48%. The very good agreement of
theoretical and experimental values indicate that there is no preferred
configuration. The fact that the configuration of the individual vacan-
cies changes frequently between 0 and 1 adjacent vacancies in Figure
7.4 affirms this conclusion. Adjacent vacancies do not seem to have an
influence on the vacancy mobility. More studies on the influence of
the nearest neighborhood on the vacancy mobility are interesting for
future experiments.

At higher frame rates of 40 Hz, the oxygen vacancies are still de-
tectable, as shown in Figure 7.5. Individual jump events can be iden-
tified. In analogy to Figure 7.3c, Figure 7.5c shows the color coded
trajectories of individual oxygen vacancies.
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Figure 7.5: Resolved atomic jumps in the O(2×2) layer at 40 Hz. a,b) Atom-
ically resolved spiral STM images, acquired in 25 ms (VS = 1 V,
IT = 1.4 nA, T = 300 K, scan diameter = 5 nm). Moving species
are outlined with white circles. Adapted from Ref. [60]. c) STM

image with overlaid oxygen vacancy trajectories color coded with
respect to the acquisition time.

The resulting jump frequency is similar to the one determined from
20 Hz scans and is in the order of 0.1 to 1 Hz. Figure 7.6 plots the
distribution of determined rates from several tracked vacancies in
scans of 20 Hz and 40 Hz. The rates are weighted with respect to the
time the vacancies have been tracked.

7.1.4 Observation of Occupied Intermediate State

For the diffusion of chemisorbed oxygen on Ru(0001), discrete hopping
events are considered. However, the pathway suggested in Figure 7.1
includes intermediate states. Most prominent is the state at the hcp
site on the (1× 1) grid with free-energy barriers of 0.72 eV. To answer
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Figure 7.6: Jump rates of oxygen vacancies in the O(2×2) layer. The jump
rates are weighted with respect to the time time the vacancies
have been tracked. Reproduced from Ref. [60].

the question whether this intermediate state is also occupied during
the diffusion process, the centers of spiral STM images are analyzed.
As pointed out in Section 6.3, the spatial resolution in the central
region of CAV spiral scans is increased due to the high data point
density and the slower lateral tip velocity. In addition, in the center
of the spiral, the time resolution is increased compared to the overall
frame rate due to consecutive inward and outward scans. Figure 7.7
shows three consecutive spiral scans acquired in 50 ms. The region
of interest marked with white circles in Figures 7.7a-c is acquired in
16 ms. Because Figure 7.7a is an inward scan and Figure 7.7b is an
outward scan, the time difference between these two acquired regions
of interest is only 16 ms. The magnified areas are shown in the second
row of Figure 7.7.

In the third row, the atomic positions are overlaid. It becomes ob-
vious that the oxygen atom marked with a white outline migrates
towards the vacant site. In Figure 7.7h, it is located at an intermediate
position between the two hcp sites on the (2× 2) grid until it finally
reaches the vacant hcp site in Figure 7.7i.

For visualization, the structure model from Figure 7.1a is shown
in Figures 7.7j-l. The direct comparison reveals that the experimen-
tally observed occupied intermediate state agrees very well with the
intermediate state along the diffusion pathway that is predicted theo-
retically, i.e. the hcp site on the (1× 1) grid.
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Figure 7.7: Resolved occupied intermediate state along the oxygen diffusion
pathway. a-c) Consecutive atomically resolved spiral STM images,
acquired in 50 ms. a) Inward, b) outward, c) inward scan (VS =
1 V, IT = 1.4 nA, T = 300 K, scan diameter = 5 nm) The central
regions marked with white circles are acquired in 16 ms. d-f)
Magnified scan areas highlighted in a-c), respectively (area =
2.2 nm × 1.4 nm). g-i) Images from d-f) with overlaid atomic
structure models. j-l) Aligned structural models in analogy to
Figure 7.1a. Reproduced from Ref. [60].
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The phenomenon was experimentally observed for several distinct
configurations in the central region of the spiral scan that exhibits
enhanced temporal resolution.

In conclusion, mobile oxygen species are resolved in the oxygen
deficient O(2× 2) adlayer on Ru(0001). Beyond the discrete individual
hopping events, experimental evidence is provided of an occupied
intermediate state along the oxygen diffusion pathway. To answer the
question if oxygen species are also mobile in denser oxygen adlay-
ers, Section 7.2 discusses the dynamics within the O(2× 1) layer on
Ru(0001).

7.2 dynamics in o(2×1)/ru(0001)

In this section, the mobility within the O(2× 1) adlayer on Ru(0001) at
room temperature is discussed. The structure of this section is similar
to the on of Section 7.1. First, the energy barriers for diffusing oxygen
species is evaluated by DFT calculations. Then, spiral high-speed STM

image sequences are used to study the dynamics of the sample system
experimentally.

7.2.1 Evaluation of Energy Barriers by DFT

In analogy to the studies on the O(2× 2) adlayer on Ru(0001) described
in Section 7.1, DFT calculations are performed by Joachim Paier to
evaluate the energy barriers for oxygen diffusion within the O(2× 1)
layer. Figure 7.8a shows the structure used for the theoretical calcu-
lations. The suggested diffusion pathway for the oxygen atom (red
circles) towards the vacant site (blue circles) is sketched by colored
line segments. The energy diagram on the right is directly related to
the color coded pathway. The energy barriers are in the range of 0.69

to 0.73 eV. Based on these energy differences, at room temperature
jump rates of 3 to 16 Hz are expected using equation 7.1, according
to Eyring’s transition state theory. [127] We found that the pathway
drawn with the dotted black arrow is not feasible due to the very
unstable fcc site along this path. [61] Therefore, the trajectory is only
drawn for the migration to the vacant hcp site on the (1× 1) grid.

Figure 7.8b shows several unit cells. The adsorbed oxygen atoms
form characteristic 1D stripes, as indicated by the green lines. Due
to the periodically arranged oxygen vacancies, every second line is
less dense. Considering the jump event towards the hcp site on the
(1× 1) grid in several unit cells, the structure in Figure 7.8c results.
The orientation of the 1D stripes changes. The blue lines indicate the
new stripe orientation, which is rotated by 120° compared to the stripe
orientation in Figure 7.8b.
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b) c)
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(2×1)

fcc hcp
(1×1)

0.6

0.4

0.2

0
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Figure 7.8: Theoretical considerations of dynamics in the O(2× 1) layer on
Ru(0001). a) Unit cell of the 3O(4× 2) structure for theoretical
calculations. The possible migration path for oxygen vacancies
to vacant sites is drawn with colored line segments. The corre-
sponding energy diagram calculated with SCAN is shown on the
right. b) Several neighboring unit cells of the 3O(4× 2) structure
(2.3 nm × 1.3 nm). The characteristic 1D stripes are marked with
green lines. c) The same section as in b) after the oxygen diffusion
events from hcp sites on the (2× 1) grid to the hcp sites on the
(1× 1) grid. Reproduced from Ref. [61] with permission from the
Royal Society of Chemistry.

7.2.2 Imaging with Conventional and Spiral High-Speed STM

To study experimentally whether the oxygen atoms in the O(2× 1)
layer are mobile at room temperature, we performed STM measure-
ments. Figure 7.9a shows the conventional STM image of the O(2× 1)
adlayer on Ru(0001), acquired in constant current mode in 100 s. On
the left, three of the characteristic 1D lines are drawn in green and the
unit cell is drawn in black. From this image, it becomes obvious that
the layer exhibits domains with different stripe orientations rotated by
120°. In the literature, larger scale images can be found showing STM

images with domain sizes ranging from below 1 nm to above 10 nm.
[54, 57] In Figure 7.9a, the surface is not entirely covered with oxygen
but rather shows some depleted areas close to the O(2× 1) domains
and within individual 1D stripes. The image contrast is in agreement
with reported oxygen vacancies in O(2× 1) domains. [56]

Figure 7.9b shows the spiral STM image of the same image size,
acquired in 33 ms. The image contrast of the spiral scan images in
this section is enhanced by histogram equalization. Gaussian filters
are applied to slightly smoothen the STM images. The 1D lines in the
spiral scan can be identified, similar to Figure 7.9a. For comparison,
the structure without oxygen vacancies is shown in Figure 7.9c.
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Figure 7.9: Atomic resolution STM images of the O(2×1) adlayer on Ru(0001).
a) Constant current raster scan STM image, acquired in 100 s. b)
Quasi-constant height spiral high-speed STM image, acquired in
33 ms. For comparison, the defect free structure is shown in c).
Characteristic 1D lines are drawn in green and the unit cell of the
(2×1) grid is drawn in black. Scan parameters for both raster and
spiral scans: VS = 0.6 V, IT = 1.4 nA, T = 300 K, scan area = 9 nm
× 9 nm. Reproduced from Ref. [61] with permission from the
Royal Society of Chemistry.

7.2.3 Analysis of Experimentally Observed Dynamics

To detect individual jump events, consecutive frames of the spiral
high-speed scans are analyzed. Figure 7.10 shows two consecutive
frames from a longer image series, acquired with 30 Hz. The dashed
white rectangle highlights the region of interest. The inset in Figure
7.10a shows the characteristic 1D stripe pattern of one domain. Within
this domain a depression is detected, circled in green. This depression
is attributed to an oxygen vacancy. In the literature similar contrasts of
vacancies in the O(2× 1) phase on Ru(0001) are reported. [56] In the
consecutive frame in Figure 7.10b, the vacancy changed its position,
as indicated by the white arrow. Tracking different vacancies, jump
rates in the order of 0.1 to 1 Hz are determined.

a) b)
10.00 s9.97 s

Figure 7.10: Resolved atomic jumps in the O(2×1) layer on Ru(0001). Atomi-
cally resolved spiral STM images, acquired in 33 ms (VS = 0.6 V,
IT = 1.4 nA, T = 300 K, scan diameter = 9 nm). a) The detected
oxygen vacancy position is marked with a green circle. b) The
oxygen position changed as indicated by the white arrow. Re-
produced from Ref. [61] with permission from the Royal Society
of Chemistry.
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Figure 7.11 focuses on the dynamics in a single 1D line of one
domain. The STM images are extracted from a longer scan series at
constantly high frame rates of 20 Hz. For visualization, the regions
marked with white dashed rectangles in Figures 7.11a and b are
magnified in Figures 7.11c and d. Within 50 ms, the atom configuration
changes, as indicated by the orange circles. In the consecutive frames,
the configuration of the 1D line changes frequently. No configuration
seems to be preferred and similar arrangements recur. For instance,
the configuration in Figures 7.11e and f is the same for the highlighted
1D line.

a)

80.05 s

f)

80.15 s

g)

79.75 s

e)

80.90 s

h)

79.70 s

d)

79.65 s

c)
79.65 s

b)
79.70 s

Figure 7.11: Atomically resolved jump events inside O(2×1) 1D lines. a,b)
Spiral STM images extracted from a longer scan series, acquired
in 50 ms (VS = 1 V, IT = 1 nA, T = 300 K, scan diameter = 9 nm)
c,d) magnify the regions highlighted with dashed white frames
in a) and b), respectively (area = 3.4 nm × 5.1 nm). Dynamics
in the 1D line are highlighted in orange. e-h) show the same
magnified section at different times. The atomic configuration in
the orange frame changes reversibly. Reproduced from Ref. [61]
with permission from the Royal Society of Chemistry.

The question arises whether the dynamic events only occur within
individual domains or if the domain sizes and their configuration also
changes over time. To answer this question, areas that include several
domains are analyzed over longer times, exceeding minutes. Figure
7.12 shows spiral STM images of such a scan series acquired with
20 Hz. The domains with different stripe orientations change in size.
Figures 7.12c and f highlight the 1D line orientations. The normalized
line length, which corresponds to the fraction of 1 monolayer (ML) of
the O(2× 1) adlayer, is plotted in Figure 7.12g for the three different
domain orientations as a function of time.

The single domains increase and decrease over time without follow-
ing a clear trend. First, the orange (vertical) lines grow. Comparing
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the blue and orange line in Figure 7.12g, it becomes obvious that one
domain orientation grows at the expense of the other. Later, the pro-
cess is inverted and the blue (horizontal) domain grows at the expense
of the orange (vertical) domain. The blue and orange line in Figure
7.12g appear almost mirrored. At the end of the acquisition time, the
blue domain dominates after several reversible changes in size. The
comparison of the images in Figures 7.12c and f, reveals the stripe
reorientation by 120° over more than 20 s. This effect is comparable to
the theoretical reorientation of 1D lines, as shown in Figure 7.8.

0 s

81.15 s

a)

d)

44.05 s

87.25 s

b)

e)

65.35 s

87.65 s

c)

f)

g)
a) d)b) e)c) f)

Figure 7.12: Evolution of O(2×1) domain orientations. a-f) Spiral STM images
extracted the same scan series as Figure 7.11 (VS = 1 V, IT =
1 nA, T = 300 K, scan diameter = 9 nm). The 1D line orientation
are highlighted in c) and f). g) plots the summed 1D line length
of each domain orientation normalized to the line length of
1 ML O(2×1). The times of the image acquisition of a-f) are
marked with vertical gray lines. Reproduced from Ref. [61] with
permission from the Royal Society of Chemistry.

To focus on this phenomenon that one domain grows at the expense
of the other, consecutive frames are investigated in detail. The upper
row of Figure 7.13 shows two consecutive frames, acquired within
50 ms. The time stamps directly relate to Figure 7.12. The central
regions marked with dashed white circles in Figures 7.13a and b,
are magnified in c and d. The color coded 1D lines illustrate that the
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orientation changes quickly within the time difference of 50 ms. The
fast flipping of stripe orientations relates to the "long-term" reorien-
tation in Figure 7.12 and shows the same behavior as the theoretical
reorientation considering collective diffusion events in Figure 7.8. The
lower row in Figure 7.13 focuses on the time after t = 65.35 s. The 1D

line orientation changes from orange to blue from Figure 7.13e to g. In
Figure 7.13h, the lines flip back and the orange domain is dominant
again.

Figure 7.13i zooms into the plot from Figure 7.12g after t = 65.35 s.
The trend of competing domain sizes is clearly visible in the gray
shaded region. The blue and the orange line are almost mirrored. This
behavior on the millisecond scale is comparable to the "long-term"
process observed in Figure 7.12 and directly relates to the restructuring
that spans beyond minutes.

a)

41.05 s

b)

41.10 s

c)

41.05 s

d)

41.10 s

i) e) h)

f)

68.40 s

g)

68.45 s

e)

68.35 s

h)

68.50 s

Figure 7.13: Fast flip events of 1D line orientations. a,b) Spiral STM images
extracted the same scan series as Figures 7.11 and 7.12 (VS =
1 V, IT = 1 nA, T = 300 K, scan diameter = 9 nm). c,d) magnify
the regions highlighted with dashed white circles in a) and b),
respectively (diameter = 3.5 nm). e-h) show the same magnified
section at different times. Fast flipping events of the 1D lines are
observed occurring within 50 to 100 ms. i) Zoom of Figure 7.12g
with indicated times of frames e-h). Reproduced from Ref. [61]
with permission from the Royal Society of Chemistry.
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In some cases, the total amount of oriented 1D lines seems to change
as well, i.e. the sum of all three ML fractions increases or decreases
slightly.

To analyze if the total amount of 1D lines increases or decreases
as a function of time, scan areas showing little to no 1D structures
are considered. Figure 7.14 shows spiral STM images of another scan
sequence, acquired with 20 Hz. In the first frame in Figure 7.14a, the
oxygen atoms are not well ordered and the identification of 1D lines is
ambiguous. In the following frames, 1D lines appear and disappear. In
Figure 7.14b, for instance, two small domains can be identified. This
is one example where the summed length of detected lines increases.
Towards Figure 7.14c, the orange domain grows on the expense of
the green domain. The size of the now dominating orange domain
fluctuates but the domain is still detected after minutes. Comparing
the rather unstructured atomic configuration in Figure 7.14a and the
structured domains in Figure 7.14d, it becomes obvious that the 1D line
segments grow over time. The growth process, however, consists of
fluctuations and reversible processes, e.g. the formation of differently
oriented domains, as shown in Figure 7.14b.

49.65 s 50.65 s 181.25 s70.20 s

a) b) c) d)

Figure 7.14: Growing O(2×1) domains. Spiral STM images extracted from a
longer scan series, acquired in 50 ms (VS = 1 V, IT = 1 nA, T =
300 K, scan diameter = 4.6 nm). Oxygen atoms arranged with
small degree of order in a) form 1D lines of different orientation
in b). The line orientations change dynamically until the resulting
domain is observed for longer times in c) and d).

In summary, spiral high-speed STM measurements revealed the
dynamics in the oxygen adlayer at room temperature. The phenomena
observed within minutes could be related to the fast dynamics at
the millisecond timescale. The observed fast flips of the 1D stripe
orientations and the gradually restructuring of individual domains
on the nanometer scale are similar to theoretical considerations of
structural 1D stripe reorientations.

7.3 dynamics in 3o(2×2)/ru(0001)

In this section, experimentally observed dynamic changes within the
3O(2× 2) adlayer on Ru(0001) at room temperature are discussed. Spi-
ral high-speed STM image sequences are shown that illustrate dynamic
changes in the image contrast over time.
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7.3.1 Imaging with Conventional and Spiral High-Speed STM

The 3O(2× 2) adlayer is prepared prior to the growth of a variety of
ultrathin oxide film systems on Ru(0001) crystals. The image contrast
of the 3O(2× 2) structure on Ru(0001) is known to exhibit round or
triangular shapes based on the STM tip condition. [54, 93] Figure 7.15a
shows the conventional STM image exhibiting hexagonally arranged
protrusions. The protrusions are assigned to three adjacent oxygen
atoms.

b) c)a)

Figure 7.15: Atomic resolution STM images of the 3O(2×2) adlayer on
Ru(0001). a) Constant current raster scan STM image, acquired
in 160 s. b) Quasi-constant height spiral high-speed STM image,
acquired in 50 ms. For comparison, the defect free structure is
shown in c). Scan parameters for both raster and spiral scans: VS
= 1 V, IT = 1 nA, T = 300 K, scan area = 5 nm × 5 nm. Adapted
from Ref. [59] licensed under a Creative Commons Attribution
(CC BY) license.

The spiral image in Figure 7.15b shows a similar contrast that is also
reported in the literature. [54] Due to this image contrast, individual
oxygen atoms cannot be assigned. However, in 7.15a dark regions can
be identified. These darker areas indicate local defects such as local
oxygen deficiencies in the adlayer. Also the spiral image in Figure
7.15b shows one dark area in the upper left corner. To answer the
question whether these local structural features change as a function
of time, spiral STM sequences are analyzed in the following section.

7.3.2 Experimentally Observed Dynamics

Figure 7.16 shows the 3O(2× 2) layer over a time span of approxi-
mately 10 s. To analyze differences in the image contrast, the raw data
is shown without applied filters.

Figure 7.16a is very similar to the image shown in Figure 7.15b.
In the consecutive frames, the region circled in orange changes its
contrast several times. Depressions become detectable that are very
pronounced in Figure 7.16f. In Figure 7.16g, a protrusion is detected in
the upper half of the orange circle that coincides with the hexagonal
grid. In the following frames in Figures 7.16h-k, the protrusion changes
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Figure 7.16: Resolved dynamics in the 3O(2× 2) structure on Ru(0001). a-l)
Spiral STM images show local changes in the contrast highlighted
by colored circles (VS = 1 V, IT = 1 nA, T = 300 K, scan diame-
ter = 5 nm). m-o) Magnified regions marked in orange in i-k),
respectively (diameter = 1.5 nm).

its position several times to other grid sites. This effect becomes very
obvious in the magnified images in Figures 7.16m-o.

Throughout the scan sequence, the the dark area in the upper left
of the spiral images changes its position slightly. From Figure 7.16k to
Figure 7.16l, the image contrast changes significantly in this area and
the depression can no longer be detected.

The dynamic processes, especially the changes of the occupied grid
sites in Figures 7.16h-k, are clearly visible. However, as mentioned
above, the image contrast does not allow to track individual atomic
oxygen atoms. The question of the underlying atomic processes is
subject to future studies.

The spiral STM measurements revealed the dynamic processes in
the dense 3O(2× 2) adlayer on Ru(0001) at room temperature. The
observed dynamics may affect the film growth of ultrathin oxide films.
Especially films prepared on oxygen precovered metal crystals may
show characteristics that depend on the interfacial oxygen layer and
the dynamics therein.





8
S T R U C T U R A L A N A LY S I S O F T H I N O X I D E F I L M S

In this chapter, software tools are introduced that enable the structural
analysis of large data sets of STM images on thin oxide films. We devel-
oped a semi-automated network detection tool, which is implemented
in the spiral scan analysis python software. [128]

In Section 8.1, the working principle of the network detection is
explained on static STM images. Thanks to the network detection, the
structural evolution of a silica bilayer across a supporting metal step
edge could be studied. The results reveal the continuous coverage of
the vitreous silica film across the metal step edge. The experimental
findings are complemented with DFT calculations performed by Sergio
Tosoni and Gianfranco Pacchioni from the Department of Materials
Science at Università di Milano-Bicocca, Italy. The majority of the data
presented in Section 8.1 is published in Physical Review Materials.
[129] The data shown in Section 8.3 is part of an ongoing article. [140]

8.1 continuous coverage of vitreous silica across a

metal step edge

In this section, the semi-automated network detection is presented
on the example of a silica bilayer across a supporting metal step
edge. Detected structural features are compared to theoretical DFT

calculations.

8.1.1 Semi-Automated Network Detection

Previous studies on thin oxide film systems have demonstrated the
importance of structural analysis. [75, 79, 81, 83, 84, 130–134] To
enable the thorough analysis of larger data sets, we developed a
semi-automated network detection that reveals structures on different
length scales. [128]

Figure 8.1 illustrates the process of network detection. Figure 8.1a
shows the STM image of a silica bilayer supported on Ru(0001) with
an underlying substrate step edge. First, the ring center positions of
the film are identified by an intensity minimum detection, as shown
in Figure 8.1b. The detected positions can be adjusted interactively
in the graphical user interface (GUI) of the program. Subsequently,
the image is segmented taking the ring center positions as starting
point and using the random walker algorithm. [135] The resulting
segmented image is shown in Figure 8.1c. The colors represent unique
labels of the individual segments. Based on the information which

73
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segments are adjacent, a region adjacency graph (RAG) is created. The
nodes of this graph represent the ring centers and the edges represent
the connections between adjacent rings, drawn in black in Figure
8.1d. Based on geometric considerations, the oxygen (red) and silicon
atom (green) positions are calculated. Additional mathematical graphs
are created that represent the atom networks and allow for versatile
structural analysis. Figure 8.1e shows the silicon atom network, which
is superimposed on the STM image in Figure 8.1f.

As obvious from the overlaid structure, the network agrees coin-
cides with the STM image contrast. Most importantly, the network is
continuous across the underlying metal step edge.

(c)

(e)(b)

(d)(a)

(f)

Figure 8.1: Network detection on the silica bilayer across a metal step edge.
a) STM image of the silica bilayer across a single Ru(0001) step
edge (VS = 2 V, IT = 0.4 nA, T = 295 K, scan area = 15.3 nm
× 8.1 nm). b) Filtered STM image (denoise, adapthist, equalize)
with superimposed detected ring center positions (blue dots). c)
Segmented image. d) Deduced RAG edges and calculated atomic
positions (silicon: green, oxygen:red). e) Resulting silicon atom
network that is superimposed on the STM image in f). Adapted
from Ref. [129].

8.1.2 Structural Analysis Across the Step Edge

Based on the RAG, the ring size distribution can be extracted by looking
at the degree of the nodes, which represents the number of nearest ring
neighbors. The resulting ring size distribution is shown in Figure 8.2.
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The silica bilayer exhibits 4- to 9-membered rings. The lower graph in
Figure 8.2 shows the evolution of ring size distribution across the metal
step edge. The white shaded region slides across the image parallel
to the substrate step edge. The fraction of the summed areas of every
ring size and the total area of rings under the white shaded region are
plotted for every position along the perpendicular coordinate x. The
fraction of six membered rings (green) represents the crystallinity of
the 2D film, as defined in Ref. [79]. Slight deviations in the crystallinity
are observed in the vicinity of the step edge.
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Figure 8.2: Ring size distribution analysis. The detected network is overlaid
on the STM image of Figure 8.1a. The rings are color coded ac-
cording to the ring sizes as provided on the right. The plot at the
bottom shows the normalized ring areas of each ring size under
the sliding white shaded area. The fraction of 6-membered rings
represents the definition of crystallinity in Ref. [79]. The average
vitreous crystallinity reported in the literature is indicated with a
gray line. [79] Adapted from Ref. [129].

The ring-ring distance analysis is another powerful tool to inves-
tigate the structure of the silica film. [81] Figure 8.3 plots the color
coded ring-ring distances on top of the STM image and the evolution
of ring-ring distances along the perpendicular coordinate x. The deter-
mined distances are in agreement with the average ring-ring distance
of 0.54 nm in crystalline and vitreous films as reported in literature.
[81] The light red area marks the standard deviation of a Gaussian fit
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of the ring-ring distances. As obvious from the distance plot, small
deviations from the average distance are detected close to the step
edge region. On the upper terrace, the ring-ring distances increase
slightly, while on the lower terrace they tend to decrease. Compared
to the standard deviation this change is minor. However, the change
could also be resolved in distance analyses using larger sliding areas
and in Si-Si distance analyses. [129]
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Figure 8.3: Ring-ring distance analysis. The detected ring-ring connections
are overlaid on the STM image of Figure 8.1a. The ring-ring dis-
tances are color coded according to the color map provided in
the right inset. The plot at the bottom shows the evolution of
ring-ring distances across the metal step edge. Adapted from Ref.
[129].

DFT calculations proposed three models that cover the underlying
ruthenium step edge and exhibit unbroken top silica layers. The mod-
els include structures that pin to the substrate and carpetlike modes,
as discussed in detail in Ref. [129]. Figure 8.4a shows one of the
carpetlike mode models. The silica bilayer covers the substrate step
edges continuously. We applied the same network tools to analyze the
theoretical model and determined the ring-ring distances, as shown
in Figure 8.4b. Figure 8.4c plots the ring-ring distances as a function
of the perpendicular coordinate x. The scale is the same as in Figure
8.3. At this scale, no deviations can be detected. In the zoomed inset
in Figure 8.4c, however, the distances increase on the upper terrace
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in the vicinity of the step at 7 nm and decrease at the lower terrace.
While further studies are necessary to confirm the observed structural
evolution across underlying step edges, we conclude that the crys-
talline model shows the same qualitative behavior as the vitreous film
in Figure 8.3.
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Figure 8.4: Structural analysis of the DFT model. a) Carpetlike mode of the
crystalline silica bilayer across the underlying metal step edge. b)
Top view of the model with superimposed color coded ring-ring
distances. c) Evolution of ring-ring distances as a function of the
perpendicular coordinate x. The zoomed inset shows the same
qualitative trend as the experimental data in Figure 8.3. Adapted
from Ref. [129].

The developed semi-automated network detection revealed the first
reported continuous coverage of a vitreous film across a substrate
step edge. It enabled the thorough structural analysis of the film
crystallinity and of characteristic distances as a function of space. In
further studies, it enabled the analysis of larger datasets to study the
network structures in the vicinity of mesoscopic scale features. [82,
129] In addition, we successfully applied the network detection tools
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to elucidate atomic structures of utrathin germania and silica films.
[82, 132, 133]

The network tools have proven to be suitable to detect changes of
oxide network structures of large data sets. Large data sets are also
created when scanning at high frame rates. In the following sections,
the semi-automated network detection is applied to high-speed spiral
STM images on thin oxide film systems.

8.2 spiral scans on thin germania films

In this section, the spiral scan is applied to an oxide network for-
mer that exhibits apart from its crystalline structure, local structural
deviations in the form of domain boundaries. In literature, the ger-
mania monolayer on Ru(0001) has been studied by DFT, LEED-I/V,
and STM. [131] The reported complex boundary structures provide
the possibility to evaluate the spiral scan resolution and to apply the
semi-automated network detection presented in Section 8.1 to spiral
STM images.

8.2.1 Mesoscopic Features in GeO2/Ru(0001)

The germania monolayer film is prepared as described in Chapter
4. The STM image in Figure 8.5a shows the almost completely closed
monolayer film. The dark areas are holes that expose the underlying
Ru(0001) surface. In connection with these holes, domain boundaries
are detected that exhibit deviations of the crystalline hexagonal struc-
ture. As discussed in Ref. [131], the boundaries exhibit medium range
order and consist of complex ring size combinations.

a) b) c)

Figure 8.5: STM images of the hexagonal germania monolayer on Ru(0001). a)
Conventional large scale STM image revealing mesoscopic holes
and domain boundaries, acquired in 153 s (VS = 1 V, IT = 1 nA,
T = 300 K, scan area = 30 nm × 30 nm). b) Close-up STM image
showing the region marked with the orange rectangle in a), ac-
quired in 202 s (VS = 0.5 V, IT = 1 nA, T = 300 K, scan area =
12 nm × 12 nm). c) Spiral STM image of the region marked with
the blue circle in b), acquired in 50 ms (VS = 1 V, IT = 1 nA, T =
300 K, scan diameter = 5 nm).



8.2 spiral scans on thin germania films 79

The area marked with the orange rectangle is shown in the close-up
STM image in Figure 8.5b. The hole in the film impedes high resolution
STM images. The image contrast is partly blurred. Nevertheless, the
hexagonal structure of the film with its line-shaped boundary struc-
tures can be identified. The spiral STM image in Figure 8.5c is acquired
in 50 ms and shows the area marked with the blue circle in Figure
8.5b. The mesoscopic hole in the monolayer is revealed. On the right
and at the bottom of the frame, also the ring structure can be identi-
fied. The observed structural features coincide with the conventional
scan in Figure 8.5b, which was acquired in 202 s. The fast spiral scan
reveals parts of the atomic network structure of the film despite the
mesoscopic hole. The clear structural determination of larger areas is,
however, not possible based on the current image contrast.

8.2.2 Domain Boundary Structure of GeO2/Ru(0001)

The atomically flat monolayer is now investigated, shifting the scan
area slightly as indicated by the green rectangle in Figure 8.5a. Figure
8.6a shows the close-up STM image with the resolved domain bound-
ary, acquired in 113 s. The network analysis in Figure 8.6e reveals a
configuration of 5-, 6-, 7-, and 8-membered rings in the lower left of
the image. This configuration is reported in the literature as the 5678

complex boundary. [131]

a) b) c) d)

e) f) g) h)
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Figure 8.6: Network detection of germania domain boundaries. a) Conven-
tional STM image revealing complex domain boundaries, acquired
in 113 s (VS = 1 V, IT = 1 nA, T = 300 K, scan area = 5 nm × 5 nm).
b) Average of 600 consecutive spiral STM images, acquired in total
30 s. c) Average of 10 consecutive spiral STM images, acquired
in total 0.5 s. d) Spiral STM image, acquired in 50 ms, slightly
smoothened with a Gaussian filter (VS = 1 V, IT = 1 nA, T = 300 K,
scan area = 5 nm × 5 nm). The determined ring structures of
a-d) are overlaid in e-h), receptively. A complex 5678 domain
boundary structure is detected in the lower left of all images.
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To investigate the ring structure of the spiral scan, we follow the
approach to average consecutive high-speed frames, as introduced
in Figure 2.3 in Section 2.1. [26] Figure 8.6b shows the result of 600

averaged spiral scans. Each frame was acquired in 50 ms, resulting in a
total acquisition time of 30 s. The images are not corrected for drift nor
distortion. Remarkably, the average of 600 images is free of creep and
drift artifacts. Figures 8.6a and b show the same scan area with similar
image contrast allowing for clear ring identification. The detected ring
networks in Figures 8.6e and f exhibit identical ring configurations.
Figure 8.6c shows the average of ten consecutive frames of the same
data set and Figure 8.6d shows a single frame acquired in 50 ms. For
visualization, the single frame in Figure 8.6d is slightly smoothened
with a Gaussian filter. All images show the same scan area with similar
resolved features. However, for the single frame the network detection
is challenging, especially close to the rim. In the central region, on the
other hand, the apparent larger rings of the domain boundary can be
easily identified. The overlaid network structure in Figures 8.6f,g, and
h show that for both averaged and single frames the ring assignment
is the same.

While the detection of atomic positions in oxygen adlayers was
possible throughout the whole scan area as described in Chapter 7, a
clear assignment of the oxide network ring structures towards the rim
region shown in Fig. 8.6d is challenging. The reduced image contrast
towards the rim of the image is most likely due to the decreased
data point density towards the rim of the CAV Archimedean spiral
geometry, as discussed in Section 6.3. Figure 8.6 shows that this low
point density can be compensated by averaging a small number of
individual frames. Individual frames still exhibit a high resolution in
the center and are favorable compared to the CLV mode, as discussed
in Section 6.3. Therefore, in this work the CAV Archmiedean spiral is
applied to investigate oxide network structures.

Complex domain boundaries are resolved in short time with the spi-
ral scan. To verify that the high-speed scan provides a reliable image
contrast of these ring structures and that changes in the configuration
can be detected, the position of the STM tip was changed intentionally
during the high-speed scan. The resulting images before and after
the tip displacement are shown in Figures 8.7a,b, respectively. Char-
acteristic ring formations are detectable and the bright ring feature
highlighted with the dotted orange circle can be used as reference
point to determine the shift of the scan area. The resulting displace-
ment vector is drawn as orange arrow in Figure 8.7c. Since the tip was
moved intentionally in this direction, this lateral displacement was
expected. It is worth noting that the images after the tip displacement
are free of creep and drift artifacts. The scan area changed abruptly
while displacing the STM tip without affecting the image resolution.
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a) b) c)

d) e) f)

Figure 8.7: Detection of lateral displacement of the scan area. a-c) Spiral
STM images, acquired in 50 ms (VS = 1 V, IT = 1 nA, T = 300 K,
scan area = 5 nm × 5 nm). The STM tip was moved intentionally
between a) and b). The bright ring highlighted in orange serves
as reference point to determine the displacement vector, which
is represented by the orange arrow in c). d) Self-correlation of
a) before the tip was moved. e) Cross correlation of a) and b). f)
Difference of d) and e). The displacement vector (orange arrow)
can be clearly identified and agrees with the vector in c).

Another approach to determine the displacement vector is to look at
the intensity maximum of the cross correlation of the two images. Fig-
ure 8.7d shows the self-correlation of Figure 8.7a. The resulting pattern
shows the hexagonal structure of the germania ML with the maximum
intensity in the origin. Figure 8.7e shows the cross correlation of frames
a and b. Due to the hexagonal structure in the images, the identifi-
cation of the intensity maximum that determines the displacement
vector is ambiguous. To compensate for the periodic structure, the self-
correlation of Figure 8.7d is subtracted from the cross correlation in
Figure 8.7e. The resulting image in Figure 8.7f shows a clear intensity
maximum. The displacement vector represented by the orange arrow
agrees with the one in Figure 8.7c.

The experiment of intentionally displacing the scanning STM tip
during high-speed measurements showed that the image contrast of
the ring structures is reliable and that changes in the network structure
can be identified. In the presented case, the change consists of a lateral
displacement.

The experiment of artificially displacing the tip is similar to thermal
drift artifacts that may occur during high temperature measurements.
We provided two exemplary methods how these artifacts could be
corrected in high-speed spiral STM measurements.
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8.2.3 Changing Image Contrast in Spiral Scans on GeO2/Ru(0001)

The examples above show that single frames and images averaged
over several frames resemble the image contrast of conventional STM

measurements on the germania ML on Ru(0001). The question arises,
whether individual frames acquired in short times of 50 ms also
deviate from this image contrast. Figure 8.8 shows examples of the
same scan sequence that was used to extract Figures 8.6 and 8.7. The
displayed time is the acquisition time extracted from the real time
operating system.

Figures 8.8a-c are acquired at the same position as Figure 8.7a.
In the central region marked with the orange circle, the same ring
configuration is observed for all three frames. From Figure 8.8a to b,
the local image contrast inside the orange circle changes. The ring
structure in the top right of the circled area is resolved more clearly
and the apparent bright ring is more extended. The change in image
contrast might be related to small fluctuations in or underneath the
film system. However, the changes are very small and can also be
caused by minor instabilities of the scan setup, e.g. by variations of
the tip apex.

Figures 8.8d-i are acquired at the same position as Figure 8.7b. The
blue circle highlights the region of interest. For visualization, the im-
age contrast is adjusted in the magnified insets. In the inset of Figure
8.8e, a protrusion on the upper right corner becomes visible. This pro-
trusion increases its intensity in Figure 8.8f and changes its position
towards the bottom of the blue circle. In the inset of Figure 8.8g, only
at the bottom a region of slightly increased intensity can be detected,
while the upper region is dark. In the consecutive frame in Figure 8.8h,
the protrusion vanished almost completely and the image contrast is
similar to the one in Figure 8.8d. Remarkably, a few seconds later in
Figure 8.8i the dynamically appearing protrusion is detected at the
same lateral position as in Figures 8.8e,f. This observation indicates
that the change in image contrast can relate to the germania film and
its local structure. The effect of bright ring features can stem from elec-
tronic contributions or local deviations in the network structure. [131]
In the case of Figure 8.8 reversible changes over time of this effect are
observed. The observed feature propagates from Figure 8.8e to Figure
8.8g in the counter scan direction. Therefore, this effect is not related
to tip artifacts but may be caused by dynamics inside, underneath or
on top of the film. In Chapter 7, dynamic oxygen species in various
adlayer formations on Ru(0001) are reported at room temperature.
These species may also be mobile to a certain extent between the film
and the substrate causing the observed change in the image contrast.
Further possible explanations include adsorbate dynamics on top of
the monolayer film. STM studies of diffusing species, such as oxygen,
on other oxide surfaces are reported in literature. [136–138]
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Figure 8.8: Dynamic changes of the image contrast on the germania mono-
layer. Spiral STM images, acquired in 50 ms (VS = 1 V, IT = 1 nA,
T = 300 K, scan area = 5 nm × 5 nm). a-c) Same scan area as
in Figure 8.7a. The image contrast in the central region marked
with the orange circle changes over time. d-i) Same scan area
as in Figure 8.7b. The image contrast in the blue circle changes
over time. An evolving protrusion can be identified in e) in the
upper right section of the blue circle. This protrusion moves to
the bottom in g) and shows a decreased intensity in h). A few
seconds later in i), a protrusion is detected at the same lateral
position as in e,f).

The field of adsorbate dynamics on oxide surfaces is an important
field and future studies may include the investigation of different
adsorbates and their dynamics on ultrathin oxide film systems.

8.3 high-speed stm measurements on silica on ru(0001)

The thin oxide film system SiO2/Ru(0001) exhibits versatile poly-
morphs, namely the monolayer phase, the zigzag phase, and the
bilayer phase. The silica bilayer can be crystalline or vitreous. The
atomic structure of these phases has been studied intensively during
the last decade making the silica film supported on ruthenium the
most thoroughly investigated thin oxide network system.

In this section, the silica bilayer on Ru(0001) is investigated using
high-speed spiral STM. At the end of this section, high-speed STM

measurements at elevated temperatures are presented that provide an
outlook for future studies.
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8.3.1 Silica Polymorphs on Ru(0001)

In Section 8.2 the monolayer phase of germanina on Ru(0001) is dis-
cussed. Silica exhibits in addition to this hexagonal monolayer phase
other polymorphs that are stable at room temperature on Ru(0001),
namely the zigzag phase and the bilayer phase, which can be crys-
talline or vitreous.

a) b) c)

d)

Figure 8.9: STM images of zigzag and bilayer phases on Ru(0001). a) STM

image on the silica zigzag phase (VS = 1 V, IT = 1.2 nA, T = 300 K,
scan area = 4 nm × 4 nm). b) STM image on the crystalline silica
bilayer (VS = 1.5 V, IT = 1.2 nA, T = 300 K, scan area = 4 nm ×
4 nm). c) STM image on the vitreous silica bilayer (VS = 1 V, IT =
1.2 nA, T = 300 K, scan area = 4 nm × 4 nm). d) STM image of the
coexisting phases shown in a-c). (VS = 1 V, IT = 1.2 nA, T = 300 K,
scan area = 3 nm × 25 nm).

Figure 8.9a shows a room temperature STM image of the zigzag
phase, which is considered as an intermediate phase during the growth
process of the silica bilayer. [83] Figures 8.9b,c show the bilayer in its
crystalline and vitreous form, respectively. As obvious from Figure
8.9d, these three phases can coexist on the same sample. Those regions
of coexisting phases are interesting due to their atomic structural
arrangement. [82] These interfaces may play an important role for
dynamic processes within the film system, underneath the film, or
on top of the film. In the following sections, the silica bilayer of this
preparation is analyzed with high-speed spiral STM.

8.3.2 Spiral Scans on the Silica Bilayer

The silica bilayer in Figure 8.10a shows coexisting crystalline and
vitreous domains. First, crystalline patches of the silica bilayer on
Ru(0001) are studied. Figure 8.10b shows the magnified region marked
with the blue square in Figure 8.10b. With the network detection tool
presented in Section 8.1, six-membered rings are identified that form
the periodic hexagonal lattice as drawn with green hexagons. Figures
8.10c,d show corresponding spiral STM images of crystalline silica



8.3 high-speed stm measurements on silica on ru(0001) 85

bilayer patches. In analogy to Figure 8.6c in Section 8.2, Figure 8.10c is
the averaged image of ten consecutive frames, each acquired in 50 ms.
Figures 8.10d shows an individual frame. In both images, especially in
the center of the images, the resolution allows us to assign individual
rings and to identify the hexagonal oxide network structure.

a) b) c) d)

Figure 8.10: STM images of crystalline silica bilayer patches on Ru(0001). a)
Conventional STM image, acquired in 262 s (VS = 1.6 V, IT = 1 nA,
T = 300 K, scan area = 9.2 nm × 9.2 nm). b) Magnified region
of 5 nm × 5 nm marked with the blue square in a). c) Average
of 10 consecutive spiral STM images, acquired in total 0.5 s. d)
Spiral STM image, acquired in 50 ms (VS = 1.6 V, IT = 1 nA, T =
300 K, scan area = 5 nm × 5 nm). Detected six-membered rings
are overlaid with green hexagons in b-c). b,c) Adapted from Ref.
[139] licensed under a Creative Commons Attribution (CC BY)
license.

The region highlighted with the orange square in Figure 8.10a con-
tains a more vitreous area of the silica film. Figure 8.11a shows the
magnified scan field. As indicated by the white dotted and dashed
lines, two crystalline domains with different orientations, rotated by
30° are identified. Different orientations of the bilayer film with respect
to the substrate are reported in literature. [130] Figure 8.11b shows the
averaged image of 20 consecutive spiral frames. As indicated by the
dotted and dashed white lines, the same orientations of the crystalline
domains are identified. However, the identification of the local ring
configurations between these two domains is ambiguous. Despite av-
eraging 20 consecutive frames, which results in a summed acquisition
time of 1 s, the image contrast in Figure 8.11b is slightly fuzzy in
certain areas. The question arises why achieving ring resolution in
these areas is so challenging.

Figures 8.11c and d show individual consecutive spiral frames
acquired in 50 ms. They allow to identify a great number of individual
rings, as highlighted with white dotted ellipses. Comparing these
highlighted areas in the two frames, it becomes obvious that the great
majority of resolved rings remains constant over time. However, the
image contrast of the ring marked in green changes significantly from
Figure 8.11c to d.

Changes in the image contrast resulting in varying ring resolutions
are observed frequently in high-speed scans on the silica bilayer on
Ru(0001). Figure 8.12 provides two additional examples of this effect.
The dotted white ellipses illustrate that the same ring features can
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a) b) c) d)

Figure 8.11: STM images of vitreous silica bilayer patches on Ru(0001). a) Mag-
nified region of 5 nm × 5 nm marked with the orange square in
Figure 8.10 a). Vitreous and crystalline regions are detected. The
orientation of two crystalline domains is highlighted exemplar-
ily. b) Average of 20 consecutive spiral STM images, acquired in
total 1 s. The same domain orientations as in a) are highlighted
with white lines. c,d) Consecutive spiral STM image, acquired
in 50 ms (VS = 1.6 V, IT = 1 nA, T = 300 K, scan area = 5 nm ×
5 nm). Similar ring configurations in c) and d) are highlighted
exemplarily with white dotted ellipses. The magnified insets in
the blue frames show a change in the ring contrast, as indicated
with green dotted circles. a,b) Adapted from Ref. [139] licensed
under a Creative Commons Attribution (CC BY) license.

be identified in the consecutive spiral STM images. Small changes in
the imaging contrast are marked with black arrows. Images without
overlaid features are provided in the Appendix. The areas marked
with blue circles are magnified in Figures 8.12e-h. For visualization,
the image contrast is adjusted. Three adjacent rings are identified
labeled with 1, 2, and 3. In Figure 8.12f, ring 2 exhibits a triangular-
like shape facing to the lower left and the connection to ring 3 is faint.
in contrast to this, Figure 8.12g shows that the triangular shape of ring
2 faces to the top left and the connection to ring 3 at the lower left is
more pronounced. At the same time, ring 1 appears more elongated
and the interconnection between ring 1 and ring 3 is less pronounced.
In the consecutive frame in Figure 8.12h, the image contrast is again
similar to the one in Figure 8.12e. The appearance of individual rings
and of their interconnections changes from frame to frame.

The image sequence in Figures 8.12i-l provides another example
of dynamic contrast changes during high-speed STM measurements.
The ring of interest is marked with the dotted green ellipse. For
visualization, the regions of interest are magnified in Figures 8.12m-p.
From Figure 8.12m to n, the apparent ring size increases. In Figure
8.12, the apparent size of the ring shrinks considerably and the right
part of the ring that was faint in the previous frames is now more
pronounced. Then, in Figure 8.12p the apparent shape of the ring is
similar to the one in Figure 8.12n. The ring shows frequent variations
in its apparent ring size as a function of time.

Throughout the scans, the effects of dynamic contrast changes are
frequently observed. These changes are more pronounced than the
local fluctuations observed on the germania monolayer described
in Section 8.2. Two effects are reported in literature that may relate
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Figure 8.12: Dynamic changes in the image contrast on silica on Ru(0001).
a-d), i-l) Spiral STM images on the silica bilayer on Ru(0001),
acquired in 50 ms (VS = 0.8 V, IT = 1 nA, T = 300 K, scan area =
5 nm × 5 nm). The time is indicated at the bottom of each frame.
Rings detected in every frame are overlaid with dotted white
ellipses. Black arrows indicate small local changes in the image
contrast. Regions of interest highlighted in blue and orange are
magnified in e-h) and m-p), respectively. e-h) Dynamic changes
of the appearance of the rings labeled with 1, 2, 3 and of their
interconnections are resolved. m-p) Dynamic changes of the
apparent ring size are resolved. Adapted from Ref. [140].

to the observed effects. Changes in the local image contrast are re-
ported by Altman et al. [141]. The silica bilayer on Pt shows differently
pronounced ring features depending on the applied sample voltage.
Figure 8.13 shows that the bond between the two adjacent rings in
the yellow frame varies in intensity as a function of the sample volt-
age. Other areas that show similar behavior are indicated with white
arrows. It is worth noting that the effect is not observed for every
ring configuration in the image. Furthermore, it is reported that in the
tunneling current range between 0.1 and 0.55 nA the image contrast
did not change noticeably. [141]
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Figure 8.13: Sample voltage affects STM image contrast on silica. STM image
series of the vitreous silica bilayer, each acquired in 6.7 s. The
sample voltage was varied as shown in the upper right of the
images. Arrows highlight locations with local image contrast
changes. The yellow outlined insets show the magnified region
of a fading connection between two adjacent rings. Reproduced
from Ref. [141]. Copyright 2014 Wiley-VCH Verlag GmbH & Co.
KGaA, Weinheim.

The reported phenomena of intensity variations in Figure 8.13 are
similar to the observed dynamic changes of apparent ring sizes and
ring interconnections shown in Figures 8.11 and 8.12. While the mea-
surements shown in Figure 8.13 are recorded with a tungsten tip on
silica on platinum in constant current mode, we measure with a PtIr
tip on silica on ruthenium in quasi-constant height mode with the
spiral STM. In the quasi-constant height mode, the tip-sample distance
may vary to a certain extent resulting in similar changes of the local
electric field as variations of the sample voltage can cause.

As a result of the frequently changing image contrast, the averaged
images exhibit blurred regions as shown in Figure 8.11b. The sec-
ond effect reported in literature that shows changes of local image
contrast is in the context of structural changes induced by the elec-
tron beam of high-resolution TEM measurements. [91] During the TEM

measurements, local atom displacements are detected. The direction
and the length of the displacement vectors of the atoms depend on
their lateral spatial coordinates. As indicated with white ellipses in
Figure 8.14, blurry regions are observed. While the blurred regions
in the TEM measurements in Figure 8.14 are related to beam induced
structural changes in the silica network, we would not expect struc-
tural changes at room temperature of the van der Waals bound silica
film on Ru(0001) when measuring with STM since experimentally and
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theoretically determined activation barriers for structural changes in
the silica bilayer are 4.2 and 4.3 eV, respectively. [90]

a) b) c)

Figure 8.14: High-resolution TEM images on silica. The images show the silica
bilayer film at a) t=2 s, b), t=56 s, c) t=72 s (recalibrated image
size = 5 nm × 5.5 nm). The area of interest that shows a blurred
image contrast is outlined in white. From Ref. [91]. Reprinted
with permission from AAAS.

At room temperature, supported oxide thin films can be subject to
other dynamic processes such as adsorbate diffusion or mobile inter-
facial species, as discussed in Section 8.2. Therefore, the high-speed
scans on the silica bilayer are analyzed with the focus on dynamic
changes of the local image contrast that are consistent over time. The
upper row of Figure 8.15 shows four consecutive spiral STM images,
each acquired in 50 ms. As indicated by the dotted white ellipses, the
same ring features are identified in the images. The region circled in
blue is magnified in Figures 8.15e-h. In Figures 8.15e,f, the ring circled
in orange appears very bright. The same area appears less intense
in the consecutive frames in Figures 8.15g,h. At the same time when
the intensity of the orange area decreases, the ring circled in green
appears very bright. The bright area changes its lateral position from
Figure 8.15f to g within 50 ms. The lateral displacement of this bright
area is only observed in this direction. The frames before and after
this displacement show consistently similar image contrasts in this
particular region. This evolution of the image contrast over time is
comparable to the oxygen diffusion processes described in Chapter
7. For insulating bilayer and trilayer films, contributions from the
underlying metal substrate to the STM image contrast are reported in
literature. [142, 143] Therefore, the observed lateral displacement of
the bright feature may be related to mobile interfacial oxygen atoms.

Looking at the bright rings circled in orange and green in Figure
8.15, it becomes obvious that they exhibit rather a crescent shape.
This characteristic crescent shape was observed in studies of metal
atom adsorption on silica films supported on Ru(0001). [144] The
studies suggested that metal species are not fixed at the measurement
temperature of 5 K and that they adsorb below the atomic surface
of the film. At room temperature, adsorbed species are more mobile
and a diffusion event on, in or under the film system can explain the
observed lateral displacement of the bright feature in Figure 8.15.
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c) d)a) b)

g) h)e) f)

Figure 8.15: Dynamic lateral displacement of a bright ring feature. a-d) Con-
secutive spiral STM images on the silica bilayer on Ru(0001),
acquired in 50 ms (VS = 0.8 V, IT = 1 nA, T = 300 K, scan area =
5 nm × 5 nm). Consistent ring features are marked with dotted
white ellipses. The lateral displacement of a region with bright
image contrast is detected, as shown in the zoomed images in
e-h) (1.8 nm × 1.8 nm). The region of interest is highlighted in
orange in f) and in green in g).

In the following example, we focus on how apparent ring shapes
change over time. The images in 8.16 are extracted from the same
measurement as Figure 8.12 and the displayed times in the two Fig-
ures relate to each other. White dotted ellipses mark the ring features
that can be consistently detected in all frames. The ring configuration
magnified in Figure 8.16e is clearly resolved. The apparent ring ar-
rangement changes from Figure 8.16e to f. As obvious from Figure
8.16g, this changed ring contrast is also detected in the consecutive
frame. This consistency and the fact that other ring features in the indi-
vidual images remain unchanged provide evidence that the observed
image contrast is not related to noise artifacts during the measurement.
These observations indicate that the change in ring contrast is most
likely based on effects related to the sample system.

As discussed above, mobile oxygen species at the interface may
contribute to dynamic contrast changes. In a recent publication, the
presence of defect Si particles in silica is discussed. [145] In this
context, dangling O particles are also considered. The presence of such
defects and dangling bonds that can interact with interfacial oxygen
or the underlying metal substrate may have similar effects on the STM

imaging contrast as observed in Figure 8.16.
The zigzag silica polymorph exhibits Si-O bonds to the metal sub-

strate. In fact, Figures 8.16f,g are comparable to the characteristic
STM image contrast of this zigzag phase. [83] Proposed intermediate
structures with elongated rings in one of the layers formed during
structural changes in the silica film could also explain the observed
image contrast. [90] To form the zigzag phase and the metastable
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structures proposed in Ref. [90], breaking and making of Si-O bonds
would be required. As discussed above, the activation barrier for com-
plete structural changes is too high to expect them to occur at room
temperature. [90] However, as obvious from the theoretical calcula-
tions in Ref. [90], intermediate structures resulting from the vitreous
state exhibit lower activation barriers in the order of 1 to 2 eV. The
lower activation barriers for breaking the Si-O bond is explained with
an electron transfer between the silica bilayer and the Ru substrate.
[90] Considering the lower activation energies based on charge redis-
tribution and that due to electron tunneling in STM measurements,
an electron exchange between film and substrate may be promoted,
certain structural reformations in the supported silica film might be
possible at room temperature.

g) h)e) f)

o) p)m) n)

c) d)a) b)

k) l)i) j)

16.75 s 16.85 s 16.90 s 16.95 s

17.05 s 17.10 s 17.15 s 17.20 s

Figure 8.16: Dynamic changes of the ring contrast. a-d), i-l) Spiral STM images
on the silica bilayer on Ru(0001), acquired in 50 ms (VS = 0.8 V,
IT = 1 nA, T = 300 K, scan area = 5 nm × 5 nm). The time
is indicated at the bottom of each frame. Rings detected in
every frame are overlaid with dotted white ellipses. Regions of
interest highlighted in blue and orange are magnified in e-h)
and m-p), respectively. Consistent changes of the apparent ring
configuration are detected. The dotted green lines serve as guide
to the eye to evaluate the ring alignment. Adapted from Ref.
[140].
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In conventional STM measurements shown in Figures 8.9, 8.10, and
8.11, the tip scans across a silica ring in 0.03 s to 0.12 s. The time
required to image an entire silica ring is in the order of 10 to 100 s. In
the high-speed spiral STM images presented in Figure 8.16, the time to
scan across an individual ring is 0.02 ms and the entire ring is imaged
in approximately 5 ms. Comparing these timescales, the potential
of high-speed measurements to capture events that are averaged in
conventional STM measurements becomes obvious.

In Figure 8.16h, the ring contrast is partly reversed and resembles
rather the one in Figure 8.16e. Comparing these two frames in Figures
8.16e,h, a similar overall ring arrangement is detected. On closer
inspection, it becomes obvious that the ring interconnections in Figure
8.16h are less pronounced than in Figure 8.16e. In addition, the ring
alignment indicated with the dotted green line is straight in Figure
8.16h, while the rings are aligned in an angle of approximately 130° in
Figure 8.16e. The alignment of the rings seems to change over time.

Similar effects of changing apparent ring arrangements are observed
shortly after, as shown in Figures 8.16m-p. The ring contrast changes
significantly from Figure 8.16m to n. In the consecutive frames in
Figures 8.16o and p, the position of the lower left ring changes slightly
towards the bottom. This change results in a different ring alignment
in analogy to Figures 8.16e-h, as indicated by the dotted green lines.
In these examples, not only the apparent ring sizes and ring shapes
vary over time, but the ring contrast is subject to significant dynamic
changes.

In summary, high-speed STM revealed versatile dynamic effects on
the silica bilayer on Ru(0001). Dynamic processes on top of the film
system or underneath the film can contribute to these phenomena.
Dynamic processes underneath the silica film are closely related to the
observed mobile oxygen species in dense oxygen adlayers discussed
in Chapter 7. Although breaking and making of chemical Si-O bonds
is only expected at elevated temperatures, dynamic processes inside
the film systems should be considered to explain the observed effects
at room temperature.

Interesting future studies to investigate the behavior of these ther-
mally activated processes will consist of high-speed measurements at
elevated temperatures. The following Section 8.3.3 provides first STM

measurements on the silica film on Ru(0001) at elevated temperatures
and concludes with an outlook on future research.

8.3.3 First Attempts: High-Speed STM on Silica at Elevated Temperatures

As shown in Section 8.3.2, the image contrast during high-speed scans
on the silica bilayer varies over time. At elevated temperatures, rapid
changes of the imaging conditions, especially the condition of the
tip apex, are expected. In preparation for these circumstances, room
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temperature measurements are performed with imaging conditions
that are not ideal. Figure 8.17a shows the resulting STM image of such
a measurement. Silica bilayer film patches can be identified. However,
the conventional STM image shows numerous protrusions and line
artifacts in the fast scan direction impeding atomic network resolution.

The high-speed spiral STM images in Figures 8.17b-d are acquired
with the same imaging conditions and reveal the network structure of
the silica bilayer. It is worth noting that this improved image contrast
occurred temporarily many times during the data acquisition. The
improved image contrast was observed for image sequences in the
order of 2 to 20 frames, which corresponds to 0.13 - 1.3 s. For instance,
Figures 8.17c,d show two consecutive frames that reveal the network
structure. As indicated with white ellipses in Figure 8.17d, the film
exhibits dark mesoscopic features that measure approximately 1.5 nm
in diameter.

b) c) d)

a)

Figure 8.17: Temporary improvement of image contrast in high-speed scans.
a) Conventional STM image acquired in constant current mode
on the silica bilayer on Ru(0001) (scan area = 130 nm × 130 nm,
acquisition time = 7 min). The imaging conditions, i.e. the tip
condition is not ideal. b) Spiral STM image in quasi-constant
height mode revealing the oxide network structure (scan diam-
eter = 6 nm, acquisition time = 57 ms). c,d) Consecutive spiral
STM images in quasi-constant height mode revealing the oxide
network structure and mesoscopic dark features marked with
white ellipses (scan diameter = 5 nm, acquisition time = 46 ms)
Scan parameters for all images: VS = 2.6 V, IT = 0.7 nA, T =
300 K.

Figure 8.17 shows the potential of the high-speed scans to resolve
atomic structures with poorly conditioned tips. In addition to rapidly
changing imaging conditions, at elevated temperatures, thermal drift
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is expected to be a major challenge. As discussed in Chapter 5, the
STM body and the sample holder are designed rigid, compact, and
highly symmetric to ensure low thermal drift. The uncorrected room
temperature measurements presented in Chapters 6 and 7 prove how
effective the mechanical design is in terms of thermal stability.

Figure 8.18 shows the same silica bilayer film as shown in Figure 8.9,
measured at 600 K. The overview area in Figure 8.18a was scanned for
more than 7 hours without correcting the lateral position of the STM

tip. The area highlighted with the white dotted rectangle is shown
in a closeup view in Figures 8.18b,d,f. The characteristic shape of the
silica film patch can be identified in all three images that are acquired
over several hours.

The vertical line artifacts in the images and the side-by-side com-
parison of the STM images reveal that the imaging contrast changes
frequently over time. Especially from Figure 8.18b to Figure 8.18d
the change in image contrast is very pronounced. Figure 8.18b shows
a fine structure that was observed several times during scanning. A
supplementary figure in the Appendix shows scans at additional ac-
quisition times. For visualization, the fine structure in the dashed
white rectangle is magnified in Figure 8.18c. Within this fine struc-
ture, dark areas are identified as highlighted with black circles. The
diameters range from 1 to 6 nm. The fine structure is not observed in
Figures 8.18d-g.

Additional changes in the image contrast are observed comparing
Figures 8.18b and d. The features marked with white ellipses appear
as depressions in Figure 8.18b while they appear as protrusions in
Figure 8.18d. The overall silica terrace still appears bright. The contrast
inversion is only observed locally in the two discrete regions marked
with white ellipses. This local contrast inversion and the resolved
fine structure can indicate that not only the top silica layer is imaged.
In literature, STM measurements are reported that reveal sublayer
structures of oxide films depending on the scan parameters and sample
temperatures [22, 146]. Contributions from the metal substrate to the
STM image contrast are observed for graphene [147] and insulating
bi- and trilayer films. [142, 143] In Figure 8.18 contributions from
the Ru metal substrate and the interfacial oxygen layers may be the
reason for the observed fine structure. Future parameter studies at
different sample voltages and tunneling currents are necessary to fully
understand the observed effects of local image contrast inversion and
the resolved fine structure.

Figure 8.18 demonstrates that the microscope can be operated at
elevated temperatures without drift and distortion corrections. To
evaluate the dynamics of the sample system at elevated temperature,
the consecutive conventional STM images in Figure 8.18 with similar
image contrasts are compared. The overall shape of the silica film
patch does not change over time. However, from Figure 8.18d to
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a)

d)

b)

f)

3.5 h

4.5 h

6.5 h

e)

c)

g)

Figure 8.18: Overview images of the silica bilayer at elevated temperature.
a) Conventional STM image acquired in constant current mode
on the silica bilayer on Ru(0001) at 600 K (scan area = 300 nm
× 135 nm, acquisition time = 15 min). b,d,f) Closeup views of
the area highlighted with the white dotted rectangle in a) over
several hours (scan area = 110 nm × 60 nm, acquisition time =
7 min). The acquisition time of each image is displayed in the
upper left corner. The images are not drift or distortion corrected.
Different image contrasts are observed. For visualization, c,e,g)
show closeup views of the area highlighted with dashed rectan-
gles in b,d,f), respectively (scan area = 45 nm × 24 nm). Areas
that exhibit local contrast inversion are marked in b) and d) with
white ellipses. Dark features in the resolved fine structure in c)
are exemplarily marked with black circles. Scan parameters for
all images: VS = 1.6 V, IT = 0.9 nA, T = 600 K.
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Figure 8.18f, local changes of bright features are detected, as indicated
by the colored arrows. Protrusions change their position (blue arrows),
appear (orange arrows), or disappear (green arrows). The observation
of mobile species on the surface and the fact that imaging conditions
change rapidly, indicate that considerable dynamic processes occur at
the sample surface at 600 K.

In addition to mobile species, dynamics in the film system should
be considered at elevated temperatures. The network structure is not
stiff, but exhibits a certain flexibility of the Si-O-Si bonds. Figure
8.19 shows snapshots of a molecular dynamics simulation at 300 K
based on a machine learned force field. The simulation on the (6×x6)
unit cell of SiO2/Ru(0001) was performed by Joachim Paier. [148]
The projected bond angles show variations over time as indicated
exemplarily in top silica layer with dotted white ellipses. The relative
oxygen atom position changes dynamically on short time scales of
femtoseconds. In addition, it was shown that lateral displacements of
the film are theoretically feasible at room temperature and that the
mobility depends on the oxygen coverage at the interface. [148] At
elevated temperatures, these dynamics are expected to have a great
influence. Depending on the interfacial oxygen concentration, atomic
network resolution in STM measurements can be hindered at elevated
temperatures.

b)a) c) d)

Figure 8.19: Molecular dynamics simulation of the silica bilayer on Ru(0001)
at room temperature. Top view of the (6×6) cell containing the
Ru support (gray), Si (green), and oxygen atoms (red balls).
Snapshots of the system are shown at a) 4.35 ps, b) 4.40 ps,
c) 4.60 ps, d) 4.95 ps. Changing bond angle orientations are
exemplarily highlighted with dotted white ellipses. Adapted
from Ref. [148].

High-speed measurements at elevated temperatures are challenging
due to the increased mobility in the silica film system and due to
generally increased noise level. Figure 8.20 shows the conventional
STM image of the silica bilayer on Ru(0001) at 600 K in comparison
to spiral STM images. The conventional STM image in Figure 8.20a
shows the silica film with mesoscopic holes. The bright features are
attributed to species adsorbed on the silica film.

The spiral images show a scan field of 60 nm in diameter. In these
large scan areas, silica terraces are identified as marked with the
orange line. To verify that the observed features are not related to scan
artifacts and to monitor different regions of the sample surface, the
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d) e)b) c)
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Figure 8.20: High-speed scans on the silica bilayer at elevated temperature.
a) Conventional STM image acquired in constant current mode
on the silica bilayer on Ru(0001) at 600 K (scan area = 260 nm
× 180 nm, acquisition time = 13 min). b-i) Spiral STM image in
quasi-constant height mode showing the silica film as outlined
with orange lines (scan diameter = 60 nm, acquisition time =
67 ms). Within the area outlined in blue mesoscopic dark features
are detected that change their configuration over time. The green
circle in d) marks a change in the detected outline of the silica
film. Scan parameters for all images: VS = 4 V, IT = 0.9 nA, T =
600 K.

tip was moved intentionally during the scan at a speed of 8.5 nm/s.
This displacement of the tip at constant speed results in a shift of
the observed features to the bottom of the frame. As indicated by the
orange line, the coarse outline of the terrace does change over time.
However, the protuberance present in Figures 8.20b,c is smoothed in
the consecutive frame in Figure 8.20d. This subtle change of the terrace
borders is highlighted with the green circle in Figure 8.20d.
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An apparent feature arises in Figure 8.20f, as marked with the black
arrow. The dark area is also detected in the consecutive frames in
Figures 8.20g-i. It is detected at slightly varying positions in the scan
field, as indicated by the black arrows of different lengths in Figures
8.20f-i. In contrast to the detected film edges, this feature does not shift
to the bottom of the frame over time as expected due to the applied
shift to the STM tip. Due to this observation and the curved shape of
the depression, this local image contrast is attributed to scan artifacts.

In contrast to this, the dark area in the upper right of the region
outlined in blue follows the imposed shift of the scan field and remains
in the same position with respect to the film edge. Within the region
outlined in blue in Figure 8.20b additional dark areas of approximately
4 to 9 nm in diameter are detected. While in Figure 8.20b, the dark
areas are located within the region outlined in blue, they are separated
in Figure 8.20f and extend to the dotted blue line. This observation
indicates that the formation of these mesoscopic features changes over
time.

To study potential dynamic processes of mesoscopic scale features,
scans on single silica terrace are performed using smaller diameters
of 30 nm, as shown in Figure 8.21. Mesoscopic dark features are
detected as exemplarily outlined with white ellipses. They vary in
size from 1 to 4 nm in diameter. With this diameter distribution they
are approximately half of the size of the mobile features observed
in Figure 8.20. They are comparable in size to the mesoscopic dark
feature detected in Figure 8.17 and to the dark features within the
fine structure resolved in Figure 8.18c. Furthermore the dimensions
agree with the blurred areas reported in TEM images in connection
with structural changes in the oxide network structure as marked with
the white ellipse in Figure 8.14. [91]

Figure 8.21 shows the same scan area over several seconds. As
mentioned above, characteristic mesoscopic dark features are marked
with white outlines. The local image contrast is compared to the
first frame in Figure 8.21a. Dark features that are less pronounced in
Figures 8.21b-h than in Figure 8.21a are marked with an additional
superimposed dotted blue ellipse. Figure 8.21b hows that several dark
features are less pronounced. Either the feature size is decreased or
the local image contrast is fainter. Also the reverse effect of features
appearing more pronounced than in the previous frame is observed.
In the consecutive frame in Figure 8.21c, the features showing this
reversible change in image contrast resulting in a similar contrast as
in Figure 8.21a are marked with a white outline only. Dark features
that are not observed in Figure 8.21a but are detected in consecutive
frames are highlighted with dotted orange lines. From the changing
outlines from frame to frame it becomes obvious that the local image
contrast changes frequently and reversibly.
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g) h)e) f)

c) d)a) b)

0.00 s 0.06 s 1.13 s 1.27 s

14.46 s 14.53 s 14.60 s 14.67 s

Figure 8.21: High-speed scans on a flat silica terrace at elevated temperature.
a-h) Spiral STM image in quasi-constant height mode showing the
silica film with mesoscopic dark features highlighted with white
ellipses. Changes in the local image contrast with respect to the
STM image in a) are highlighted with colored dotted ellipses.
Blue and orange dotted ellipses mark less and more pronounced
features in comparison to a), respectively. Scan parameters for all
images: VS = 4 V, IT = 0.9 nA, scan diameter = 30 nm, acquisition
time = 67 ms, T = 600 K.

It is worth noting that the lateral positions of the detected features
changes slightly from frame to frame. This effect has not been ob-
served in room temperature measurements presented in Sections 6.3,
6.4, 6.5, 7.1, 7.2, 7.3, 8.2, and 8.3.2. The spiral images are free of drift
and distortions. Therefore, the changing lateral positions are not at-
tributed to scan artifacts but they seem to be caused by the elevated
temperature. As discussed above, at elevated temperatures the dynam-
ics in the silica film are expected to have a great influence. Additional
calculations show that the center of mass of the bilayer oscillates in the
order of 0.02 nm at room temperature. [148] DFT calculations provide
activation barriers for the lateral displacement of the silica bilayer film
in the order of 0.7 eV. [148] Hence, at elevated temperatures, it can
be expected that the film can show a certain mobility parallel to the
substrate surface. This mobility of the film system itself could explain
the observed slight changes in the lateral positions of the dark features
in Figure 8.21.

As discussed above, also the interfacial oxygen layer can have an
influence on the imaging contrast and is expected to exhibit an in-
creased mobility at elevated temperatures. To fully answer the question
which effect is responsible for the observed changing feature inten-
sities and the slight lateral displacement of the mesoscopic features,
future studies will focus on high-speed STM measurements at elevated
temperatures of differently prepared oxide thin film systems.

In this Section, we set the stage for future studies at elevated tem-
peratures. It was shown that the microscope can operate at elevated



100 structural analysis of thin oxide films

temperatures and that scanning over long times of several hours is
possible with minimal thermal drift. High-speed spiral scans on the
silica bilayer on oxygen covered Ru(0001) at elevated temperatures
of 600 K revealed film patches and mobile mesoscopic features. The
observed mobility form the basis for future studies. On the one hand,
further statistical analysis of the observed effects as a function of scan
parameters and sample temperature is interesting. On the other hand,
a possible pathway to resolve dynamics on top or inside the film
system at elevated temperatures is to select sample systems without
mobile interfacial species. One possibility is to expose the silica film
on Ru(0001) to reducing conditions, such as thermal treatments in
hydrogen atmosphere to remove the interfacial oxygen. Another pos-
sibility is to consider different oxide-substrate combinations that can
be prepared without oxygen pre-coverages to reduce the impact of
mobile species at the film-substrate interface.
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9
C O N C L U S I O N A N D O U T L O O K

A high-speed STM was designed and built that can operate at vari-
able temperatures. The microscope assesses dynamic processes at the
atomic scale in real space and in real time.

Chapters 1-4 provided literature reviews and described the under-
lying concepts that were considered for the design of the home built
STM.

In Chapters 5 and 6, the design and working principle of the micro-
scope was presented. Besides the mechanical design, the realization
of high-speed scans was described. For the high-speed STM measure-
ments, we successfully implemented innovative spiral scan patterns.
For the first time, spiral geometries were used to realize high-speed
STM scans. The successful implementation was demonstrated by repeat-
ing the breakthrough experiment of the first video STM measurements
by Joost Wintterlin et al., who monitored diffusing oxygen atoms on
the Ru(0001) surface with frame rates of approximately 10 Hz. With the
spiral scan geometry, we achieved frame rates of 120 Hz. To realize the
unconventional scan geometry, highly customizable python software
was developed. The software was essential to generate the scan input
signals, to acquire, to store, and to process the data, and to analyze
the resulting images. We made the program for image reconstruction
and data analysis free to access to facilitate the implementation of
unconventional scan patterns.

In Chapter 7, we investigated dynamics within dense oxygen adlay-
ers on Ru(0001) at room temperature. These adlayers are relevant for
catalytic reactions and they are present as interfacial layers between
thin oxide films and the underlying metal substrate.

We revealed dynamics within the O(2×2) layer on Ru(0001) that ex-
ceed the reported jump rates based on conventional STM measurements
reported in literature. The observed jump rates are in agreement with
DFT calculations (provided by Joachim Paier). Due to the increased
lateral and temporal resolution in the center of the spiral scan, the
occupied intermediate state along the oxygen diffusion pathway could
be resolved. DFT calculations confirm the presence of an intermediate
state at this spatial position.

In the oxygen deficient O(2×1) layer on Ru(0001), DFT calculations
propose that oxygen atoms occupy the adjacent hcp site that coincides
with the (1×1) grid. Considering the diffusion in several unit cells, this
results in a reorientation of the characteristic 1D stripe pattern. With
our high-speed spiral STM, we resolved individual hopping events of
oxygen atoms within the O(2×1) layer at room temperature. Scans
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of areas showing differently oriented domains revealed reversible
structural changes, i.e. growing and shrinking of domains at the
expense of adjacent domains. This phenomenon was observed in the
range of minutes. At the millisecond timescale similar processes were
observed that can be described as fast flipping events. These fast
flipping events relate to the long term restructuring over minutes and
agree with the theoretical considerations of structural reorientation of
the 1D stripe pattern.

The dense 3O(2×2) layer on Ru(0001) was investigated at room
temperature. The STM contrast shows the characteristic hexagonal
structure that does not reveal individual atomic oxygen atoms, which
is in agreement with results reported in literature. With this image
contrast, dynamic processes were detected in the 3O(2×2) layer by
high-speed spiral STM at room temperature. The occupation of differ-
ent sites on the hexagonal grid was resolved. The dynamic processes
are reversible over time.

In Chapter 8, the preparation for the structural analysis of large
data sets was presented. A semi-automated network detection tool
was developed and a graphical user interface was implemented to
facilitate interactive modifications of the detected network structure.
The working principle has been successfully demonstrated exemplarily
for a vitreous silica bilayer across a Ru(0001) step edge. The network
detection tool enabled advanced structural analysis of characteristic
film properties, such as the evolution of the film crystallinity and of
the silica ring-ring distances across the metal step edge. The analysis
revealed the continuous coverage of the vitreous silica bilayer across
the Ru(0001) step edge. The experimental results are supported by DFT

calculations (provided by Sergio Tosoni and Gianfranco Pacchioni).
The theoretical models include structures where the bottom silica layer
is pinned to the substrate step and carpet-like coverages of the silica
bilayer across the step. Based on the structural analysis of the evolution
of silica ring-ring distances across the step edge region, a qualitative
agreement of the carpet-like model and the experimental data was
found. The semi-automated network detection tool is applicable to
images recorded with any arbitrary technique and exhibiting different
length scales making it transferable to other disciplines.

The mesoscopic and the atomic network structure of a germania
monolayer on Ru(0001) could be resolved with high-speed spiral STM.
The semi-automated network detection tool revealed a complex do-
main boundary in both conventional and spiral STM images. This
successful network detection proved that the developed tool is suit-
able to analyze large datasets of spiral STM images. Local contrast
changes were observed on a prominent domain boundary feature.
These dynamic contrast changes may relate to mobile species, such as
the interfacial oxygen atoms.
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Both the crystalline and the vitreous silica bilayer were recorded
at high speed with the spiral STM at room temperature. Blurred re-
gions in the images of the vitreous phase are detected making the
ring assignment challenging. Nevertheless, by comparing consecutive
frames, consistent ring features could be identified. Distinct changes
of the local image contrast on the silica bilayer were detected. The
changes consisted of fluctuations in the apparent shape and size of
silica rings and their interconnections. In addition, lateral displace-
ments of regions with bright image contrasts were resolved indicating
dynamics on, in, or under the silica film. The observed dynamics
may relate to the interfacial oxygen layer. More dynamic changes in
the local image contrast were observed regarding the silica network
structure. Silica ring configurations appeared differently over time.
We provided examples, where the image contrast of ring formations
changed significantly in several consecutive frames.

At the end of Chapter 8 we performed STM measurements on the
silica bilayer at elevated temperatures of 600 K, which was part of an
outlook for future studies. Large areas could be measured without drift
or distortion corrections and the scan area was stable for more than
seven hours. Using the same scan parameters, different image contrasts
were observed over time. For instance, local contrast inversion and
temporarily resolved fine structures that may relate to the interfacial
oxygen layer were observed. Comparing consecutive conventional STM

images of the same scan area, changing image features were detected
that were attributed to mobile species on or under the film, such as
oxygen.

Mesoscopic features of the silica bilayer film were resolved with
high-speed spiral STM at 600 K. The outline of the silica film terrace
could be identified and used as reference to track mesoscopic dark
features in the film. The features showed a certain mobility. Measure-
ments on the flat silica terrace revealed dynamic changes of both the
image contrast of mesoscopic dark features and of their lateral position.
Future studies will focus on the mobility of these mesoscopic features.
Interesting experiments include variations of the scan parameters and
of the sample temperature.

We revealed dynamic processes in the sample system of silica on
Ru(0001) at elevated temperatures of 600 K. Future studies may con-
sider removing the oxygen interfacial layer and therefore preventing
dynamics caused by mobile oxygen atoms at the interface. The interfa-
cial oxygen can be removed by exposing the film system to reducing
conditions, such as thermal annealing in hydrogen atmosphere. The
interfacial oxygen layer, on the other hand may play a crucial role in
the context of structural transformations. During the transformation,
the formation of dangling bonds in the lower layer is proposed by DFT,
as outlined in Section 2.3. These dangling bonds can chemically bond
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to the underlying bare metal substrate. Since the interplay between
substrate, interfacial layer, and oxide network former plays a crucial
role for these structural transformations, different sample systems, i.e.
oxide-metal combinations, may be considered for future studies.

The advances in high-speed STM using unconventional scan pattern
may constitute the beginning of a paradigm shift of how to perform
STM measurements. Until now, we operated our microscope below its
capacity limits and therefore we are confident that with our approach
sub-millisecond resolution is in reach.

The revealed dynamics in the dense oxygen adlayers on Ru(0001)
that are present underneath metal supported thin oxide film systems
and the observed dynamic changes in the local imaging contrast on
oxide networks pave the way for future dynamic studies considering
sample systems of different metal-oxide combinations. With the high-
speed capabilities at variable temperatures, the opportunity to study
dynamic processes of thin oxide films is opened. In the long-term, this
new high speed spiral STM has the capability to unravel structural dy-
namics in oxide thin films that may result in transformations between
crystalline and vitreous phases.
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A P P E N D I X

a.1 high-speed spiral stm images on silica on ru(0001)

In Section 8.3.2, high-speed spiral STM images are provided with
overlaid dashed rings highlighting consistent ring features. In this
section, the figures are shown without overlaid rings.

a) b) c) d)

Figure a.1: Figure 8.11 without overlaid features. STM images of vitreous
silica bilayer patches on Ru(0001). a) Magnified region of 5 nm ×
5 nm marked with the orange square in Figure 8.10 a). Vitreous
and crystalline regions are detected. b) Average of 20 consecutive
spiral STM images, acquired in total 1 s. c,d) Consecutive spiral
STM image, acquired in 50 ms (VS = 1.6 V, IT = 1 nA, T = 300 K,
scan area = 5 nm × 5 nm).
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g) h)e) f)

o) p)m) n)

c) d)a) b)

k) l)i) j)

0.05 s 0.10 s 0.15 s 0.20 s

0.35 s 0.40 s 0.50 s 0.55 s

Figure a.2: Figure 8.12 without overlaid features. Dynamic changes in the
image contrast on silica on Ru(0001). a-d), i-l) Spiral STM images
on the silica bilayer on Ru(0001), acquired in 50 ms (VS = 0.8 V, IT
= 1 nA, T = 300 K, scan area = 5 nm × 5 nm). The time is indicated
at the bottom of each frame. Regions of interest highlighted in
blue and orange are magnified in e-h) and m-p), respectively.
e-h) Dynamic changes of the appearance of the rings and of
their interconnections are resolved. m-p) Dynamic changes of the
apparent ring size are resolved.
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c) d)a) b)

g) h)e) f)

Figure a.3: Figure 8.15 without overlaid features. Dynamic lateral displace-
ment of a bright ring feature. a-d) Consecutive spiral STM images
on the silica bilayer on Ru(0001), acquired in 50 ms (VS = 0.8 V,
IT = 1 nA, T = 300 K, scan area = 5 nm × 5 nm). The lateral
displacement of a region with bright image contrast is detected,
as shown in the zoomed images in e-h) (1.8 nm × 1.8 nm).
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g) h)e) f)

o) p)m) n)

c) d)a) b)

k) l)i) j)

16.75 s 16.85 s 16.90 s 16.95 s

17.05 s 17.10 s 17.15 s 17.20 s

Figure a.4: Figure 8.16 without overlaid features. Dynamic changes of the
ring contrast. a-d), i-l) Spiral STM images on the silica bilayer on
Ru(0001), acquired in 50 ms (VS = 0.8 V, IT = 1 nA, T = 300 K,
scan area = 5 nm × 5 nm). The time is indicated at the bottom of
each frame. Regions of interest highlighted in blue and orange
are magnified in e-h) and m-p), respectively. Consistent changes
of the apparent ring configuration are detected.
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a.2 tip displacement experiment on silica on ru(0001)

Given the partly blurred image contrast of high-speed scans on the
silica bilayer, the question arises whether changes in the ring network
can be detected reliably. The consistently overlaid ring features in
Figures 8.11 and 8.12 already indicate that consecutive frames can
be related to each other accurately. To verify that changes can also
be detected quantitatively we performed the same experiment as
presented in Figure 8.7 in Section 8.2. Averaged images of 100 frames
are shown and the image contrast allows us to identify local ring
configurations, as exemplarily indicated by dashed circles.

In analogy to Figure 8.7 in Section 8.2, the STM tip was displaced
intentionally while scanning. The averaged image in Figure a.5a is
recorded before and the averaged image in Figure a.5b is recorded
after the tip displacement, respectively. The expected result is a lateral
shift of the scan area. To verify that the detection of the local ring
configurations allows us to quantify the changes of the imaged silica
bilayer network, the displacement vector is determined. For the deter-
mination the two methods presented in Section 8.2 are applied. The
position of the characteristic ring highlighted in orange is tracked over
time. The resulting displacement vector is drawn in orange in Figure
a.5c. Figure a.5d shows the difference between the self-correlation
of Figure a.5a and the cross correlation of Figures a.5a and b. The
intensity maximum determines the displacement vector, which is in
very good agreement with Figure a.5c.

c) d)a) b)

Figure a.5: Lateral displacement of the scan area on the silica bilayer. a-c)
Averaged images of 100 consecutive spiral STM images, acquired
in total 5 s (VS = 0.8 V, IT = 1 nA, T = 300 K, scan area = 5 nm
× 5 nm). The STM tip was moved intentionally between a) and
b). The displacement is detected looking at characteristic ring
features as highlighted with dashed circles. The ring marked in
orange serves as the reference to determine the displacement
vector, as shown with the orange arrow in c). d) In analogy to
Figure 8.7, the difference of self-correlation and cross correlation
is shown. The displacement vector (orange arrow) can be clearly
identified and agrees with the vector in c).

As described in Section 8.2, the averaged images and the fact that
they show comparable ring features are a proof for the absence of
image distortions and thermal drift artifacts in the high-speed STM

frames.
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a.3 stm measurements on silica on ru(0001) at elevated

temperature

Figure a.6 shows the image sequence of conventional STM images
on the silica bilayer on Ru(0001) at 600 K. It complements Figure
8.18 and illustrates that the home built STM can be operated in stable
conditions at elevated temperatures over hours or even days. The scan
field remains the same without the need for drift correction.

a)

b) c)1 h 2 h

f) g) 6.5 h4.5 h

d) e) 3.5 h3 h

Figure a.6: Supplement to Figure 8.18. a) Conventional STM image acquired
in constant current mode on the silica bilayer on Ru(0001) at 600 K
(scan area = 300 nm × 135 nm, acquisition time = 15 min). b-g)
Closeup views of the area highlighted with the white dashed
rectangle in a) over several hours (scan area = 110 nm × 60 nm,
acquisition time = 7 min). The acquisition time of each image is
displayed in the upper left corner. The images are not drift or
distortion corrected. Different image contrasts are observed. Scan
parameters for all images: VS = 1.6 V, IT = 0.9 nA, T = 600 K.
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