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ABSTRACT: The Hohenberg−Kohn theorem of density-functional
theory (DFT) is broadly considered the conceptual basis for a full
characterization of an electronic system in its ground state by just one-
body particle density. In this Part II of a series of two articles, we aim
at clarifying the status of this theorem within different extensions of
DFT including magnetic fields. We will in particular discuss current-
density-functional theory (CDFT) and review the different
formulations known in the literature, including the conventional
paramagnetic CDFT and some nonstandard alternatives. For the
former, it is known that the Hohenberg−Kohn theorem is no longer
valid due to counterexamples. Nonetheless, paramagnetic CDFT has
the mathematical framework closest to standard DFT and, just like in standard DFT, nondifferentiability of the density functional
can be mitigated through Moreau−Yosida regularization. Interesting insights can be drawn from both Maxwell−Schrödinger DFT
and quantum-electrodynamic DFT, which are also discussed here.
KEYWORDS: current-density-functional theory, density-potential mapping, electronic ground state, Hohenberg−Kohn theorem,
magnetic Hamiltonian, paramagnetic current density, physical current density, Maxwell−Schrödinger system,
quantum-electrodynamical DFT

1. INTRODUCTION
The celebrated and highly successful method of using the one-
body particle density to describe quantum systems�density-
functional theory (DFT)�has also been extended to include
magnetic fields.1−5 In Part II of a two-part review series, we will
explore such formulations. Just like the case for Part I,6 the scope
of this review is limited to topics closely related to the
Hohenberg−Kohn (HK) mapping and properties of the exact
functional(s). Here, in Part II, this is done for extended DFTs to
account for magnetic fields. Again, many excellent reviews and
textbooks are available on the subject of standard DFT.7−12 We
also direct the interested reader to a rather unique round-table
structured article13 that also discusses extended DFTs. In
addition, Part I can be consulted and is referenced throughout
this part.

In Part I, we discussed the theoretical aspects of the HK
theorem, as far as the standard DFT is concerned. In this part, we
will continue the study of more general DFTs related to more
general Hamiltonians, including magnetic fields. The formula-
tion using a universal functional in terms of just the density (valid
for all systems in an external electric potential) must then be
augmented when the Hamiltonians considered include more
than scalar potentials (in addition to parts modeling the internal
energy). The response of atoms and molecules to strong
magnetic fields is of direct interest in astrophysics.14 Moreover,

magnetic properties, such as magnetizabilities and nuclear
magnetic resonance parameters, are a major target of quantum
chemistry.15 Other static magnetic properties include magneti-
cally induced ring currents due to their statistical association
with other chemical properties16 and higher-order static
properties.17−19 Additionally, there are many time- or
frequency-dependent properties related to the response to
external magnetic fields. However, standard DFT does not fully
describe the magnetic properties, thereby motivating the
schemes studied here.

An important ingredient in the density-functional approach is
to obtain a universal density functional that is appropriate for the
underlying Hamiltonian. A more general Hamiltonian would
intuitively require more variables of the corresponding extended
DFT. For magnetic systems, natural candidates20 to use as
variables alongside the particle density are the gauge-invariant
total current density j (sometimes also called the “physical”
current density) and the paramagnetic current jp. The
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paramagnetic current must be carefully distinguished from the
total current, where the latter cannot be determined from the
wave function ψ (or density matrix Γ) alone since it also includes
the external vector potential. Both of these current densities have
been presented in the literature as variables of current-density-
functional theory (CDFT).1−5 We will discuss here the
paramagnetic and physical CDFTs, as well as other formulations
for magnetic systems, with the HK1 and HK2 structure in mind.
We direct the interested reader to refs 20 and 21 for more on the
choice of basic variables in CDFT. In addition, there are other
options than a theory formulated with a current density, e.g., the
magnetic-field DFT of Grayce and Harris.22 However, this
formalism requires that a semiuniversal functional is employed,
i.e., utilizing a functional that takes the particular magnetic field
of interest as a parameter.

The complexity of formulating a DFT for magnetic systems is
apparent from the fact that there is no HK theorem yet proven.
This means it is unknown whether the particle density and a
current determine the scalar and vector potential of the
system.5,20,21,23 In fact, the theory with the paramagnetic current
density cannot be used to establish a one-to-one correspondence
between the densities and the potentials as first demonstrated by
Capelle and Vignale.5 Concerning a HK theorem that uses the
total current density, the best attempt so far (due to Diener4) is
irreparably in error as was recently shown in ref 23. Moreover,
even if a HK result could be proven for the total current density,
there are serious issues with the HK variational principle and its
extension to N-representable density pairs.24 Simply put, the
total current density is not a suitable independent variational
parameter. However, this difficulty can be circumvented in
models that modify the usual Rayleigh−Ritz variational
principle. Specifically, as will be discussed below, the
introduction of an induced magnetic field as an independent
variational parameter in the Maxwell−Schrödinger model does
permit a DFT formulated using the total current density.25

This review is structured as follows: In Section 2, we first
repeat the restructuring of the HK theorem into two parts,
namely, HK1 and HK2. Just as in Part I, this will be a feature of
our presentation here for extended DFTs. We thereafter discuss
preliminaries in Section 3 where different densities (in addition
to the one-body particle density) are introduced together with
our typical Hamiltonian in eq 2.

In Section 4 we then investigate a formulation of CDFT using
the paramagnetic current density. For this theory, HK1 holds,
whereas HK2 does not. The latter fact is also discussed by
considering the structures of known counterexamples. Para-
magnetic CDFT is the formulation that comes closest to the
mathematical framework developed by Lieb and others for
standard DFT, which is outlined in the section. We also review
Moreau−Yosida regularization, which can be achieved in these
variables (on a reflexive “density space”). The restriction to
uniform magnetic fields is also discussed, where the functional
space of paramagnetic current densities can be reduced to a
finite-dimensional vector space. In Section 5 we briefly discuss
the unique continuation property (from sets of positive
measure) for magnetic Schrödinger operators that can be used
to establish (for an eigenstate) ψ≠ 0 almost everywhere (a.e.). If
one treats the magnetic field (or the magnetic vector potential)
as a parameter of the system, a semiuniversal formulation of
CDFT becomes available. This treatment, sometimes termed B-
DFT, is discussed in Section 6.

We then continue, in Section 7, with a discussion of CDFT
using the total (physical) current density. Here, already HK1

fails and we therefore discuss alternatives, one being the
approach of Diener. We also look into partial HK results.
Furthermore, in Section 8, we discuss how the introduction of an
induced classical magnetic field circumvents the difficulties of
using the total current density as a variational parameter. We
provide HK1 and HK2 in this setting. In Section 9, we consider
the natural generalization to a quantized electromagnetic field
induced by the electrons. We conclude our review with a
summary in Section 10.

2. RESTRUCTURING THE HOHENBERG−KOHN
THEOREM

In Part I of this Review, we introduced a convenient and
beneficial split of the seminal HK theorem of standard DFT into
two separate results:
• (HK1) If two potentials share a common ground-state

density then they also share a common ground-state wave
function or density matrix.

• (HK2) If two potentials share any common eigenstate
and if this eigenstate further is nonzero almost everywhere
then they are equal up to a constant.

The combination of both results then gives the full HK
theorem that allows a well-defined density-potential mapping in
standard DFT. It was shown in Part I that while HK1 is
uncontroversial and in fact follows solely from how the energy
functional is defined, HK2 requires a bit more technicality if we
want to guarantee that the eigenstate is in fact nonzero almost
everywhere. The split of the HK theorem allows the study of the
status of HK1 and HK2 separately for different versions of DFT
for magnetic systems. We will see that automatically HK1 holds,
as was already pointed out in Section X of Part I, for any variant
of DFT that has a universal constrained-search functional, i.e.,
one that varies over the density quantities independent of the
external potentials. This will be the case in paramagnetic CDFT
(Section 4), yet not in total CDFT (Section 7), where the
current density depends on the vector potential. While this raises
doubts about the possibility of a full HK theorem in total CDFT,
a formulation beyond the proposed split can still be feasible. At
present its status is open, and we will summarize the most
relevant attempts in Section 7. The strategy for proving HK2, on
the other hand, cannot be generalized from standard DFT to
variants involving magnetic fields. For paramagnetic CDFT even
a general condition can be derived that facilitates counter-
examples (Section 4.1). Does such a failure of the HK theorem,
and with it of a unique density-potential mapping, deliver a final
blow to these versions of DFT for magnetic systems? Not
necessarily, since parts of the theory, such as the availability of a
density functional, still survive. Further, within a dual setup of
density-potential variables, a regularization technique can be
used to reinstate a unique quasi-density-potential mapping
(Section 4.3). An exception is finally given by the most elaborate
theory discussed here, quantum-electrodynamic DFT
(QEDFT). In QEDFT the expectation value of the quantized
electromagnetic field operator enters as another density variable
and not only the HK1/HK2 split works out but both theorems
can be successfully established (Section 9).

3. PRELIMINARIES
As pointed out in the previous section, the conceptual
centerpiece of DFT is the availability of density-potential
mapping. A set of reduced quantities (densities) then suffices to
determine the external parameters (potentials) acting on the
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system. Conversely, this allows one to fully control the densities
by adjusting the potentials, most importantly in order to induce
the effect of particle interactions into a noninteracting system
with the help of the so-called exchange-correlation potential.
The mediating tool to establish such a mapping in the ground-
state theory is the energy: A functional is set up that takes the
external potentials v as arguments and minimizes the total
energy of the system by varying over all possible densities x. In
Section X of Part I we already introduced such an “abstract”
formulation of DFT, where the ground-state energy E[v] is
determined by

[ ] = { | | }

[ ] = { [ ] + [ ]}

F H

E F f

x

v x v x

inf ,

inf ,

x

x

0

(1)

Here, H0 in the definition of the universal constrained-search
functional is such that it contains only internal contributions, i.e.,
no reference to the external potentials v is included. Variation in
the definition of F̃[x] is over all states ψ that yield the given
densities x, indicated by the notation ψ → x. What is then
missing for the total energy is given by the coupling of the
densities to the potentials, summarized by the terms f [v, x].
Then this formulation alone already facilitates the HK1 theorem
since the density quantity x alone already determines the
possible ground states in eq 1. To achieve such a formulation, we
must thus separate out all quantities that directly couple to the
potentials included in the system. In the case of standard DFT
the scalar potential just couples linearly to the one-particle
density in the form of a dual pairing, f [v, ρ] = ⟨v, ρ⟩. In the
presence of a magnetic field, it is clear that the one-particle
density needs to be complemented with another density
quantity that allows us to determine the magnetic energy
contribution. If one adheres to the dual-pairing structure of
standard DFT, then this must be a vector-field quantity, the
current density. But it is not strictly imposed that v and x are dual
variables, meaning the potential space is dual to the density
space. When this is not the case, the density variable might be
redundant, i.e., has more information than is needed in order to
determine the external potential. A concrete example is found in
certain formulations of collinear spin-DFT, where the external
potential is just the scalar potential v and the density variables, x
= (ρ↑, ρ↓), are the spin up and down densities. Although it is
easier to devise practical approximate functionals with direct
access to both spin densities, this leads to said redundancy and
breaks the dual setting. Duality can be restored by including a
scalar Bz′ (see Table 1) or, equivalently, spin-resolved
potentials.26 Another example is provided by different treat-
ments of spin and orbital effects in the presence of magnetic
fields.27 Some formulations rely on the pair (ρ,m), wherem is a
possibly noncollinear spin density.28−30 Other formulations rely
on the density triple x = (ρ, m, jp) that gives rise to a spin
Zeeman term ⟨m, ∇ × B⟩ and an orbital Zeeman term ⟨jp, A⟩.
Note that if partial integration can be performed without
boundary terms, then ⟨m, ∇ × B⟩ = ⟨∇ × m, B⟩. Alternative
formulations thus introduce the magnetization current jm = jp +
∇×m instead, which results in combined spin and orbital terms
⟨jm, A⟩.

It is our task now to determine the appropriate density
quantities for DFT including magnetic fields. As we have seen,
this goes by writing down the ground-state energy of the system,
so the starting point will naturally be the system Hamiltonian.
Throughout this review we will employ atomic units, which only

leaves the speed of light c and the vacuum magnetic permeability
μ0 as fundamental constants. The factor 1/c that usually still
appears in front of vector potentials and magnetic fields can be
further absorbed into the corresponding units. The most general
Hamiltonian considered here is the Pauli Hamiltonian,

[ ] = + +

+ + ·
<

H v w v

w r

B A A r r

B r S

, , ,
1
2

( i ( )) ( )

( ) ( )

k
k k

k
k

k l
kl

k
k k

2

(2)

We allow for a general interaction term w that depends on the
particle distance rkl = |rk− rl|, next to the scalar potential v, as well
as a vector potentialA and a magnetic fieldB′ that couples to the
Pauli matrices. Although one is used to think that the vector
potential and the magnetic field are coupled via B = ∇ × A, for
the purpose of DFT they can be assumed independent. We thus
write B′ for the independent magnetic field. This is especially
useful for constructing the Kohn−Sham system, where non-
interacting particles are steered by choosing the appropriate
external fields. In most cases though, only the vector potential A
is present, and we set B′ = 0. Further, for molecular systems we
fix the interaction to a Coulomb potential w(rkl) = λrkl−1, where λ
= 1 corresponds to full interaction and λ = 0 to the
noninteracting Kohn−Sham system. Then the Hamiltonian
from eq 2 is reduced to

[ ] = + + +
<

H v
r

vA A r r,
1
2

( i ( ))
1

( )
k

k k
k l kl k

k
2

(3)

or, written down in its basic components, H[v, A] = TA + W +
V[v]. Here the kinetic operator in the presence of a vector
potential is = +T A r( i ( ))k k kA

1
2

2 (sometimes with a
minus sign instead in front of A, that comes from the assumed
negative charge of the particles, but that can be absorbed intoA).
The Hamiltonian without external potentials is then, as usual,H0
= T + W, where it holds T0 = T. When we talk about a “non-
interacting” Hamiltonian, this means that H[v, A] = TA + V[v],
without the interaction term W.

Now, investigating the energy expectation value ⟨ψ|H[v,
A]|ψ⟩, we see that we have to rewrite the mixed term∑kA(rk)·
(⟨ψ|(−i∇kψ)⟩ − ⟨(i∇kψ)|ψ⟩) that arises from squaring out the
kinetic term in a form suitable for a density-functional
formulation. To that end, next to the one-particle density ρψ
(eq 2 in Part I), we define the paramagnetic current density of a

Table 1. Status of HK1 andHK2 within Some Flavors of DFT

flavor
density
variables

potential
variables HK1 HK2

DFT ρ v yes yes
LDFT ρ, p, L v, A = a + (1/2)B

× r
yes yes, if ρ

asym.
SDFT (col.) ρ, mz = ρ↑ − ρ↓ v, Bz′ yes debated
SDFT (noncol.) ρ, m v, B′ yes no
CDFT (no spin) ρ, jp v, A yes no
CDFT (with spin

curr.)
ρ, jm = jp +
∇ × m

v, A yes no

CDFT (with spin
dens.)

ρ, m, jp v, A yes no

CDFT (with spin
dens.)

ρ, m, jp v, B′, A yes no

MDFT ρ, Btot v, B yes yes
QEDFT ρ, A v, Jext yes yes
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given N-particle pure state ψ in terms of the spin-summed one-
particle reduced density matrix,

= { | }

= { * }

=

N

j r r r

r r

( ) Im ( , )

Im d ... d N

r r

r

p

2N3( 1)

Here, r = r1 and σ̲ = (σ1, ..., σN) are the spin degrees-of-freedom.
If we have an ensemble state given by a density matrix Γ =
∑jλj|ψj⟩⟨ψj|, λj ∈ [0, 1],∑jλj = 1, then the paramagnetic current
is

= { | } ==j r r r j r( ) Im ( , ) ( )
j

jr r
p p

j

We also define the total (or “physical”) current density for a
given density matrix Γ and a vector potential A,

= +j j Ap

where both the state and the vector potential are explicitly
needed in the definition. Of course, in the case Γ = |ψ⟩⟨ψ|, we
have j = jψp + ρψA.

The utility of introducing the paramagnetic current jp (and
also j) becomes apparent when we compute the energy
expectation value for some pure state ψ,

| [ ]| = | | + + | |

+ · = | |

+ + | | +

H v H v

H

v

A r A r

r r A r j r r

A A j

, ( )
1
2

( )

( ) d ( ) ( ) d

1
2

, ,

0
2

p
0

2 p

3

3

i
k
jjj y

{
zzz

(4)

We have made use of the notation ⟨f, g⟩ = ∫ f(r)g(r) dr for the
dual pairing between potential and density quantities (with
obvious extension to vector fields; see Part I for further details).
Similarly, for ensemble states given by density matrices we have

[ ] = + + | | +H v H vA A A jTr( , ) Tr( )
1
2

, ,0
2 p

(5)

Note that because of

[ ] = | [ ]| = [ ]E v H v H vA A A, inf , inf Tr( , )

it makes no difference for the energy if we minimize over pure
states or density matrices since every component (eigenvector)
of a density matrix already realizes the ground-state energy as a
degenerate ground state. For the dual pairing + | |v A ,1

2
2 ,

the definition

= [ ] = + | |u u v vA A,
1
2

2
(6)

allows us to formulate the theory with an effective potential.
Here, for the mathematical formulation, it becomes necessary
that v and |A|2 are elements of the same function space that is also
dual to the density space. If this holds, and one additionally has
that ρA is from the same space as the current jp, we call those
spaces compatible.31 This property is important for the convex
formulation of paramagnetic CDFT and will be described in
Section 4.2.

We define N- and v-representability for a pair (ρ, jp) in an
equivalent fashion as in standard (density-only) DFT (see

Section III of Part I). Note that we stick to the denomination “v-
representable” from standard DFT instead of saying “(v, A)-
representable”. The density pair (ρ, jp) is said to be

(i) pure-state N-representable if there is a wave function ψ
that has finite kinetic energy such that ρψ = ρ and jψp=jp,

(ii) ensemble N-representable if there is a density matrix Γ
that has finite kinetic energy such that ρΓ = ρ and jΓp=jp,

(iii) pure-state v-representable if there exists a potential pair (v,
A), such that the Hamiltonian H[v, A] has a ground-state
wave function ψ with ρψ = ρ and jψp=jp, and

(iv) ensemble v-representable if there exists a potential pair (v,
A), such that the Hamiltonian H[v, A] has a ground-state
density matrix Γ with ρΓ = ρ and jΓp = jp.

Contrary to the situation in standard DFT, pure-state and
ensemble N-representability have to be differentiated since
different results apply. Additionally to the condition

| | <r r( ) d2 already known from standard DFT,
different conditions involving the paramagnetic current jp and
the vorticity ν = ∇ × (jp/ρ) must hold. In the construction of
Lieb and Schrader,32 the velocity field jp/ρ must either be curl-
free or the number of particles must be N ≥ 4 and additional
decay properties on ν must hold. This allows for not only a pure
state with the required densities but even in the form of a Slater
determinant. Yet, contrary to standard DFT, it does not give an
upper bound on the kinetic energy of the representing
determinant. A different result for ensemble N-representability
is that of Tellgren et al.33 Here, the integrals ∫ |jp|2/ρ dr and

+ r j r(1 ) ( ( / )) d2 p 2 (for all α, β that describe the
different components of a 3-vector) must be finite. The proof
is by direct construction of a one-particle reduced density
matrix, and a kinetic-energy bound is available as well. The
problem of v-representability must be marked as mostly
unsolved, just as in standard DFT. Still, these notions are
important and ubiquitous in DFT, since the formulation often
depends on constraints like ψ→(ρ, jp), which means “all wave
functions ψ that yield the densities (ρ, jp)” and that consequently
only makes sense if (ρ, jp) is pure-state N-representable. For the
Γ → (ρ, jp) ensemble, N-representability would be sufficient.
The v-representability naturally shows up in connection with the
HK theorem: For which density pairs can a unique mapping to
potentials be established?

Note that this definition for v-representability of the density
pair (ρ, jp) involving the paramagnetic current directly carries
over to the total current: If (ρ, jp) is v-representable using (v, A),
then also (ρ, j) = (ρ, jp + ρA) is. On the other hand, it does not
really make sense to ask for N-representability of a total current
in the presence of a vector potential, only for its paramagnetic
part. Other realizations of DFT including magnetic fields will
include different density and potential quantities; therefore,
these notions have to be adopted accordingly.

4. PARAMAGNETIC CDFT
We begin by addressing the statuses of HK1 and HK2. The
energy expressions given in eqs 4 and 5 give the ground-state
energy for a given potential pair (v, A)

[ ] = { | | + [ ] + }

= { + [ ] + }

E v H u v

H u v

A A A j

A A j

, inf , , ,

inf Tr( ) , , ,

0
p

0
p

(7)
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where we recall the effective potential [ ] = + | |u v vA A, 1
2

2 from
eq 6. Again, just like in the density-only setting with E[v], the
structure of E[v, A] is such that for fixed densities (ρ, jp) the
terms ⟨u[v,A], ρ⟩ and ⟨A, jp⟩ are already fully determined and do
not need explicit reference to the wave function or the density
matrix. This allows us to establish HK1 as follows.
Theorem 1 (HK1 for paramagnetic CDFT). Let Γ1 be a

(mixed) ground state of H[v1,A1] and Γ2 be a (mixed) ground state
of H[v2, A2]. If Γ1, Γ2 → (ρ, jp), i.e., if these states share the same
density pair, thenΓ1 is also a ground state of H[v2,A2] andΓ2 is also
a ground state H[v1, A1].

Proof. Since we assumed the existence of ground states Γ1, Γ2
for the respective potentials, the infimum in eq 7, when varied
over density matrices, is actually a minimum. Further, for i = 1, 2,
the energy contributions ⟨Ai, jp⟩ and ⟨u[vi, Ai], ρ⟩ are fixed
because (ρ, jp) is given and can be taken out of the minimum,

[ ] = + [ ] +E v H u vA A A j, min Tr( ) , , ,i i i i i
j( , )

0
p

p

We now note that the remaining minimum includes no reference
to the potentials (vi, Ai) and is thus determined by the density
pair (ρ, jp) alone. This means that Γ1, and Γ2 are both valid
ground states for both Hamiltonians, H[v1, A1] and H[v2, A2].
This completes the proof.

The above proof followed precisely the proof structure of
Theorem 1 in Part I, where also an alternative proof was given
that follows the more traditional route using energy inequalities.
This alternative proof can just as easily be adapted to the
paramagnetic CDFT setting.

One has to use a bit of caution in the case of degeneracy. This
means that there are potentials (v, A) that lead to a full set of
degenerate ground-state wave functions {ψj}j that in turn can be
combined into mixed states Γ and lead to very different density
pairs. For such cases it was shown that the density pair (ρ, jp) is
not sufficient to determine the full set of degenerate ground-
state wave functions {ψj}j.

34 So the usual statement in DFT that
“the density determines the ground state” cannot be taken for
granted if one means to say “all ground states”, after all we do not
have a full HK result for paramagnetic CDFT as we will see
below. This case arises, for example, as a general feature of
degenerate systems in which the degenerate eigenstates have
different angular momenta. What is still true is that, by Theorem
1 above, the density determines some ground state. Moreover,
when (ρ, jp) is ensemble v-representable from H[v, A] by a
mixed state formed from r degenerate ground states, then any
Hamiltonian H[v′, A′] that shares this ground-state density pair
must have at least r degenerate ground states in common with
H[v, A].34 Thus, any set of Hamiltonians that shares a ground-
state density pair (ρ, jp) by necessity must have at least one joint
ground state. The nondegenerate case was already noted in the
case of paramagnetic CDFT by Vignale and Rasolt.1

Is it possible to proceed to the next step and obtain a HK2?
Unfortunately not. If the external scalar potential v is
supplemented by an external vector potential A that can give
rise to magnetic fields, then the HK theorem in general does not
hold any more. The reason is that (infinitely) many
combinations of scalar and vector potentials could be linked
to the same ground state; i.e., the ground state does not uniquely
determine its potentials. This even holds when gauge trans-
formations are taken into account that equate with equivalent
potentials. In the context of CDFT, this was first noted by
Capelle and Vignale.5

The argument in ref 21 (see also Tellgren et al.20 on the topic
of nonuniqueness in paramagnetic CDFT), in a condensed
form, is the following: Assume that a one-electron system
without a vector potential supports a ground state ψ0. We can
consider, for example, a hydrogen-like system. The Schrödinger
equation is then H[v, 0]ψ0 = Eψ0, with [ ] = +H v v0, 1

2
2 ,

and where we assume that v is locally bounded from above.
Apart from this, we keep v arbitrary. We then know36 that in such
a case ψ0 is unique, real and everywhere greater than zero. Now,
introduce another system that includes a vector potential in its
Hamiltonian. Set A = ∇ϕ × ∇ψ0, where the choice of ϕ is kept
open, and let . We can observe the following facts:
• ∇·A, the divergence of A, equals zero,
• the magnetic field, B = ∇ × A, is not identically zero

(except possibly for some particular choices of ϕ), and
therefore A is not a gradient field,

• A·∇ψ0 = 0.
Now, consider the Schrödinger operator

| | = + + | |H v v HA A A A
1
2

,
1
2

( i )
1
2 A

2 2 2
Ä
Ç
ÅÅÅÅÅÅÅÅ

É
Ö
ÑÑÑÑÑÑÑÑ

We notice that HμAψ0 = H[v, 0]ψ0 = Eψ0, because of the facts
above. Thus, for any μ and an arbitrary choice of ϕ, we have
determined that ψ0 is an eigenstate (not yet the ground state) of
HμA. Consequently, the density ρ = ψ0

2 and the paramagnetic
current jψd0

p = Im{ψ0*∇ψ0} = 0 (which is zero since ψ0 is real, as
noted above) are independent of μ and ϕ. Nevertheless, the
potential | |v A1

2
2 and vector potential μA of course depend

crucially on μ and ϕ.
In the next step, it will become clear why we introduced the

seemingly unnecessary parameter μ (since ϕ was arbitrary
anyway). This is because μ will be used in proving that ψ0 really
is the ground state of HμA, at least for small enough μ. We give an
outline of the proof; the full proof can be found in ref 21 (proof
of Theorem 2). We also refer the reader to ref 37, as well as to
Theorem 4 in the aforementioned ref 21, for more details on this
counterexample. Let e(μ) ≤ E denote the ground-state energy.
This is a continuous and even function of μ, i.e., e(μ) = e(−μ)
and has e(0) = E. Moreover, since HμA is linear in μ (not
quadratic since the quadratic term gets canceled), e(μ) is a
concave function. There are now two possibilities: (i) e(μ) = E
for all |μ| < μ0, for some μ0 > 0, or (ii) e(μ) < E for μ ≠ 0, and
limμ→0e(μ) = E. Both cases are illustrated in Figure 1. In case (i),
the ground-state energy equals E for all |μ| < μ0 and ψ0 is the
ground state for all these μ. In case (ii), let us consider the

Figure 1. Illustration of the concave e(μ) (defined in the text) for the
two different cases: (i) e(μ) = E for all |μ| < μ0, for some μ0 > 0 or (ii)
e(μ) < E for μ ≠ 0 and limμ→0e(μ) = E.
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ground state ψμ. It is then not difficult to prove38 that the limit
wave function limμ→0ψμ is nonzero (i.e., not the zero function)
and therefore is an additional ground state of H[v, 0] (but H[v,
0] has a unique ground state). The reason that it is not the zero
function is that ∫ v|ψμ|2 dr <−C, for some fixed positive constant
C. The reason that the limit function is not ψ0 itself is that ψμ is
orthogonal to ψ0 for all μ (that is, ⟨ψμ|ψ0⟩ = 0 for all μ, which
would then give a contradiction in the limit μ→ 0). At any rate,
we can conclude that ψ0 is another ground state of the magnetic
system for a sufficiently small μ. Thus, for magnetic Schrödinger
operators, the (ground-state) solution does not uniquely
determine the potentials. In fact, the above argument shows
that there are inf initely many systems that share the same ground
state if magnetic fields are included in the formulation. The
above discussion is a more mathematical construction of the
situation first demonstrated by Capelle and Vignale5 summar-
ized in the following theorem.
Theorem 2 (Capelle and Vignale5). For CDFT formulated

with the paramagnetic current density jp, HK2 does not hold, and
consequently there cannot be a HK result.

We will further explore counterexamples to the HK theorem
in paramagnetic CDFT in the next section. However, we first
discuss a further subtlety from ref 34. Suppose now that a given
pair (ρ, jp) is associated with two different Hamiltonians. Is it
then true that the level of degeneracy for these potential pairs
must be the same for the ground state? This turns out to not be
the case. Indeed, we can pick a ground state ψ0 for some systems
without a magnetic field. Then we can construct a magnetic
system that has a degenerate ground state that includes ψ0. We
will return to this matter later in Section 4.3 when we discuss the
Kohn−Sham theory for paramagnetic CDFT.
4.1. Discussion of HK2 Counterexamples

As known in the literature and here summarized in Theorem 2, a
full HK theorem for paramagnetic CDFT is not possible.
Phrased somewhat differently, Vignale and Rasolt’s attempted
proof1 of a HK theorem for paramagnetic CDFT suffers from a
loophole, since it does not exclude the possibility that two (or
more) sets of different potentials share the same ground-state
wave function. Explicit counterexamples have been constructed
by exploiting the fact that angular momentum is quantized in
cylindrically symmetric systems and with very special choices of
the magnetic vector potential. Despite these counterexamples,
our intuition is that these are exceptions connected to high
symmetry. In typical cases lacking both symmetry and unlikely
coincidences, it might hold that no (further) counterexamples
exist. Yet, until now, a general result along these lines has not
been proved. However, we can make the intuition more precise
for noninteracting systems.

Consider the noninteracting (λ = 0) N-electron Hamiltonian
from eq 3, with the substitution v → u from eq 6, resulting in
H̅[u, A] = H[v, A]. Furthermore, we use the decomposition

[ ] = [ ]

= { } +

=

=

H u h u
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A A

A r r

, ,

1
2

i
2

, ( ) ( )
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j j j j
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2i
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which is a sum of one-particle terms of the form

[ ] = { } +

= · · +

h u u
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A r A r r

,
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( ( )) ( )

j j j j j

j j j j j j

2

2

Here, {·,·} denotes the anticommutator. When particle indices
are superfluous, we write simply h̅[u, A], and we sometimes let a
tilde indicate that the divergence term is absorbed into the scalar
potential, i.e., ũ(r) = u(r) − (i/2)∇·A(r). Suppose now that a
Slater determinant ψSD = |ϕ1ϕ2...ϕN|, formed from orthonormal
orbitals, is a shared ground state of two such Hamiltonians,

[ ] =

[ ] =

H u E

H u E

A

A

, ,

,

1 1 SD 1 SD

2 2 SD 2 SD

These N-electron equations can also equivalently be written as
one-electron equations,

[ ] =

[ ] =

=

=

h u

h u

A

A
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,
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N

kl l

k
l
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kl l

1 1
1

(1)

2 2
1

(2)

Letting U = u2 − u1, a = A2 − A1, and ωkl = εkl
(2) − εkl

(1), the
difference of the above two equations can be written

{ } + = · + =U Ua ai
2

, ( i )k k
l

kl l
i
k
jjj y

{
zzz

Noting that unitary transformations within the space of
occupied orbitals do not change the total energies E1 and E2,
it is always possible to choose the orbitals such that one of the
εkl

(1), εkl
(2), and ωkl is diagonal. For our purposes, it is convenient to

choose orbitals such that ωkl is diagonal. Hence,

{ } + = · + =U Ua a
i
2

, ( i )k k kk k
i
k
jjj y

{
zzz (8)

Division by ϕk now yields (assuming ϕk≠ 0 almost everywhere)

·
+ = · + =U U

a
ai i log( )k

k
k kk

The real part of this expression is somewhat subtle to work with,
since ωkk depends on (U, a). The imaginary part takes the simple
form

· | | · =a alog( )
1
2

0k (9)

which is equivalent to

·| | = | | · + · | | =a a a 0k k k
2 2 2

From this divergence condition for the density contribution ρk =
|ϕk|2 of each individual orbital, also∇·(ρa) = 0 follows since ρ =
∑kρk. It is instructive to see how eq 9 is satisfied in each of the
known counterexamples that prevents a full HK result in
paramagnetic CDFT:
(C1) Cylindrical symmetry: For u1 = u2 that are cylindrically

symmetric about the z-axis, two vector potentials A1(r) =
B1ez × r and A2(r) = B2ez × r preserve the symmetry and
lead to quantized angular momentum. As long as the
difference B2 − B1 is not large enough to lead to a level-
crossing, the ground-state wave function is therefore the
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same, and the energies differ by a trivial shift
=E E B B L( ) z2 1

1
2 2 1 . This holds because the

orbitals of both ground states are eigenfunctions of the
operator { } = B B La, ( ) z

i
2 2 1 and eq 8 is therefore

satisfied. Finally, eq 9 is satisfied because a(r) is parallel to
the angular direction ez× r, whereas the gradient∇|ϕk(r)|
is always contained in the two-dimensional plane spanned
by ez and r.

(C2) Real-valued one-electron ground states: Given a one-
electron ground state ψ of [ ]H u A,1 1 , with A1 = 0, one can
then always construct another Hamiltonian by setting
U(r) = u2(r)− u1(r) = 0 and a(r) =A2(r)−A1(r) =A2(r)
=∇× (g(r)∇ψ(r)). This is possible since the ground state
can be chosen as a real-valued function in the absence of a
vector potential. In this case, E2 = E1, a is divergence free
by construction, and a(r)·∇ψ(r) = 0. Because, in the N =
1 case, there is no distinction between a Slater
determinant ψSD and its orbital ϕ, this also verifies that
the necessary condition eq 8 is satisfied.

(C3) One-electron ground states: Given a one-electron
ground state ψ of [ ]H u A,1 1 , with A1 ≠ 0, one can then
choose U(r) = u2(r)− u1(r) = 0 and a(r) = A2(r)− A1(r)
= iC∇ψ(r)* × ∇ψ(r), which is real-valued. The constant
C > 0 needs to be chosen sufficiently small not to result in
a level crossing. From this choice, it follows that E2 = E1, a
is divergence free by construction, and a(r)·∇ψ(r) = 0.
Identifying ψ and its orbital ϕ, this also verifies the
necessary condition eq 8.

(C4) Noninteracting real-valued two-orbital systems: Let the
Slater determinant ψSD = |ϕ1ϕ2| be the ground state of a
noninteracting Hamiltonian [ ]H u A,1 1 , with A1 = 0. The
orbitals ϕ1 and ϕ2 can in this case always be chosen real.
Another Hamiltonian sharing the ground state ψSD can
now be constructed by setting U(r) = u2(r) − u1(r) = 0
and a(r) = A2(r) − A1(r) = C∇ϕ1(r) × ∇ϕ2(r), where C
is a constant sufficiently small not to result in a level
crossing. It follows that E2 = E1, a is divergence free by
construction, and the necessary condition eq 8 is satisfied
because a is orthogonal to both ∇ϕ1 and ∇ϕ2.

In the absence of special symmetries, satisfaction of the
necessary condition eq 9 becomes increasingly implausible with
increasing N. Note that eq 9 is of type a·xk = d for all xk =
∇ log(|ϕk|). Consequently, all ∇ log(|ϕk|) must lie in the same
affine plane orthogonal to a. In the absence of special symmetries
and for large enough N, the fact that orbitals are orthonormal
typically leads to orbital gradients that are not contained in the
same plane. Even in the presence of a few discrete symmetries,
such as 90° rotations or inversion, we would expect special
points r, e.g., symmetry axes or planes, where gradients
∇ log(|ϕk|) are confined to a plane to make up a set of measure
zero. In summary, we expect the detailed features of a typical
ground state ψSD to force the conclusion that a = 0. Interestingly,
this critical part that symmetries play for the presence of
counterexamples to a possible full HK result in paramagnetic
CDFT reminds a lot on a comparable statement in linear-
response time-dependent one-body density-matrix-functional
theory where no HK-like result is available.39

The interacting case, λ = 1 in eq 3, is considerably harder to
analyze, although the corresponding necessary condition does
not appear to be any less restrictive. For a shared N-electron

ground state ψ(r1, ..., rN) of two interacting Hamiltonians H̅[u1,
A1] and H̅[u2, A2], we obtain

[ ] [ ]

= · +
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=
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Division by ψ yields
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2 1

which is a highly restrictive condition since a typical wave
function is a highly nontrivial function of all particle coordinates
simultaneously. All other terms are additive over the particle
coordinates. In particular, the imaginary part becomes

· | | = ·
=

a r a r( ) log( )
1
2

( )
j

j j
j

N

j j
1

which is a highly restrictive condition on the joint many-electron
probability distribution |ψ|2.

So far, we have focused on necessary conditions that a
counterexample must satisfy. It is also possible to derive a near
sufficient condition from the requirement that two Hamil-
tonians commute. We write “near sufficient” because this only
guarantees that they share all eigenstates, not that the energy
ordering and, therefore, the ground states are the same.
However, if the difference between the Hamiltonians is made
small enough to not induce a level crossing with the ground
state, then the condition becomes sufficient. Returning to the
noninteracting case, we note that two one-electron Hamil-
tonians commute if and only if

[ [ ] [ ]] = [ [ ] [ ] [ ]]

= · + · + =

h u h u h u h u h u

u U
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We would like to check this condition with respect to (C1)−
(C4) from above. For this, we write out the commutator into its
separate parts, substitute ũ1 and Ũ, and use that in all
counterexamples U = 0

· + · · + ·

+ · + · [ · ] =u

A A a a

a a a
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This equation is satisfied by (C1). The other counterexamples of
the forms (C2)−(C4) in general all have [u1, ia·∇]ψ ≠ 0 and,
since u1 can be chosen independently, this means that the
condition is not satisfied. Hence, these counterexamples are
interesting since they involve noncommuting Hamiltonians
which do not share all eigenvectors but nonetheless share
ground states.

Finally, in the interacting case, the commutator

[ [ ] [ ]]
= [ [ ] [ ] [ ]]

H u H u

H u H u H u

A A

A A A

, , ,

, , , ,
1 1 2 2

1 1 2 2 1 1
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contains the additional contribution ∑j[w, − ia(rj)·∇j], where
we recall that w(r12) = λr12−1. For these terms to give vanishing
total contribution, we must have

· + · = · =
r r r

a r a r a r a r
r r

( )
1

( )
1

( ( ) ( )) 01 1
12

2 2
12

1 2
1 2

12
3

Hence, for interacting systems, the near-sufficient condition is
satisfied for linear vector potentials a(r) = b× r + q, with b and q
constant, and excludes all other forms.
4.2. Paramagnetic CDFT Functionals and Convex
Formulation
Although usually described as the theoretical foundation of
DFT, the lack of a (full) HK result for the paramagnetic current
density does not prevent a mathematical formulation that is very
close to the corresponding one in standard DFT (described in
detail in Part I). In fact, HK1 alone is enough to set up a similar
hierarchy of functionals for paramagnetic CDFT just as in
standard DFT. Vignale and Rasolt1 first introduced the
correspondence of a HK functional (here denoted FHK1,pure)
and the first mathematical formulation (including a para-
magnetic Lieb functional) was done in Laestadius38 for the
current vector space L⃗1 = L1× L1× L1 (later refined in ref 31, see
below).

Let (ρ, jp) be associated with a ground state ψρ,jp that could
potentially come from many different potential pairs (due to lack
of HK2), but here we suppose that at least one such pair (v, A)
exists which makes ψρ,jp pure-state v-representable. Then

[ ] = | |F Hj, j jHK1,pure
p

, 0 ,p p

is well-defined due to the availability of HK1 that maps the
density pair to a ground state. A slightly less severe constraint is
to instead rely on ensemble v-representability (of the density
pair) and introduce the functional

[ ] =F Hj, Tr( )jHK1,ens
p

0 , p

where Γρ,jp is a ground-state density matrix for at least one H[v,
A] and Γρ,jp → (ρ, jp). FHK1,ens extends FHK1,pure to density pairs
that are not pure-state v-representable but are ensemble v-
representable.

Since paramagnetic CDFT inherits (from standard DFT) the
fact that not all (ρ, jp) are (ensemble) v-representable, the
corresponding constrained-search functionals are useful exten-
sions to all N-representable density pairs. They are defined by

[ ] = | |

[ ] =

F H

F H

j

j

, inf ,

, inf Tr( )

j

j

CS,pure
p

( , )
0

CS,ens
p

( , )
0

p

p (10)

Note that these two functionals are different. The pure-state
version was first introduced by Vignale and Rasolt1 and the
density-matrix version is (in DFT) due to Valone.40 In ref 38
(Proposition 8), it was demonstrated that FCS,pure[ρ, jp] is
nonconvex using the nonconvexity of FCS,pure[ρ] of standard
DFT.41 Since Γ→ (ρΓ, jΓp) is linear, it follows that FCS,ens[ρ, jp] is
convex.

Before continuing through the hierarchy of paramagnetic
current-density functionals, we will make some more technical
remarks. A suitable density space for paramagnetic CDFT was
established in ref 31 as

× ×L L L L X Yj( , ) ( ) ( )p 1 3 1 3/2

where we use the notation L⃗p = Lp × Lp × Lp. Finite kinetic
energy of ψ is used for both the L⃗1- and L⃗3/2-constraint for jψp
(recall that ρψ ∈ L1 for normalized ψ even if ⟨ψ|T|ψ⟩ = +∞). Of
course, there are also other constraints that could be used to
characterize the set of N-representable density pairs, such as ∫ |
jp|2/ρ dr < +∞ (the current-correction to the von Weizac̈ker
term). Both FCS,pure and FCS,ens can be defined on the whole of X
× Y⃗ simply by setting the values to +∞when no states satisfy the
density constraint. The functional FCS,pure is expectation-
valued,42 i.e., there exists a wave function ψ0 such that

[ ] = | |F Hj j, , ( , )CS,pure
p

0 0 0 0
p

This follows from the fact that the set of all wave functions
yielding a fixed paramagnetic current density jp is weakly
closed.38 For FCS,ens, the fact that there exists a Γ0 such that

[ ] =F Hj j, Tr( ), ( , )CS,ens
p

0 0 0
p

was proven only fairly recently by Kvaal et al.43

Just as in the standard DFT, we can define a Lieb functional.
The convex formulation of paramagnetic CDFT requires a
change of variables already mentioned above in eq 6, i.e., we set u
= u[v, A] = v + |A|2/2. Recall the notion of compatibility of the
function spaces that is fulfilled here and requires that |A|2 is an
element of the dual space of the space of densities. (Since we

have L Ljp 1 3/2
, the space for vector potentials is +L L

3

and |A|2 ∈ L3/2 + L∞ giving u ∈ L3/2 + L∞ as well, i.e., the
potential space is the dual of the density space X = L1 ∩ L3, as
required.) We then let E̅[u, A] = E[v, A], which is a jointly
concave energy function (this is the reason we call this a convex
formulation). Now, we can define on X × Y⃗

[ ] = { [ ] }F E u uj A A j, sup , , ,u A
p

,
p

(11)

This expresses the link between a universal functional of the
density pair and the ground-state energy through a Legendre−
Fenchel transformation�just as in standard DFT. Conversely,
the Legendre−Fenchel transformation can also be utilized to go
back from F[ρ, jp] to E̅[u, A],

[ ] = { [ ] + + }E u F uA j A j, inf , , ,
j,

p p
p

In analogy with the presentation of standard DFT given in Part I,
the HK variational principle for paramagnetic CDFT can now be
formulated as

[ ] = { [ ] + [ ] + }•E v F u vA j A A j, inf , , , ,
j,

p p
p

Here, F• is any of the admissible paramagnetic functionals (i.e.,
any of the above; see Part I, especially Table 1 for the full
hierarchy of such functionals).

It has recently been proven43 that F is lower semicontinuous
and that F = FCS,ens. Thus, although paramagnetic CDFT lacks a
HK theorem, the equality of the Lieb functional F and the
density-matrix constrained-search functional FCS,ens is carried
over to CDFT. This means that FCS,ens contains the same
information as the energy functional E̅ (or E).

Finally, we discuss one more paramagnetic current-density
functional that connects to the noninteracting reference system
used in the Kohn−Sham scheme. For this, we take H0 = T in eq
10, i.e., no interactions are involved, and one restricts the wave
functions to single Slater determinants,

[ ] = { | | | }F Tj, inf is a single Slater determinant
j

SD
0 p

( , )p
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Just as before, the zero superscript in the notation indicates that
noninteracting systems are considered. As we described in
Section 3, it has been proven by Lieb and Schrader32 that forN≥
4 under mild conditions on (ρ, jp) there is always a determinant
ϕ such that ϕ→ (ρ, jp) is (pure-state) N-representable. Just as in
density-only DFT, we have in the absence of degeneracy FSD

0 [ρ,
jp] = FCS,pure

0 [ρ, jp]. In general, for noninteracting systems, we
have two dif ferent energies,

[ ] = [ ] + + | | +

= [ ] + + | | +

E v F v

F v

A j A A j

j A A j

, inf ,
1
2

, ,

inf ,
1
2

, ,

j

j

0

,
CS,pure
0 p 2 p

,
CS,ens
0 p 2 p

p

p

lmo
no

|}o
~o

lmo
no

|}o
~o

and

[ ] = [ ] + + | | +E v F vA j A A j, inf ,
1
2

, ,
j

0

,
SD
0 p 2 p

p

lmo
no

|}o
~o

The latter one forms the basis of what we could describe as a
standard Kohn−Sham theory.
4.3. Regularization and the Kohn−Sham Scheme in
Paramagnetic CDFT
Besides the counterexamples that make a full HK result in
paramagnetic CDFT impossible, the same nondifferentiability
issues for the density functional F[ρ, jp] as in standard DFT44

can be expected to arise. In Part I of this review, we pointed out
the possibility of density-potential mixing that is equivalent to
Moreau−Yosida regularization of the functional to circumvent
this problem.45 In this section, we will show how this technique
is applicable to paramagnetic CDFT, for which a detailed
account can be found in ref 31. Just like in (density-only)
standard DFT46 this requires the potential and density spaces to
be reflexive and strictly convex. Previously, in Section 4.2, we
have chosen the density-current spaceX× Y⃗ = (L1∩ L3)× (L⃗1∩
L⃗3/2), which is not reflexive due to the occurrence of the
nonreflexive L1. A possible alternative choice is now the
extended space L3 × L⃗3/2 that we will rely on henceforth in
this section. The dual space of potentials is then L3/2 × L⃗3, so
every scalar potential is chosen as v ∈ L3/2 and the vector
potential as A ∈ L⃗3, and both spaces are reflexive and strictly
convex. This choice of spaces is still compatible in the sense that
was given before (i.e., |A|2 ∈ L3/2), so we can set up the same
convex formulation with F[ρ, jp] being the Legendre−Fenchel
transformation of E̅[u, A] from eq 11.

Now, in order to achieve a unique density-potential mapping,
we switch from the densities (ρ, jp) to the quasidensities

= J uj j A( , ) ( , ) ( , )p p 1
(12)

where the potentials (u, A) are thought to map to (ρ, jp) in the
ground state. (Note that this notation with a subscript ε is
exactly opposite to the one chosen in ref 31 but fits to the one
used in Part I.) Here, J−1 is the inverse of the duality map J: L3 ×
L⃗3/2 → L3/2 × L⃗3 that canonically maps the density space to the
potential space. The duality map J is just the subdifferential of

·1
2

2 on the density space, while J−1 is the same on the
potential space.47 Translated to the language of optimization
that we adhere to here, this means determining the minimizer in

{ }+u uA A jinf
1
2

1
2

, ,
u A,

2 2 p

to get J(ρ, jp) and

{ }+ uj A jinf
1
2

1
2

, ,
j,

2 p 2 p
p

to get J−1(u,A). In both cases, the minimizer is unique since ∥ ∥2

is strictly convex. Now the aim is to make a connection between
the quasidensities and a new, regularized density functional and
to achieve the same kind of uniqueness in the density-potential
mapping. For this purpose, add the strictly concave term

u A( , )
2

2 inside the supremum of eq 11 and get a unique
maximizer and a regularized functional Fε[ρ, jp] as a result. It can
be shown that this functional is Gat̂eaux differentiable (even
Frećhet differentiable for uniformly convex spaces, which is the
case here).48

Functional differentiability is needed to set up the usual
Kohn−Sham scheme from the expression for the ground-state
energy of the noninteracting reference system,

[ ] = { + + }E v F uA j A j, inf ( , ) , ,s s s s
j

0

,

0 p p
p

Here, F0 is defined with the noninteracting, purely kineticH0 =T
and we have of course = + | |u v As s s

1
2

2. A minimizing (ground-
state) density pair (ρ, jp) of E0[vs, As] is then assumed to be the
same as that for E[v,A], which represents the interacting system.
In a regularized setting, where the differentials ∇Fε and ∇Fε

0 are
well-defined, it is then possible to set up the relation

= + [ ] [ ]

= + [ ] [ ]

= +

u u F F

u F F

u u

A A j j

A j j
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s s
p 0 p
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Hxc xc

at the ground-state quasidensity pair (ρε, jεp) that relates to the
ground-state density pair via eq 12. This relation defines the
(Hartree-) exchange-correlation potentials (uHxc, Axc) that need
to be added to the external, given potentials to achieve the same
ground-state density pair for the noninteracting system as in the
interacting system. By substituting back to = | |v u As s s

1
2

2, we
can write down the corresponding Kohn−Sham equation,

+ + + +

+ | | | + | =

v uA r A r r r
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2
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2
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jjj
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In order to be able to define the exchange-correlation potentials
without depending on differentiability, a different approach has
been introduced that defines them just in terms of forces.49

When it comes to the choice of spaces, selecting L2 × L⃗2 for
the density and potential spaces (since those spaces are self-
dual) would have the benefit that the duality map needed for
passing from quasidensities to densities is just the identity map.
But this clashes with the already mentioned requirement of
compatibility since then in general |A|2 ∉ L2. Thus,

= | |v u LA1
2

2 2 cannot be guaranteed to be from the
potential space and the functional derivatives can no longer be
decomposed into a scalar and vector potential, i.e., only a (u, A)-
formulation (without reference to v) is in general possible.

We briefly demonstrated in this section that the regularization
strategy that was before worked out in standard DFT46,50,51 can
also be applied to paramagnetic CDFT. Yet, although the
strategy is very beneficial in order to get differentiable
functionals, a unique quasidensity-potential mapping, and for
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setting up a well-defined Kohn−Sham scheme, it has not evolved
into a practical method as of yet. On the other hand this form of
regularization relates closely to the Zhao−Morrison−Parr
method52 for density-potential inversion which clearly has a
practical purpose.53

In addition to the above outlined approach of achieving
functional differentiation in CDFT, ref 31 also demonstrated the
construction of a well-defined Kohn−Sham iteration scheme
labeled “MYKSODA”. Although implemented only for a toy
model (a one-dimensional quantum ring), presented MYKSO-
DA is an algorithm for calculations in the full setting of ground-
state CDFT employing a Moreau−Yosida-regularized func-
tional.
4.4. Uniform Magnetic Fields in DFT

The two most commonly calculated static magnetic properties
are magnetizabilities and nuclear shielding constants. For the
former, it is sufficient to restrict attention to uniform magnetic
fields. As uniform fields are often represented by a linear vector
potential in the cylindrical gauge,

= × +A r B r G a( )
1
2

( )

where B a G, , 3 are constants, it is convenient to introduce
this as a restriction on the vector potentials. This enables
specialization and simplification of paramagnetic CDFT, which
is formulated above as a theory for a general, nonuniform
magnetic field. The resulting theory offers a simplified
framework that retains many of the interesting features of the
full CDFT, such as the gauge dependent basic variables and the
choice about how to incorporate spin.54 In particular, the status
of the HK theorem turns out to be intermediate between that of
standard DFT and that of paramagnetic CDFT.

With the vector potential determined by a magnetic field B
and gauge shift a, one finds that the paramagnetic term is given
by

= · + ·A j B L a p,
1
2 G

p

where p = ∫ jp dr is the canonical momentum and LG = ∫ (r−G)
× jp dr is the canonical angular momentum relative to G. The
reference point G is in fact redundant in the sense that we can
absorb ×B G1

2
into the constant a, but it is still a very tangible

degree of freedom in actual calculations. It is not only constant in
the sense that it does not vary over space but also in the sense
that we take it to be fixed even whenB and a are varied. Note that
being defined with the paramagnetic current, both p and LG are
gauge dependent, unlike the physical momentum π = ∫ j dr and
the physical angular momentum JG = ∫ (r − G) × j dr.

That p is well-defined is guaranteed by the restriction jp ∈ L⃗1

required to formulate a paramagnetic CDFT. However, to
guarantee thatLG is well-defined we make the assumption that |r|
jp∈ L⃗1 also, for reasons of compatibility (see Section 3) between
the density and current density, that |r|2ρ ∈ L1. Hence, we allow
only wave functions with finite second-order moments. Under
these conditions, we may specialize the Hamiltonian to uniform
fields

[ ] = × +H u H ua B B r G a, , ,
1
2

( )
Ä
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ÅÅÅÅÅÅÅÅ
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and define the ground state energy functional
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with the functional

[ ] =F Hp L, , inf Tr( )G
p L

LDFT
, ,

0
G

This framework is termed LDFT,54 with “L” standing for linear
vector potentials or the angular momentum LG.

As the triplet (ρ, p, LG) is linear in the density matrix Γ, the
analogue of HK1 holds automatically. The theory also has a
convex structure that immediately leads to mapping between
supergradients of E[u, a, B] and subgradients of FLDFT[ρ, p, LG].
However, it is subject to some of the same counterexamples to a
full HK theorem as paramagnetic CDFT: In a cylindrically
symmetric system, the ground-state wave function is piecewise
constant as a function of a magnetic field directed along the
symmetry axis and the energy is piecewise linear. Nonetheless, a
stronger result is known for LDFT than CDFT, because all
LDFT counterexamples feature cylindrical symmetry. Excluding
the cylindrically symmetric densities, a HK2-type result is
available54 if we can take the unique continuation property (see
Section 5) for the respective Hamiltonian for granted.
Theorem 3. Let H̅[u1, a1, B1] and H̅[u2, a2, B2] be two

Hamiltonians with nondegenerate ground states ψ1 and ψ2,
respectively. Suppose these ground states share the same density
triple, i.e., ψ1, ψ2 → (ρ, p, LG). Suppose further that ρ is not
cylindrically symmetric about any axis. Then (a) ψ1 and ψ2 are
equal up to a global phase, (b) the potentials are equal up to a
constant shif t u1 = u2 + constant, and (c) the vector potentials are
equal (a1, B1) = (a2, B2).

5. THE UNIQUE CONTINUATION PROPERTY FOR
MAGNETIC HAMILTONIANS

Generally, the unique continuation property (UCP) for
solutions of the Schrödinger equation gives conditions on the
involved potentials such that if a (distributional) solution
vanishes on a set of positive measures, it must vanish
everywhere. The question if the UCP holds when the effect of
a magnetic field is taken into account was studied on numerous
occasions.55−60 The best result for a Hamiltonian of the type of
eq 2 was established in Garrigue,61 and we will repeat it here.
The restrictions on the involved potentials is in the form of Lloc

p

spaces on the space domain 3 (the reference gives the more
general d but our treatment is for simplicity restricted to 3).
For vector fields this means the space is of the form L⃗loc

p = Lloc
p ×

Lloc
p × Lloc

p .
Theorem 4 (magnetic UCP). Let A ∈ L⃗loc

q and |B′|, divA, v, w
∈ Lloc

p ,where p > 2 and q > 6. Suppose that ψ is a solution to H[v,w,
B′, A]ψ = Eψ. If ψ vanishes on a set of positive measure (or if it
vanishes to inf inite order at a point), then ψ = 0.

This result can then be directly used to derive a HK-type result
for a given magnetic field B′ and vector potential A just like in
the standard DFT case; see Section IV of Part I. Note that this is
not what one would call a HK-result for CDFT, where it should
be possible to determine the magnetic field and/or the vector
potential from the given density, maybe including other
quantities like the current density. The possibility of such
results will be studied in detail in the following sections. To
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summarize, we give the HK-result that is presented in Theorem
1.5 of Garrigue.61

Theorem 5 (magnetic HK). Let A ∈ L⃗q + L⃗∞, B′ ∈ L⃗p + L⃗∞
and v1, v2, w ∈ Lp + L∞ with p > 2 and q > 6. If there are two
normalized ground states ψ1 and ψ2 of H[v1, w, B′, A] and H[v2, w,
B′, A], respectively, such that ρψd1

= ρψd2
, then the potentials v1, v2 are

equal up to a constant.

6. MAGNETIC-FIELD DFT
As an alternative to paramagnetic CDFT, it is possible to
construct a theory more like standard DFT but parametrized by
the magnetic field. Such a theory is commonly referred to as
magnetic-field DFT (BDFT for short) and is due to Grayce and
Harris.22 We denote the Grayce−Harris semiuniversal density
functional by

[ ] = [ ]G HA A, inf Tr( 0, )

such that the ground-state energy can be written

[ ] = { [ ] + }E v G vA A, inf , ,
(13)

The Grayce−Harris functional with the diamagnetic term
removed is related to other functionals through partial
Legendre−Fenchel transformations of its arguments.25,62 In
particular, as was exploited by Laestadius et al.,23 we can connect
the Grayce−Harris functional to the previously introduced
paramagnetic functional(s) FCS,pure[ρ, jp] (and FCS,ens[ρ, jp])

[ ] = [ ]

= | | + { [ ] + }

G H

F

A A

A j A j

, inf Tr( 0, )

1
2

, inf , , .
j

2
CS,pure

p p
p

(14)

It is interesting to note that G[ρ, A] is nonconvex in A
(Proposition 1 in ref 23), such that it can describe not just
diamagnetic systems.

Equation 13 is the BDFT variational principle. In our lingo,
we can note that HK1 is available to us through this
semiuniversal nature of G[ρ, A]: Suppose for a given A, we
have a density ρ that comes from two different Hamiltonians
H[v1, A] and H[v2, A], then

[ ] = [ ]

[ ] = [ ] +

G H

E v G v

A A

A A

, inf Tr( 0, ),

, , ,

gs

gs gs

gs

imply that the two Hamiltonians H[v1, A] and H[v2, A] must
share a ground state.

Furthermore, we also have a type of full HK result: For every
fixed A, a positive ground-state density ρgs(r) > 0 (which follows
from a magnetic UCP almost everywhere, see Section 5)
determines v up to a constant.22 Again, in our lingo, this can be
seen through the next step of a HK2. Simply use the common
ground state from HK1 and subtract the two Schrödinger
equations (recall that A is fixed and the same). After
multiplication with ψgs*, integrating out all particle positions r2,
..., rN and dividing by ρgs then establishes that v1− v2 = constant.

7. TOTAL CDFT
Based on the gauge invariance and the fact that the total
(physical) current is used as a basic variable in time-dependent
CDFT,63,64 it seems a natural approach to also use this current

(and not the paramagnetic current) density for the theory
without time dependence. Moreover, as will be discussed in
Section 8, the Maxwell−Schrödinger energy minimization
principle also leads to a DFT formulated with the total current
density. We therefore now turn to the question of formulating
CDFT using the total current density. Recall that for a given
wave function ψ (or a density matrix Γ) and a vector potential A,
we define the total current density j = jψp + Aρψ (or with jΓp and
ρΓ). We will investigate two different routes of formulating the
theory, that is

(i) varying only ψ (or Γ) which then requires that A is fixed
and known, and

(ii) having j as an entirely free parameter, however, still
assuming that there exists some v A( , ) that has the given
density pair (ρ, j) as ground-state densities.

We shall see here that both formulations run into problems.
For simplicity we will restrict the discussion to pure states (but
the reader can freely replace ψ byΓ and the proper adjustments).
We shall also look at what results on HK-type theorems using
the total current density can be obtained using a methodology
different from the partitioning into HK1 and HK2. These results
are unfortunately quite restrictive. Again, the UCP will play a role;
i.e., a ground state ψ0 of the given Hamiltonian is almost
everywhere nonzero such that we can divide by it and still make
statements true for the full domain considered (almost
everywhere). (See Section 5 for further details.)

To begin our study, if the Hamiltonian H[v, A] has a ground
state ψ0, then the total current density is given by

= +j j Ap
00 (15)

with ρ0 = ρψd0
. To make the connection between a (ρ, j)-density

functional and the expectation value of the energy for a
discussion on the HK1 and HK2 structure, we write for a free j

= + + [ ]j j
j j

j a j;p
p

p

(16)

Note that the last equality defines a vector a = a[ψ; j] that is well-
defined as long as ρψ ≠ 0, which is guaranteed by the UCP
(Section 5). Then, it holds using eq 7

[ ] = { | | [ ]· +

+ + | |

E v H

v

A a j A A j

A

, inf ; , ,

1
2

,

0

2 |}o
~o (17)

This equation will be the starting point of our analysis here, since
it realizes the desired linear coupling between the total current
and the vector potential.

For an approach where A is fixed in j = jψp + ρψA (i.e., only
varying ψ), we obviously can take a[ψ; j] = A for all considered
ψ’s and eq 17 reduces to

[ ] = | | + + | |

= +

E v H vA A j A

j j A

, inf ,
1
2

,0
2

p

lmo
no

|}o
~o

(18)

Now, in an attempt to obtain a HK1 result, assume that ρ and j
are fixed such that the r.h.s. in eq 18 becomes
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{ | | } + + | |

[ ] + + | |
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1
2

,

j( , )
0

2

1
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where the last equality defines the functional F1. (The idea
would then be to vary over (ρ, j) to obtain E[v, A].) However, a
more careful consideration of F1[ρ, j] = infψ→(ρ,j){⟨ψ|H0|ψ⟩} is
needed. The notation ψ → (ρ, j) here assumes that the
admissible set of wave functions satisfies

= + =j A j, p
(19)

i.e., the functional has a parametric dependence on A through
the minimization domain, and we (must) write F1[ρ, j] = F1[ρ, j;
A]. Thus, while it holds

[ ] = [ ] + + | |E v F vA j A A j A, inf , ; ,
1
2

,1
2lmo

no
|}o
~o

F1 is not a universal functional of (ρ, j) since its search domain
over ψ depends on A. The observant reader might already have
noted that in this case

+ | | = + + | |v vA j A A j A,
1
2

, ,
1
2

,2 p 2

by eq 19. Moreover, F1[ρ, j; A] = FCS,pure[ρ, jp] and the energy in
this formulation is simply reduced to the corresponding one of
paramagnetic CDFT (see Section 4). Consequently, such a total
current formulation that just has been presented is nothing but a
more or less obvious reformulation of paramagnetic CDFT. This
observation has not gone unnoticed in the literature, and we
refer to refs 65 and 54. for a further pedagogical discussion of this
fact.

Let us now continue and attempt to obtain a HK1 result.
Suppose that ρ and j are fixed such that the r.h.s. in eq 17
becomes

{ | | [ ]· } +

+ + | |

H

v

a j A A j

A

inf ; , ,

1
2

,

0

2

(20)

Note that for the first term in eq 20, we only need to restrict ψ
such that ρψ = ρ. Note, in particular, the term ⟨a[ψ; j]·A, ρ⟩
inside the constrained search infψ→(ρ,j){⟨ψ|H0|ψ⟩ − ⟨a[ψ; j]·A,
ρ⟩} (the would-be F-functional). Consequently, we have failed
to obtain the form (Section 3)

[ ] = { [ ] + [ ]} = =E F f vv x v x v A x jinf , , ( , ), ( , )
x

Rather we have obtained F[ρ, j; A], which is not universal in the
sense that it depends on the vector potential. Although (ρ, j) is
fixed, different potentials A might alter the selection of ψ in the
constrained-search functional, and based on this partitioning
alone, it is not clear that if two potential pairs share (ρ, j) then
they also share a ground state. We will come back to this matter
below when discussing Diener’s approach.

In Diener4 an unorthodox formulation of total CDFT was
undertaken, including an attempted HK theorem for the total
current density based on a suggested new Rayleigh−Ritz
variational principle. In Tellgren et al.20 it was pointed out
that a crucial step of the argument was left unmotivated: The
strict inequality in Diener’s generalized variational principle was
not motivated (see the next section). Moreover, further

technical issues were raised in Laestadius.21 Diener’s approach
is interesting because it comes very close to succeeding.
Nonetheless, in Laestadius et al.23 it was finally proven that
Diener’s approach is unfortunately irreparably wrong. We will
give a brief summary in the next section.
7.1. Diener’s Formulation
Diener4 gave a very interesting attempt to achieve a formulation
using the total current density. In particular, he tried to establish
a ground-state DFT of the total current density as well as an HK-
like result. In ref 23, Diener’s attempt was reinterpreted based on
a maximin variational principle, and using elementary facts
about convexity, it was proven that Diener’s approach does not
give the correct ground-state energy. Further, it was shown that
the suggestion of a HK result is irreparably flawed. We will here
outline parts of the argument in ref 23.

Diener’s formalism can be simplified by algebraically
manipulating the ground-state energy formula until we obtain
a variational expression that can be related to his working
equations. To give a brief outline, we first recall Section 6 and
rewrite the Grayce−Harris functional in eq 14 with k denoting
an arbitrary current density,
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The total current density is reproduced when k = jp + ρA, also
solving the minimax problem. We can remark that the issues
related to the fact that the correct energy cannot be obtained
from a minimization principle for the total current density are
mitigated through the above manipulations. Now, it is a general
fact that infxsupy f(x, y) ≥ supyinfx f(x, y), such that we next
obtain

[ ] [ ] +
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(21)

The last equality is a definition that defines GD[ρ, A]. This,
furthermore, identifies Diener’s proposed total current-density
functional
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The functional (defined in the right-hand side of eq 21) GD is
convex in A, i.e., the map A → GD[ρ, A] for fixed ρ is convex.
Consequently, GD can only describe diamagnetic systems,
whereas Grayce-Harris functional G[ρ, A] is nonconvex in A.
This leads to the fact that (Proposition 2 in ref 23) for some (ρ,
A), we have a strict inequality of G[ρ, A] > GD[ρ, A].
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A question is then (notwithstanding the above) whether
Diener’s functional FD[ρ, k] and the variational principle for
GD[ρ,A] are useful for reconstructing the correct external vector
potential from an input pair (ρ, j = jp + ρA). This, together with
the (Grayce and Harris) BDFT extension of the HK theorem to
determine v (see Section 6), would establish a HK-type
mapping, i.e., (v, j) determines (ρ, A) up to a gauge.

Using eq 16, we can express a relation between a state Γ and
an arbitrary vector field k through the effective vector potential

=a k
k j

( , )
p

Similar to eq 15 we have k = jΓp + ρΓa(Γ,k), imitating the
standard relationship among the total current density, the
paramagnetic current, and the actual external vector potential of
the system. Suppose now that j = jp + ρA is the correct ground-
state total current density of a magnetic system described by A.
Built into Diener’s construction is a possible HK-type mapping,
which is clear if we make the following observation: if FD(ρ, j)
always yields a minimizer Γm in eq 22 such that a(Γm, k) = A,
then (ρ, j) determinesA. The main result of BDFT (as described
in Section 6) would then imply that also the scalar potential
would be determined up to an additive constant. Elaborating a
little further, since the input to the functional FD is gauge
invariant, the external vector potential can at best be determined
up to a gauge. Thus, we allow for multiple gauge dependent
minimizers jmp in eq 22 (each coming from a Γm with a(Γm, k) =
A +∇f) and where one corresponds to a gauge in which a(Γm, k)
= A. This would then be the HK-type mapping resulting from
Diener’s functional. Alas, the next proposition shows that such
an FD-based mapping does not exist.
Proposition 6 (Proposition 3 in ref 23). For some (ρ, A),

Diener’s current density functional FD fails to reconstruct the
external potential. That is, for any minimizer jmp in eq 22 we have

j j
Am

p

7.2. Partial HK Results

We will finish our discussion about total CDFT considering
when a HK result can actually be proven. As will be evident,
these are quite restricted results. In the one-electron case, a HK
theorem follows from N-representability constraints, and no
assumption that the density is a ground-state density is even
necessary. Wherever ρ(r) ≠ 0, we can directly reconstruct the
external magnetic field as the vorticity

= × = × + = +j j A
0 B

p

since ∇ × (jp/ρ) = 0 in the one-particle case. The above HK
result for one-electron systems leaves open what happens if the
density vanishes on a finite volume of space (see Section 5 for
conditions when this cannot happen). Idealized model cases
where this happens have been discussed in connection with the
Aharonov−Bohm effect. When the density vanishes on an
infinitely long cylindrical or tube-shaped region, it follows from
the Byers−Yang theorem66 that the total current density is a
periodic function of the flux inside the tube. Hence, magnetic
fields that differ in zero-density regions can produce the same
total current density. This type of counterexample works for
both one-electron systems and many-electron systems.

Theorem 7. For one-electron systems in a magnetic f ield, the
total current j and the particle density ρ(r)≠ 0 a.e. determine (v,A)
up to a gauge transformation.

In (the very restricted) case of jp = 0 we have the even stronger
result that the vector potential is fully determined. This can be
stated also for many-electron systems if in addition to ρ and j
also jp is given.
Theorem 8.The triple (ρ, jp, j), with ρ(r)≠ 0 a.e., determinesA

and v up to an additive constant.
Proof. By A = (j− jp)/ρ the vector potential already gets fixed.

Then Section 6 describes how to determine v up to a constant.
This completes the proof.

To the best of our understanding and besides the above two
results, all known attempts in the literature fall short of a general
HK result for the total current density.

8. MAXWELL−SCHRÖDINGER DFT
We have seen above that the total current density is not suitable
as a variational parameter, at least not in the conventional
variational principle. We consider here a modification of the
conventional variational principle that also takes into account
the energy of the induced magnetic field.

An external magnetic field induces an electric current density
−j in a molecule (recall that the charge of an electron is−e =−1
in our units). In accordance with Biot−Savart’s law,∇ × Bind(r)
= −μ0j(r), this current density, in turn, induces an internal
magnetic field. For a system with a nondegenerate ground state,
there is no permanent current density, and in a weak uniform
magnetic field Bext, one therefore has

= + BB r r B( ) ( ) ( )ind ext
2

where σ(r) is a dimensionless nuclear shielding tensor.15 Its
value at the nuclear positions is important in nuclear magnetic
resonance spectroscopy and it is sometimes, as with the nucleus-
independent chemical shift method,67 studied at other selected
locations within a molecule. The eigenvalues of σ(r) are typically
on the order of 100 ppm or 10−4. Hence, the induced field tends
to be much weaker than the external field. Nonetheless, the
induced field has an energy that is typically neglected in standard
electronic structure theory but is accounted for in the Maxwell−
Schrödinger model of quantum electrons coupled self-
consistently to a classical electromagnetic field. Remarkably,
taking into account the energy of the induced magnetic magnetic
field in what will then be called Maxwell−Schrödinger DFT (or
MDFT for short) has a substantial qualitative impact on current-
density functional theory.25 It allows for a natural formulation
using the total current density or, equivalently, its induced
magnetic field. Moreover, the central functional turns out to be a
version of the Grayce−Harris functional (see Section 6), which
now appears as a universal functional rather than the Vignale−
Rasolt functional. In general, the magnetic field induced by the
current density can be described by the vector potential

=
| |

A r
j r

r r
r( )

4
( )

dind
0

The energy of the field is

= | | = ·
| |

B r r
j r j r

r r
r r1

2
( ) d

8
( ) ( )

d dind
0

ind
2 0

For simplicity, we now demand that both the external and the
induced magnetic fields have finite energy, i.e., we take all
magnetic fields to belong to the function space
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= { | · = }L Lu u( ) ( ) 0div
2 3 2 3

We require vector potentials to satisfy × LA ( )div
2 3 . The

Maxwell−Schrödinger energy functional is

[ ] = [ + ] + ×E v E vA A A A, inf ,
1

2A
M ext ext ind

0
ind 2

2

ind

i
k
jjjjj

y
{
zzzzz

For the external field Bext, we regard not only its vector
potentials, Aext, but also the associated current density −μ0Jext =
∇ × Bext as an alternate representation of Bext. For example, the
ground-state energy E[v, Aext] can equally well be regarded as a
functional of Bext or Jext.

25 Exploiting the gauge invariance of the
ground-state energy functional E[v, Aext], we can now write the
Maxwell−Schrödinger energy functional as

[ ] = [ + ] +E v E vB B B B, inf ,
1

2B
M ext ext ind

0
ind 2

2

ind

i
k
jjjjj

y
{
zzzzz

Here, at the outset, the induced magnetostatic field Bind is
treated as an independent variational parameter that does not
necessarily satisfy Biot−Savart’s law. However, this relation is
satisfied by a minimizer since a form of Biot−Savart’s law is just
the stationarity condition for the above minimization.25,61 The
infimum in the above equation can just as well be taken over Btot
= Bext + Bind. Then one sees that EM[v, Bext] is the Moreau−
Yosida regularization (already discussed in Section 4.3 for the
density functional of paramagnetic CDFT) of the conventional
energy E[v, Bext]. This has the immediate consequence of
imposing an upper limit on how diamagnetic a system can be in
the sense that25

[ ] [ ] +E v E vB 0 B B, ,
1

2
,M ext

0
ext ext

Moreover, expressing the energy E[v, Atot] in terms of the
Grayce−Harris functional gives

[ ] = +

+ + [ ]

E v v

G

A
B B B

B
A

,
2

inf ,
,

2
,

A
M ext

ext 2
2

0 ,

ext tot
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tot 2
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0
tot

tot

l
mooo
nooo

|
}ooo
~ooo

or, exploiting gauge invariance,

[ ] = +

+ + [ ]
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B B B
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,
2
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B
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ext 2
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From this expression it follows that E̅m[v, Bext] =
[ ]E v B B,M ext

1
2 ext 2

2

0
is jointly concave, and it is, to within

a reparametrization eliminating the factor 2μ0, a Legendre−
Fenchel transform of the shifted Grayce−Harris functional

[ ] = + [ ]G GB B B, ,tot
1

2 tot 2
2

tot
0

:

[ ] = + [ ]E v v GB B B B, inf ,
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, ,
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ext tot tot
tot

l
moo
noo

|
}oo
~oo

The Maxwell−Schrödinger ground-state energy can also be
expressed in terms of the paramagnetic current density and the
Vignale−Rasolt functional,

[ ] = + | | +

+
×

+ [ ]

E v v

F

A A A j

A B
j
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When minimizers ρ, Atot, jp are available, we have

| | + +

= | | + +
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and therefore also, with Atot′ = Atot + ϵζ,

+ + × ×j A A B,
1

( ) 0p
tot

0
tot ext

for all ζ. Hence, we define the total current density in the
Maxwell−Schrödinger model to be

= + = + +j j A j A Ap
tot

p
ext ind

and for minimizers we recover Biot−Savart’s law, −μ0j = ∇ ×
(Btot − Bext), which is now a self-consistent condition where the
induced field appears on both the left- and right-hand side.

The convex structure of the outlined theory automatically
yields a type of HK1 result:25

Theorem 9 (HK1 in MDFT). Suppose that the pairs (Γ1,
Atot;1) and (Γ2, Atot;2) are Maxwell−Schrödinger ground states for
(v1, Aext;1) and (v2, Aext;2), respectively. Suppose further that Γ1, Γ2
→ ρ and that Atot;1 and Atot;2 yield the same magnetic f ield, ∇ ×
Atot;1 =∇× Atot;2 = Btot. Then (Γ1, Atot;1) is also a ground state for
(v2, Aext;2) and vice versa.

Proof. Let us divide the proof into two cases, where in the first
case we make an additional assumption. Case I: The total vector
potentials are equal, Atot;1 = Atot;2 = Atot, then

[ ] = +

+ [ ] +

+ [ ] = [ ] +

+

E v v

H v

H E v v v

A
B B

A
B B

A A

B B B B

, ,
2

Tr (0, ) ,
2

Tr (0, ) , ,

2

M 1 ext;1 1
ext;1 tot 2

2

0

tot 1 1
ext;1 tot 2

2

0

tot 2 M 2 ext;2 1 2

ext;1 tot 2
2

ext;2 tot 2
2

0 (23)

and the same holds if the indices 1 and 2 are exchanged. Adding
the two resulting inequalities yields

[ ] + [ ]

[ ] + [ ]

E v E v

E v E v

A A

A A

, ,

, ,

M 1 ext;1 M 2 ext;2

M 1 ext;1 M 2 ext;2

If eq 23 is a strict inequality for either of the index combinations,
one would obtain the contradiction EM[v1,Aext;1] + EM[v2,Aext;2]
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< EM[v1, Aext;1] + EM[v2, Aext;2]. Hence, eq 23 must hold with
equality.

Case II: The vector potentials are not equal: Atot;1 ≠ Atot;2.
Since the vector potentials share the same magnetic field, they at
most differ by a gauge function, Atot;2 = Atot;1 + ∇χ. Defining

= ×
=

r r r r

r r r r

( , ..., ; , ..., )

( , ..., ; , ..., ) e

N N

N N
k

N
r r

1 1 1

1 1 1
1

i( ( ) ( ))k k

we note that, by gauge invariance, Tr(H[0,Atot;1]Γ1) =
Tr(H[0,Atot;2]Γ1′), so (Γ1′,Atot;2) is still a Maxwell−Schrödinger
ground state for (v1, Aext;1). Since also Γ1′ → ρ, we can consider
(Γ1′, Atot;2) and (Γ2, Atot;2) instead of (Γ1, Atot;1) and (Γ2, Atot;2).
This reduces Case II to Case I. This completes the proof.

The fact that it is the total magnetic field that enters in, the
HK1 result has the surprising consequence that the current
density required to generate the external field, −Jext;i(r) = μ0

−1∇
× Bext;i(r), comes into play. Specifically, the shared current
density relevant to the HK1 result is

× = + +B
J j Ai i i

tot

0
ext;

p
tot;

Theorem 10 (HK2 in MDFT). Suppose two dif ferent external
potentials (v1, Aext;1) and (v2, Aext;2) share the same ground-state
density ρ and total magnetic f ield Btot with ρ(r) > 0 (almost
everywhere). Then (a) v1 and v2 are equal up to a constant and (b)
the external magnetic f ields are equal, ∇ × Aext;1 = ∇ × Aext;2.

Proof. Part (a): By Theorem 9, there exists a shared ground
state Γ and vector potential Atot such that (Γ, Atot) is a ground
state of both H[v1, Atot] and H[v2, Atot]. That v1 = v2 + constant
now follows from the HK result in the BDFT in Section 6.

Part (b): Biot−Savart’s law yields

× = + +B
J j A( )i

tot

0
ext;

p
tot

Since Jext;i =−μ0
−1∇×Bext;i =−μ0

−1∇×∇×Aext;i is the only term
that depends on i, it follows that

× = ×B Bi jext; ext;

Finally, under the condition Bext;i ∈ Ldiv
2 , the curl is invertible.

Hence, the values of the corresponding values are Bext;i = ∇ ×
Aext;i = ∇ × Aext;j = Bext;j. This completes the proof.

The convexity of the outlined theory and the above HK result
are both results of the introduction of an internal magnetic field
as an additional variational degree of freedom. While the vacuum
magnetic permeability has an empirical value, μ0 = 1.2566 ×
10−6 NA−2, one could try to connect the above model and its HK
results to the conventional Schrödinger model from before by
considering the limit μ0→ 0+, though to our knowledge this has
not yet been done. This might be one avenue for deriving a type
of HK result for total current densities. Finally, we note the work
by Garrigue61 where the Maxwell−Schrödinger model is also
analyzed and Theorem 2.7 of that work establishes a HK2 result
involving the current density jp + ρAind. Hence, the counter-
examples that prevent a full HK2 result for the paramagnetic
current density within the conventional Vignale−Rasolt CDFT
formulation are circumvented in the Maxwell−Schrödinger
model.

9. QUANTUM-ELECTRODYNAMICAL DFT
If we want to understand where the Schrödinger equations in
their various forms encountered in this review come from, we
can find the answer in the theory of QED. This theory arises
from representing the energy-momentum relation of special
relativity E2 = p2c2 + m2c4 in terms of first-order differential
equations.68,69 If we do so for massive spin-1/2 particles, we end
up with the single-particle Dirac equation, while for massless
spin-1 particles, we arrive at the Riemann−Silberstein
equations.70−73 The Riemann−Silberstein equations are one
of many equivalent ways to express the Maxwell equations in
vacuum. The equations for matter and for light are coupled by
making the local conservation of charges (charges are not
destroyed but can only be moved around in space and time)
explicit.68,69 This leads to the “minimal-coupling prescription”,
which is commonly expressed by the simple rule to replace the
momentum operator −i∇ with −i∇ + A. The first thing that is
problematic in these equations, however, is that since they are
first order, they allow for negative-energy solutions which are
nonphysical. One therefore performs a “second quantization
step”, where the equations are expressed in terms of field
operators for light as well as for charged particles, and the
negative energy solutions are assigned a positive value and
interpreted physically as the corresponding antiparticles.68,69

The resulting quantum field theory is, however, mathematically
notoriously badly behaved,74,75 since it rests on the ill-defined
concept of multiplying distribution-valued operators.76 This is
the origin of the regularization and renormalization issues in
quantum field theories.68,69 A second problem is encountered
for the quantized light field, where in general we have four
polarization directions, while physically only two transverse
polarizations exist. This problem arises due to the gauge freedom
of the Maxwell equation in vector-potential formulation, and in
general implies quite intricate technical solutions.69,77 However,
if we decide to work in Coulomb gauge, i.e.,

· =A 0

then in vacuum it holds −∇2ϕ = 0. This implies that the zero
component of the electromagnetic vector potential is ϕ = 0.
Thus, only the two physical transverse degrees of freedom of the
light field are left that need to be second quantized. Yet, upon
coupling to the charged matter degrees of freedom, the
Coulomb gauge condition implies that the total longitudinal
electric and interaction energy that arises from the charged
particles is expressed directly by the expectation value of69

=
| |

·
W

Lk r r
1
2

4 e 1
2

1

k l

N
L

k l

N

k ln n

k r r

C 2

i ( )

3

k ln

3 (24)

in atomic units. For simplicity, we have here assumed a finite but
arbitrarily large quantization volume L3 with periodic boundary
conditions which implies a Fourier expansion with the wave
vector =k n

Ln
2 . For L→∞ the longitudinal Maxwell energy

becomes the usual Coulomb interaction. In just the same way,
the external scalar potential v, which acts as the binding potential
for the system, arises from the coupling to electrons and to
external charges like nuclei. Thus, we see that by including the
Coulomb interaction and the external scalar potential, which
was already present in eq 2, we have taken into account the full
longitudinal Maxwell energy together with the back-reaction of
matter on the longitudinal light field. Consequently, for only
scalar external potentials, we have also already taken into
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account the corresponding (purely longitudinal) photon-field
energy. Considering the issues that we encountered throughout
this review when trying to establish a HK2 result for CDFT, a
simple physical explanation is at hand: We also need to take into
account the energy contribution of the transverse photon field
(induced magnetic field). Indeed, Section 8 highlights that this
idea works and a self-consistent treatment of light and matter
allows us to establish also a HK2 result in the context of CDFT.
Let us see whether we can also find a similar HK2 result if we
keep both light and matter fully quantized in the next step.

Note that we have assumed first-quantized charged particles
in eq 24, i.e., no electron-positron pair creation/annihilation is
possible and the number of particles (electrons) is therefore
conserved.78 We have thus avoided one potential regularization/
renormalization problem of fully relativistic QED.68,69 For the
quantized field modes we have then

= +
=

· † ·

L
a aA r

n
( )

4 ( , )
2

( e e )
n n

n
k r

n
k r

3
1

2

,
i

,
in n

3

(25)

where ϵ(n, λ) are two orthogonal transverse (with respect to n)
polarization vectors and ωn = c|kn|. If we assume L→∞, the sum
in eq 25 becomes an integral and the creation †an, and
annihilation operators an, that obey

[ ] =†a a,n n n n, , , ,

turn into genuine field operators.76 For notational simplicity and
to avoid further discussions about the properties of these field
operators, we keep a finite but arbitrarily large volume. The free
quantized electromagnetic Hamiltonian is then simply

= †H a a
n

n n nph
,

, ,

and the coupling of the free photon field to a classical transverse
external charge current

= + *· ·

L
J JJ r n( )

1
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ext 3
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3

,
i

,
in n

(26)

is then

· = * + †J a J aJ r A r r( ) ( )d ( )
n

n n n n next
,

, , , ,

The fully coupled Pauli−Fierz Hamiltonian is then78

{ }= [ · + ] + +
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† †
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(27)

where σk is the standard vector of Pauli spin matrices. We note
first that the expectation value of the operator Â(r) corresponds
to the induced transverse field; i.e., if we compare to the previous
section, it is the induced magnetic field. Yet instead of denoting
the internal field A(r) with a subindex as done before, we here
denote external magnetic fields with Aext(r). We further note
here that the coupling to any external transverse vector potential
Aext(r) can be taken into account by merely a coherent shift
(vacuum polarization) of the photon modes. This means
a a An n n, , ,

ext and accordingly for the creation operator,

where the An,λext are the Fourier expansion coefficients of the
vector potential.79 That is, in eq 25 we get Â(r) →

+A r A r( ) ( )ext upon such a coherent shift. This implies that
we can represent any external magnetic field acting on the
electronic system by taking the corresponding external trans-
verse charge current that generates this field via the static
Maxwell equation

=A r J r( ) ( )2
ext 0 ext

This equivalence of external classical transverse currents and
external classical transverse vector potentials, which correspond
uniquely to an external classical magnetic field (as also discussed
in Section 8), is of significance for a density-functional
reformulation of Pauli−Fierz quantum theory. This further
consequence of the gauge principle implies that there are two
ways of generating the same physical equilibrium situation. We
note that for a time-dependent situation this is no longer the
case, since we then have different initial states and potentially
different dynamics. Thus, if we want to achieve a HK2 result we
need to make a choice. In the following we will choose to
describe all the physically different magnetic fields by external
classical transverse currents. Thus, we have two classical external
fields that we can adapt to generate physically different
situations, the usual external classical scalar potential v(r) of
standard electronic DFT and the external classical transverse
charge current Jext(r), i.e., an external pair (v, Jext).

Before we come to the formulation of quantum-electro-
dynamical DFT (QEDFT), let us make some final, yet
important, remarks with respect to the mathematical properties
of the Pauli−Fierz Hamiltonian. First, to have a well-defined
self-adjoint Hamiltonian, one usually employs a form factor that
regularizes how the modes couple in the ultraviolet regime.78

The simplest version of this is to have an ultraviolet cutoff. We
will therefore assume some highest momentum cutoffΛ in kn in
eq 27, which also implies that the allowed Jext(r) have the highest
allowed momentum in the expansion of eq 26. Also, depending
on the chosen cutoff |kn| ≤ Λ, one needs to use a bare mass for
the electrons since the observable mass m = me = 1 (in atomic
units) does contain already all the photon contributions. Now,
with having the photon modes explicit, the free dispersion of the
electron will change without modifying the observable mass to a
(cutoff-dependent) bare mass of the electron. Thus, in eq 27 we
have me ≥ m = m(Λ) > 0.78,80 We note that we here assume a
finite volume L3 3 and hence for any scalar potential we will
have a ground state by construction. Nevertheless, for the Pauli−
Fierz Hamiltonian defined on all of 3 it can be shown that every
scalar potential that has a ground state without coupling to the
photon field also has a ground state with the coupling to the
photon field.78 This gives a nice consistency with standard
electronic DFT and the question of v-representable ground
states.

Let us next, following the structure proposed in this review,
first define the HK1 for QEDFT. For this we re-express the
Hamiltonian of eq 27 in terms of

[ ] = + ·
=

H v H vJ r J r A r r, ( ) ( ) ( )d
k

N

kext 0
1

ext

In this way the (ensemble) constrained search functional for
QEDFT is then

[ ] =F HA, inf Tr( )
A

CS,ens
( , )

0
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such that

[ ] = { [ ] + }E v F vJ A J A, inf , , ,
Aext ( , )

CS,ens ext

This follows exactly the structure proposed in Section X of Part I
of this review. With respect to previous examples, e.g., the
Maxwell−Schrödinger DFT, we now have, however, density
matrices that contain electronic and photonic degrees of
freedom.
Theorem 11 (HK1 in QEDFT). Let Γ1 be a ground state of

H[v1, Jext,1] and Γ2 be a ground state of H[v2, Jext,2]. If Γ1, Γ2→ (ρ,
A), i.e., if these states share the same density and vector potential,
then Γ1 is also a ground state of H[v2, Jext,2] and Γ2 is also a ground
state of H[v1, Jext,1].

For the proof of this statement, we refer to Theorem 1 of Part I
of this review. Let us next turn to the more important question of
the HK2 in QEDFT. To do so we first note that the total
(physical) charge current density of the Pauli−Fierz Hamil-
tonian (also compare with Section 8) is

=
m

j r j r j r j r( )
1

( ) ( ) ( )p m dm

where
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Tr( ( ))
k
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k k
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is the magnetization current and

=
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j r r r A r( )
1

Tr( ( ) ( ))
k

N

k
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1

the quantized diamagnetic current. By using the Heisenberg
equation of motion for Â(r) twice79 we find that any eigenstate
of the coupled matter-photon system obeys the static
inhomogeneous Maxwell equation in Coulomb gauge

= +A r j r J r( ) ( ( ) ( ))2
0 , ext (28)

where =A r A r( ) Tr( ( )) and jΓ,⊥(r) is the transverse part of
the total charge current. This allows us to show the following
theorem.
Theorem 12 (HK2 in QEDFT). If two external pairs (v1, Jext,1)

and (v2, Jext,2) share a common eigenstate ψ and if ψ is nonzero
almost everywhere, then these two pairs are the same. The equivalent
statement holds for the density matrices.

Proof. First we note that if both Hamiltonians H[v1, Jext,1] and
H[v2, Jext,2] share a common eigenstate, then due to eq 28 we
have Jext,1 = Jext,2. Thus, we are left with the two equations

+ [ ] = [ ]

+ [ ] = [ ]

H V v E v

H V v E v

J

J

( ) , ,

( ) ,

0 1 1 ext

0 2 2 ext

and we can follow the standard HK2 proof of Theorem 2 of Part
I. We can further use Corollary 3 of Part I to find the equivalent
statement for the density matrices. This completes the proof.

At that point, we see again how powerful the abstract
formulation of HK1 and HK2 as presented at the end of Part I
and then repeated at the beginning of Part II of this review is. It
allows one to reuse many results of standard electronic DFT for
other settings as well. We finally note that for the corresponding
KS system in QEDFT one commonly uses noninteracting
electrons and photons, which leads to electronic Pauli−Kohn−

Sham equations coupled to a static inhomogeneous Maxwell
equation of the form of eq 28.79

10. SUMMARY
Many flavors of density-functional theory exist besides standard
DFT. All flavors considered here capture some aspect of spin
and orbital magnetism. They can be characterized in terms of
constraints on the, at the outset, very general Hamiltonian given
in eq 2

[ ] = + + ·

+ +

= =

<

H v

v
r

B A A r B r S

r

, ,
1
2

( i ( )) ( )

( )
1

k

N

k k
k

N

k k

k
k

k l kl

1

2

1

As noted there, we allow for the case that the magnetic field
appearing in the spin-Zeeman term is unrelated to the vector
potential that affects the orbital degrees of freedom, i.e., B′ ≠ ∇
× A.

Noncollinear SDFT is obtained when orbital effects are
neglected by setting the A = 0. The external magnetic field B′ is
then paired with the spin density m. Both of these are general
noncollinear vector fields. Yet, most practical approximate
functionals are constructed for the collinear case when only
collinear magnetic fields B′ = (0, 0, Bz′) along, say, the z-axis are
allowed. There is a global spin quantization axis, and only the
component mz = ρ↑ − ρ↓ of the vector field m is needed. The
nonuniqueness of potentials (i.e., the lack of a HK2 result in our
terminology) in collinear SDFT has been discussed by several
authors, with different conclusions. The situation is summarized
in Ayers and Yang.26

In paramagnetic CDFT, the orbital effects are retained.
Different flavors of CDFT are possible depending on how the
spin-Zeeman term is treated. The simplest flavor, treated here in
great detail, simply neglects it (B′ = 0). Alternatively, in the
physically natural case where B′ = ∇ × A, a partial integration
turns the spin-Zeeman term into an interaction between A and
the spin current density. The latter is absorbed into the
paramagnetic current density to form jm = jp +∇×m. Retaining
B′ as an independent variable, unrelated to ∇ × A, yields the
most flexible setting with the triplet (ρ,m, jp) as the basic density
variables. Loosely speaking, in a CDFT formulation analogous
to Lieb’s formulation of standard DFT, the triple of independent
density variables must have a triple of independent potential
variables. Hence, B′ needs to be retained as an independent
variable if m is to be an independent density. However, when a
Lieb-like formulation is not required, nothing prevents the
introduction of additional constraints in a constrained-search
formulation. In this sense, a CDFT formulation with a triple of
density variables (ρ, m, jp) and a pair potential variables (v, A),
with B′=∇ × A, also exists.

With regard to the Hohenberg−Kohn theorem in CDFT, the
inclusion or exclusion of spin effects makes no difference: HK1
holds, and HK2 does not. As already noted in Part I, the HK1
result does not only hold for standard DFT, but it holds for all
variants of extended DFTs that offer the required structure.
Paramagnetic CDFT has this structure and is arguably the most
natural CDFT formulation, as far as the mathematical results are
concerned. At the same time, this theory is not invariant under
gauge transformations, and a HK2 cannot hold. On the other
hand, for the formulation of CDFT that uses the total (physical)
current it is unfortunate that in general
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Equality only holds for ψ such that a[ψ; j] =A (where a[ψ; j] was
defined in eq 16), and then a HK1 result follows. As can be seen
by eq 20, it is not evident how to obtain a HK1 result since
minimization of just H0 over wave functions then leaves out ψ-
dependent terms. Note that HK2 does not hold, since we know
that a shared eigenstate of magnetic Hamiltonians does not
imply that the potentials are equal (up to a gauge). Also note that
if one fixes a = A, then one effectively has a paramagnetic
formulation of CDFT again.

Furthermore, what could be stressed from the above
discussion is that, regardless of the status of a full HK result,
we have no HK variational principle in total CDFT.24 Thus, even
if the question of a HK result for the total current could be
answered in the positive, the formulation would be restricted to
v-representable densities, thereby excluding the usual approach
of utilizing constrained-search functionals on N-representable
densities. This has stopped the mathematical development of
total CDFT as compared to the paramagnetic variant.

We have seen that by going beyond the usual density-
functional setting, when new density and corresponding
potential variables are included, problems arise mostly with
respect to HK2. This is compactly highlighted in Table 1. While
the mathematical reasons are discussed in detail in the preceding
sections, there are often also simple physical reasons. This holds
specifically in the context when magnetic fields are included and
associated densities are considered. The nonuniqueness results,
discussed in Section 4.1, arise because the back-reaction of the
current on the external field and the change in Maxwell energy is
not taken into account. Doing so by also including the induced
Maxwell field in a self-consistent manner, as discussed in Section
8, avoids some of these issues, and a HK2 theorem becomes
available. Hence, the density-functional theory based on the
Maxwell−Schrödinger model (MDFT) is a type of total CDFT
with a full HK result. This intuitive result, however, raises the
question why we do not need to include the Maxwell field energy
also in the usual (standard) DFT of only scalar external
potentials. The answer to this question is given in Section 9 with
the help of QED. We saw that the Coulomb interaction of the
usual Schrödinger equation actually takes the self-consistent
longitudinal photon energy into account upon interaction with
matter. Therefore, it seems natural to also take the transverse
photon energy into account. In the context of low-energy QED,
where both contributions are considered self-consistently, we
therefore again find a HK2 result.

This formal discussion has shown that promoting the Maxwell
field to a quantized system allows one to recover a DFT
formulation that is very close to the original electronic DFT. And
by approximating the Pauli−Fierz theory, we obtain, in the
mean-field coupling limit, the Maxwell−Schrödinger equation,
and by discarding the transverse part of the Maxwell field
altogether, we find standard electronic DFT. Yet, apart from this
nice consistency and the simple form of a DFT, is there any other
reason to consider QEDFT and the Pauli−Fierz theory? The
answer is “yes” and lies in the emerging fields of polaritonic
chemistry and materials science as well as ab initio QED.81,82 In
these fields, photonic structures, such as optical cavities, change
locally the vacuum modes that couple to the matter subsystem
and hence present a novel control knob to influence chemical

and material properties. There are by now many seminal
experimental results that show that upon reaching strong
matter−photon coupling in photonic structures, we can indeed
modify and control such properties. Consequently, methods
that can approximately solve Pauli−Fierz field theory become
increasingly important.
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