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Over the last few years, there has been a large momentum to ensure that the third-generation
era of gravitational wave detectors will find its realisation in the next decades, and numerous design
studies have been ongoing for some time. Some of the main factors determining the cost of the
Einstein Telescope lie in the length of the interferometer arms and its shape: L-shaped detectors
versus a single triangular configuration. Both designs are further expected to include a xylophone
configuration for improvement on both ends of the frequency bandwidth of the detector. We consider
binary neutron star sources in our study, as examples of sources already observed with the current
generation detectors and ones which hold most promise given the broader frequency band and
higher sensitivity of the third-generation detectors. We estimate parameters of the sources, with
different kinds of configurations of the Einstein Telescope detector, varying arm-lengths as well as
shapes and alignments. Overall, we find little improvement with respect to changing the shape, or
alignment. However, there are noticeable differences in the estimates of some parameters, including
tidal deformability, when varying the arm-length of the detectors. In addition, we also study the
effect of changing the laser power, and the lower limit of the frequency band in which we perform
the analysis.

I. INTRODUCTION

The observation of the first gravitational-wave (GW)
signal from a binary neutron star (BNS) source,
GW170817 [1] by the LIGO-Scientific [2] and Virgo [3]
Collaborations, has provided a wealth of information,
starting from constraining the expansion rate of the Uni-
verse [4, 5], to establishing neutron star mergers as one
of the main cosmic sources of r-process elements [6–16],
allowing a stringent bound on the speed of GWs [17], and
placing constraints on alternative theories of gravity [18–
21]. The supranuclear equation-of-state (EOS) was con-
strained from the observation of GW170817 [22, 23]. Fur-
thermore, the simultaneous observation of electromag-
netic (EM) radiation observed with GW170817 [24–26]
helped bounding the supranuclear EOS of neutron stars
even more stringently [27–37].

As a detector with a much wider frequency band
sensitive to GWs, the Einstein Telescope (ET) [38–42]
promises to observe BNS signals for many cycles, increas-
ing the detected signals’ duration up to an hour. The
analog detector expected to be operational in the US is
Cosmic Explorer (CE) [43, 44]. ET will certainly provide
more constrained bounds on the neutron star EOS, even
without an accompanying EM counterpart [45–51].

Unfortunately, it is very challenging to perform real-
istic studies exploiting the full capability of ET due to
the wide frequency range it will cover and the large asso-
ciated computational costs, however, numerous progress
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has been made regarding GW searches for ET signals,
e.g.,[52, 53], and full parameter estimation (PE) stud-
ies, as discussed below. Ref. [54] performed the first
full Bayesian estimation study of GW signals from BNS
sources observed by ET with a lower frequency cutoff
flow of 5 Hz. For this, they constructed reduced order
quadratures to make their study computationally feasi-
ble. Here, we perform PE using relative binning [55–57]
to reduce the computational cost of our analysis. We use
a lower frequency of flow = 6Hz, to provide realistic es-
timates of the source parameters, such as the chirp mass
or the tidal deformability.
In the past, various PE studies have already been per-
formed to estimate the Science returns to constrain tidal
deformability from BNS observations in ET, including
using ET in a network of detectors e.g., [41, 42, 45–
51, 54, 58–71]. However, up to our knowledge, all of them
have focused on the originally proposed triangular design
with three interferometers, each having a 60◦opening an-
gle and arm-length of 10 km, arranged in an equilateral
triangle.

Recently, there has been an increasing interest in
studying also different detector configurations and lay-
outs. With this regard, Ref. [72] provided a detailed dis-
cussion with respect to numerous scientific cases and how
they are affected by different proposed designs for ET,
including different arm-lengths and shapes. More explic-
itly, Ref. [72] considered the originally conceived triangu-
lar configuration, as well as two separate L-shaped detec-
tors; for the latter, also different alignments, i.e., orien-
tation between the detectors. In this study, we compare
these different designs, cf. Fig. 1, for recovery of tidal de-
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FIG. 1. Top panel: Location of the ET detectors in case of
two L-shaped interferometers, showing also the possible dif-
ferent arm-lengths in misaligned orientations. Bottom panel
(left): Power spectral density (PSD) curves for the xylophone
configuration in cryogenic mode for different arm-lengths.
Bottom panel (right): Representation of the ET triangular
configuration, located in Sardinia for the purpose of this work.

formability and the other parameters of BNS systems via
full PE analysis. In all the studied cases, we analyze BNS
simulations, and look at differing results from varying the
detector setup, keeping the source properties of the BNS
system and the settings of the PE analyses unchanged.
Given the significant costs of ET, our study may provide
useful information to make an estimate based on the Sci-
ence returns to reach a more informed decision about the
final configuration of the detector. Some of our results
have already been presented in [72], but in a much more
compressed and less detailed form.
We provide details of the PE methods in Sec. II and give
the results of our study in Sec. III. We provide a summary
and conclude in Sec. IV.

II. METHODS

Following standard techniques, we use a Bayesian anal-
ysis to construct posterior probability density functions
(PDFs) on the parameters of interest, i.e., those charac-
terizing the GW waveform describing a BNS merger. As
we use quite low values of flow to make our estimates
realistic with what is envisaged for the ET detector, our
likelihood integral calculation is computationally expen-
sive. For this reason, we resort to the technique of relative
binning following the analyses of GW170817 in [55–57].

This approach reduces our computational costs notice-
ably and makes our runs computationally feasible.

A. Bayesian analysis

In the employed Bayesian framework, all information
about the parameters of interest is encoded in the PDF,
given by Bayes’ theorem [73]:

p(~θ|Hs, d) =
p(d|~θ,Hs) p(~θ|Hs)

p(d|Hs)
, (1)

where ~θ is the set of parameter values and Hs is the
hypothesis that a GW signal depending on the param-
eters ~θ is present in the data d. For parameter estima-
tion purposes, the factor p(d|Hs), called the evidence for
the hypothesis Hs, is effectively set by the requirement
that PDFs are normalized. Assuming the noise to be
Gaussian, the likelihood p(d|~θ,Hs) of obtaining data d(f)
given the presence of a signal h(f) is determined by the
proportionality

p(d|~θ,Hs) ∝ exp

[
−1

2
(d− h|d− h)

]
, (2)

where the noise-weighted inner product ( · | · ) is defined
as

(d|h) = 4<
∫ fhigh

flow

d̃(f) h̃∗(f)

Sh(f)
df. (3)

Here a tilde refers to the Fourier transform, and Sh(f) is
the power spectral density (PSD).

Our choices for the prior probability density p(~θ|Hs) in
Eq. (1) are similar to what has been used for the anal-
yses of real data when BNS signals were present with
masses similar to GW170817. To sample the likelihood
function in Eq. (2), we use the Bilby library [74, 75],
and specifically dynesty [76, 77] algorithm. The wave-
form we use for both signal injection and recovery is
IMRPhenomD_NRTidalv2 [78–80].

B. Relative Binning

The likelihood integral shown in Eq. (2) is constructed
over a grid of frequencies and becomes computationally
expensive as both the range of the integral grows, and as
we analyze longer waveforms like those of BNS sources,
which last for many cycles in the frequency band.
For our PE studies, we have varied flow starting from
6 Hz up to 20 Hz, making the duration of the BNS signal
in band from about 75 to about 3 minutes, respectively.
In addition, for an inference study to estimate parame-
ters, we generate millions of waveforms, each associated
with its own likelihood value for the sampling to get up-
dated and for points to move towards higher likelihood
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regions. The method of relative binning [55–57] restricts
the number of waveform evaluations by computing the
likelihood from summary data calculated on a dense fre-
quency grid for only one fiducial waveform, which must
resemble the best fit to the data. The underlying assump-
tion is that the set of parameters yielding a non-negligible
contribution to the posterior probability produce similar
waveforms, such that their ratio varies smoothly in the
frequency domain. In this case, within each frequency
bin b = [fmin(b), fmax(b)], the ratio between the sampled
waveforms and the fiducial one can be approximated by
a linear function in frequency

r(f) =
h(f)

h0(f)
= r0(h, b) + r1(h, b)(f − fm(b)) + · · · , (4)

where h0 is the fiducial waveform and fm(b) the central
frequency of the frequency bin b.

The coefficients r0(h, b) and r1(h, b) are computed for
each sampled waveform, but can be determined from the
values of r(f) at the edges of the frequency bin b. Eq. 3
can be written in terms of Eq. 4 and in a discrete form
as

(d|h) ≈
∑
b

(A0(b)r∗0(h, b) +A1(b)r∗1(h, b)) , (5)

where the summary data

A0(b) = 4
∑
f∈b

d(f)h∗0(f)

Sn(f)/T
, (6)

A1(b) = 4
∑
f∈b

d(f)h∗0(f)

Sn(f)/T
(f − fm(b)) (7)

are computed on the whole frequency gird, but only for
the fiducial waveform.

For our purposes, we have followed the implementa-
tion outlined in [57] and the publicly available associ-
ated code [81]. We have, however, used the waveform
IMRPhenomD_NRTidalv2 [80] and employed the above
code in conjunction with the sampling library Bilby, em-
ploying the code in [82].

III. RESULTS

We consider three different sources (A,B,C) with pa-
rameters chosen following mainly the injection study per-
formed by the LIGO-Virgo-KAGRA collaboration [22] to
mimic GW170817. The properties of the sources used
for injections are listed in Tab. I, where mi, χi, and Λi,
with i ∈ {1, 2} are, respectively, the mass, spin, and di-
mensionless tidal deformability of the component neu-
tron star, whileMc is the chirp mass and Λ̃ the binary’s
mass-weighted tidal deformability:

Λ̃ =
16

3

(m1 + 12m2)m4
1Λ1 + (m2 + 12m1)m4

2Λ2

(m1 +m2)5
. (8)

All the simulated signals are injected at a distance
dL = 100 Mpc with inclination ι = 0.4, zero polarization
angle, and at a sky location (α, δ) = (1.375,−1.211). The
priors used for the analysis are reported in Tab. II, where
δΛ̃ is defined as

δΛ̃ =
1

2

[√
1− 4η(1− 13272

1319
η +

8944

1319
η2)(Λ1 + Λ2)

+ (1− 15910

1319
η +

32850

1319
η2 +

3380

1319
η3)(Λ1 − Λ2)

]
,

(9)

with η = m1m2

(m1+m2)2 being the symmetric mass ratio of
the binary.

Name m1, m2 Mc Λ1, Λ2 Λ̃ χ1, χ2

Source A 1.68, 1.13 1.19479 77, 973 303 0, 0

Source B 1.38, 1.37 1.19700 275, 309 292 0.02, 0.03

Source C 1.38, 1.37 1.19700 1018, 1063 1040 0, 0

TABLE I. Source properties used for injections.

Parameter Range

Mc [Mc,s ± 0.05 ]

q [0.5, 1]

χ1, χ2 [0.0, 0.15]

dL [1,500]

Λ̃ [0,5000]

δΛ̃ [-5000, 5000]

TABLE II. Priors employed in the PE analysis, where Mc,s

represents the chirp mass injected value of the specific source
analyzed. For the luminosity distance dL, the prior is taken
uniform in comoving volume; for all the other parameters, the
prior is uniform in the indicated range.

Two different shapes have been proposed for ET in
Ref. [72]: (i) a single detector with a triangular configu-
ration, henceforth called ∆, (ii) two L-shaped detectors
in separate locations, with aligned or misaligned arms,
henceforth called 2L-0◦ and 2L-45◦, respectively. The ∆
configuration consists of three V-shaped detectors, with
each V having a 60◦opening angle between the arms. For
2L-0◦, the detectors have arms with the same orientation,
while in the case of 2L-45◦ one detector has the arms ro-
tated by 45◦with the respect to the other one.

The ∆ detector may have an arm-length of 10km or
15 km, while the L-shaped ones may have arm-lengths of
15km or 20km. As of now, there are two main candidate
sites for ET 1, one in Sardinia (Italy), and one in Lim-

1 Recently, also a third location in Saxony, Germany, has been
considered as a possible site option.
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FIG. 2. Violin plots for the posterior density distribution of Λ̃
for the five reference detector configurations, and for all three
sources in Table I: Source A (top panel), Source B (middle
panel) and Source C (bottom panel). The black horizontal
bars indicate the median value and the 90% confidence inter-
val, the black vertical lines mark the support of the posterior;
the red horizontal line shows the injected value of Λ̃. For each
posterior we also report the median, together with the 5%−
and 95%− quantile values.

burg (at the border shared by Netherlands, Belgium and
Germany). In this paper, the ∆ detector is located in
Sardinia, whereas in the case of two L-shaped detectors
one is in Sardinia and the other one in Limburg. All de-
tector configurations used in our work are listed in Table
III.

One of the main challenges to reach the sensitivity
planned for ET is dealing with quantum noise, which in-
cludes shot noise at high frequencies and radiation pres-
sure noise at low frequencies. A high laser power reduces
shot noise, but a low laser power is instead required to
reduce radiation pressure noise. To counter this problem,
ET will be practically composed of two interferometers
working together in a xylophone configuration, one de-
tector optimized for low frequencies and with a low laser
power, and the other one optimized at high frequencies
and with a high power. Low frequency sensitivity is also

affected by thermal noise, therefore a further improve-
ment is expected if the low frequency detector operates
at cryogenic temperatures [83].
In this section we present the results of PE runs, com-
paring the different detector configurations, arm-lengths
and laser power. We also look at the improvement we get
when analyzing data starting at different frequencies.

Name Shape Relative orientation Arm-length

∆10km Triangular - 10 km

2L-0◦ 15km 2 L-shaped aligned 15 km

2L-45◦ 15km 2 L-shaped misaligned 15 km

2L-0◦ 20km 2 L-shaped aligned 20 km

2L-45◦ 20km 2 L-shaped misaligned 20 km

∆15km Triangular - 15 km

2L-0◦ 10km 2 L-shaped aligned 10 km

2L-45◦ 10km 2 L-shaped misaligned 10 km

TABLE III. Names used throughout this work for the different
detector configurations and arm-lengths.

A. Detector configuration comparison

s First, we test how the different detector configu-
rations (∆, 2L-0◦ or 2L-45◦) perform in PE analyses.
We take into account only the five reference configura-
tions [72]: ∆ with 10km arms, 2L-0◦ and 2L-45◦, both
with 15km or 20km arms. For this comparison, all the
runs are performed with starting frequency flow = 10 Hz,
and using the PSD curve for the xylophone configuration
with the low frequency detector operating at cryogenic
temperatures (‘LFHF’). Figure 2 shows the posteriors for
the tidal deformability parameter Λ̃ for the three differ-
ent sources, reporting the median and 90% intervals for
each configuration.

For Source B, in Fig. 3 we show also the posterior dis-
tributions for the other binary parameters: chirp mass
Mc, mass ratio q and effective spin χeff , defined as

χeff =
χ1m1 + χ2m2

m1 +m2
, (10)

with χi and mi being the spin and mass of the compo-
nent neutron star. From Fig. 3 and especially from Fig. 2
we clearly see an improvement going from the ∆ to the
two L-shaped detectors, since, for example, the width
of the 90% interval on Λ̃ reduces between 12% and 24%
when going from the ∆10km to the 2L-45◦ configuration.
However, we must take into account the fact that the ∆
detector here is assumed to have a shorter arm-length,
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FIG. 3. Posteriors for chirp massMc (top left), tidal deformability Λ̃ (top right), mass ratio q (bottom left), and effective spin
χeff (bottom right), for Source B, cf. Tab. I. The different colors correspond to the various configurations considered, while the
red line indicates the injected values.

which has a great influence on the PSD, cf. Fig. 1. For
this reason, we also compare the ∆ and 2L configurations
assuming they have the same arm-length. Fig. 4 shows
Source C posteriors for Mc, q, and Λ̃, for the different
configurations, but assuming the same arm-length. In
this case, we do not see a strong difference in the param-
eters recovery, as indicated by the 5% and 95% quantile
values reported in the plot. This suggests that the spe-
cific configuration does not have a major impact on the
precision of parameter estimation. However, if the config-
uration choice is bound to a certain arm-length, e.g., due
to limitations to the overall budget, one must take into
account the improvements obtained with longer arms.

B. Effect of varying PSDs

As mentioned in the previous sections, the current plan
for ET includes a ‘xylophone’ configuration, in which
each detector is effectively composed of two interferome-
ters, operating a high or low power laser. The high-power
laser is expected to improve sensitivity at high frequen-
cies, the low-power one, on the other hand, improves
sensitivity below 30 Hz [39][83]. We perform the same
PE analysis using the PSD of the different interferome-
ters and we compare results. In particular, we study the
PSD for the detector optimized at high frequencies (HF-

PSD), the one optimized at low frequencies (LF-PSD),
and the xylophone combination (LFHF-PSD), with the
low-frequency interferometer operating at cryogenic tem-
peratures. Since we are interested in the PSD’s effect
only, here we study just one source, Source B, and one
detector configuration, ∆10km, performing the analysis
from a starting frequency flow = 10Hz. The posteriors
forMc, q, Λ̃, and χeff are shown in Fig 5, where we also
report the median and the 5% and 95% quantiles for each
parameter. The PSD optimized at low frequencies per-
forms much worse than the other ones, with a 90% confi-
dence interval 2.5 times larger in the case of mass ratio. Λ̃
is not recovered with the LF-PSD, while it is constrained
with an accuracy of almost 4% in the other cases. Λ̃
represents an extreme case, since its contribution enters
the gravitational-wave phase mainly at high frequencies,
from a few hundreds Hz and above [84, 85], and there-
fore is affected by the shape of LF-PSD, as shown in
Fig 6, more than other parameters. In general, we ob-
tain a much worse parameter recovery when using the
LF-PSD alone, meaning that, if the preferred solution of
a xylophone implementation is not available, the high-
frequency optimized PSD is favorable, in particular if we
want to constrain Λ̃.
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FIG. 4. Comparison ofMc, Λ̃, and q posteriors between ∆, 2L-0◦ and 2L-45◦ with same arm-length, for Source C, cf. Tab. I.
The darker color shade refers to detectors with 15km arm-length, the lighter one to detectors with 10km arm-length. The red
line indicates the parameter’s injected value. For each parameter and configuration, we also report the median and 5%- and
95%- quantile values; forMc, also the reported values have an offset ×10−5 + 1.19700.

C. Effect of varying minimum frequency

A big achievement of the ET is to improve the sensitiv-
ity at low frequencies. Therefore, in this section, we will
study the impact of choosing different starting frequen-
cies in the PE analysis. We note that lowering the start-
ing frequency by only a few Hz has a huge impact on the
duration of the waveform, and therefore of the compu-
tational cost of the analysis. We analyze injections with
parameters of Source B, for two different configurations,
∆10km, and 2L-45◦ 15km. In each case, we perform PE
tests with the following starting frequencies: 6, 7, 8, 9,
10, and 20 Hz. In this case, the analysis is performed in
zero noise, since we want to focus on the impact of flow

without risking to take into account possible fluctuations
induced by the noise realizations. In fact, specific noise
realizations can cause a shift in the posterior recovered
for Λ̃. This shift is usually within 5% of the actual Λ̃
value, and, therefore, goes unnoticed in the analysis per-
formed with current detectors. However, we showed that
for ET the precision with which Λ̃ can be measured im-
proves noticeably. This means that, due to these shifts,
we might end up seeing the injected values lying outside
the posterior’s 90% interval when simulations are done
in Gaussian noise. When real ET data is being analyzed
later, this is a point that must be evaluated very care-
fully. For our purposes, up to now, we compared only
results obtained with the same flow, and as long as we
use the same noise seed, we expect a possible fluctuation

to affect all the runs in the same way, and, therefore, to
be not relevant in our comparison. Here, however, we
use different starting frequency, leading to longer signals
and more cycles being analyzed. In this case, the noise
fluctuation’s outcome can be different for the different
flow used. To quantify this, in Table IV we report the
median and 90% interval values of the posteriors on Λ̃,
obtained from analysis both in gaussian and zero noise,
with the same seed but different flow. While we see fluc-
tuations in the median values recovered from gaussian
noise runs, in the zero noise case the median is almost
constant. Therefore, to compare Λ̃ recovery with differ-
ent starting frequency, we look at zero noise injections.
Fig. 7 shows the posteriors and their 90% width for the
different flow values. We see a clear improvement when
going to lower frequencies, especially for the recovery of
chirp mass. The plot also highlights how in general the
2L-45◦ 15km configuration yields tighter constraints on
the parameters’ posteriors, but we stress again that the
main impact is given by the arm-length, not the config-
uration per se.

IV. SUMMARY

We performed PE studies to compare the different pro-
posed designs for ET. We focus on BNS systems, in par-
ticular, to find out how well the tidal effects will be mea-
sured. We compare different detector shapes, considering
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FIG. 5. Posteriors ofMc, Λ̃, q and χeff , for Source C (Tab. I) and the ∆10km configuration, recovered with the different PSDs.
The vertical black lines show the median and the 90% confidence interval, while the black horizontal line indicates the support
of the posterior; the red line shows the paramter’s injected value. For Mc, the reported median and quantile values have an
offset ×10−5 + 1.19700.

FIG. 6. Comparison between the PSD optimized at low fre-
quencies (LF-PSD), in red, and the one of the xylophone
configuration (LFHF-PSD), in grey, with a typical injected
GW siganl (dotted line). Both PSDs refer to a detector with
10km arm-length. The sensitivity of the LF-PSD becomes
too low at high frequencies to allow to detect the signal above
∼ 100Hz.

a single triangular detector and two L-shaped ones. In
the latter case, we investigate both the cases of aligned

flow Gaussian noise zero noise

2L-45◦ 15km 7 Hz 279.31+9.55
−11.35 287.90+8.35

−9.54

8 Hz 292.90+8.40
−8.33 287.36+9.01

−9.59

9 Hz 278.639.75
10.72 287.65+8.95

−10.92

10 Hz 285.7411.15
−13.26 287.40+9.03

−10.96

20 Hz 296.72+10.46
−11.66 286.18+12.01

−14.42

∆10km 7 Hz 277.27+11.87
−13.52 287.29+10.95

−12.59

8 Hz 292.95+9.15
−9.77 287.11+11.21

−12.79

9 Hz 274.62+12.78
−14.09 285.51+11.71

−13.97

10 Hz 273.16+15.18
−17.09 285.5111.71

−13.97

20 Hz 280.09+13.76
−17.10 285.21+14.56

−17.86

TABLE IV. Recovered Λ̃ values with 90% intervals, compar-
ing Gaussian-noise and zero-noise runs for different values of
flow.

or misaligned detectors. Moreover, ET will be composed
of two interferometers, one optimized at high and one
at low frequencies. We compared results obtained us-
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FIG. 7. Left: Posterior distributions forMc, q, Λ̃, and χeff for the different choices of flow and for Source B (Tab. I), in green
for the ∆ configuration with 10km arms, in orange for the 2L-0◦ with 15km arms. The red horizontal lines correspond to the
parameters’ injected values. Right: Width of the 90% confidence interval for each parameter, as a function of the value of flow.

ing the different PSDs, the low- and high- frequency one,
as well as the xylophone PSD, obtained by combining
the two. Finally, we looked at how the PE results im-
prove when using lower cutoff frequencies, investigating
flow = 20, 10, 9, 8, 7, 6 Hz. We find that:

• The shape and alignment of the detectors have very
little influence on the recovery of parameters.2

• The chosen arm-length, instead, plays an impor-
tant role, as expected given its effect on the PSD.

2 However, we want to point out that we have not include infor-
mation from the null stream.

This means that, when comparing the currently
proposed configurations, the ∆10km one performs
worse, but this is merely due to the fact that it has
a shorter arm-length with respect to the 2L ones.
When comparing the different configurations, and
assuming the same arm-length, we find no signifi-
cant difference in the results.

• The constraints recovered with the LF-PSD are
much worse than the other ones, especially with re-
spect to Λ̃. This is expected since with the LF-PSD
the signal above a hundred Hz is not detectable.

• Noise fluctuations have a very strong impact on
the Λ̃ measurement, causing the posteriors’ me-
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dian values to shift. With ET, Λ̃ will be measured
with a very high accuracy, therefore, although such
shifts are of the order of a few percent, they can
be enough for the injected value to lie outside the
support of the posterior.

• Regarding the different cutoff frequencies, we stud-
ied two different detector configurations, ∆10km
and 2L-45◦ 15km, and find no substantial differ-
ence between them. The parameters posteriors be-
come clearly tighter when going to lower frequen-
cies. This is particularly evident in the case ofMc

posteriors, but an improvement is also present for
Λ̃, but only of about 20%.
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