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General Article

When a participant completes a 10-item scale, they pro-
vide 10 data points. For example, a participant’s scores 
on 10 Extraversion items may be: 3, 3, 3, 3, 3, 3, 3, 3, 4, 
4. These data points are traditionally aggregated into an 
unweighted mean (or, equivalently, a sum) to represent 
the overall level of Extraversion of the participant. In 
the previous example, the mean is 3.2, indicating a 
medium level of Extraversion (see Donnellan et  al., 
2006). Another participant may have answered 1, 1, 1, 
1, 3, 5, 5, 5, 5, 5 to the same items. Once again, we find 
a mean of 3.2, a medium score. But this time, the specific 
responses are very different than in our first example; 
the second participant left almost only extreme 
responses, sometimes expressing high Extraversion and 
sometimes expressing low Extraversion. Despite the sub-
stantial differences in responses, taking a mean score 
treats both participants as equally extraverted.

As the example shows, the mean score of participants’ 
responses may miss out on some information about the 
participants’ specific responses, which may somehow 
reflect narrower aspects of traits. In this article, we 
attempt to capture and use some of this neglected infor-
mation by applying a variety of other summary statistics 
beyond the mean, such as the standard deviation and the 
kurtosis of participants’ responses, to predict various out-
comes in the context of health, well-being, and unethical 
decision-making. Across three data sets involving 32 psy-
chometric scales, five outcome variables, and a total 
sample size of 8,376, we document that (a) participant 
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scores are often skewed, bimodal, and/or contain sub-
stantial outliers, arguably rendering the mean a poor 
indicator of central tendency in the first place; (b) 
despite this, the mean attains the highest test–retest and 
interrater reliability, followed by other measures of cen-
tral tendency (e.g., the median), while measures of dis-
persion (e.g., standard deviation) and shape (e.g., 
kurtosis) have lower reliability; and (c) across the five 
outcome variables, the mean explains the most variance, 
and other summary statistics predict only a small fraction 
of unique variance beyond it, if any.

The Mean Misses Out on Information

The opening example was not pure fantasy; in fact, it 
comes from two panelists from a social science panel 
study (the Dutch Longitudinal Internet Studies for the 
Social Sciences [LISS] panel; see below for details), 
responding to a Big Five personality measure (Fig. 1). 

Evidently, the mean thus misses out on some information 
in participants’ specific item responses. But is the 
neglected information useful for predicting other con-
structs? Some research suggests it is, showing that char-
acteristics of participants’ responding are linked to 
cognitive biases, response styles, and cognitive flexibil-
ity. Larger variance in reaction-time measures, for 
instance, has been shown to be related to Neuroticism, 
spawning the hypothesis that Neuroticism may reflect 
“mental noise” (Robinson & Tamir, 2005). More internally 
consistent self-descriptions, in turn, have been linked to 
self-concept clarity (Campbell et  al., 1996). Finally, 
research leveraging the standard deviation of responses 
and the use of scale endpoints has found ties to simplis-
tic thinking, inattentive versus conscientious responding, 
and flexible attribution style (Marjanovic et  al., 2015; 
Moore & Fresco, 2007; Naemi et al., 2009; on the impor-
tance of variability in psychology, see also Mestdagh 
et al., 2018). By contrast, other research documents the 
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Fig. 1. Distribution of responses from six participants on a 10-item Extraversion scale with choices ranging from 1 (very inaccurate) to 5 
(very accurate). Data are from the Dutch Longitudinal Internet Studies for the Social Sciences, 2021.
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superiority of the mean: Dejonckheere et  al. (2019) 
recently investigated nine different ways of describing 
time series of affect measurements. The conclusion was 
that none of them outperformed the mean in predicting 
well-being.

Nonetheless, many characteristics of participants’ spe-
cific responses remain essentially uninvestigated. By and 
large, the calculation of a mean score has been taken 
for granted, and the consequences of this pervasive 
practice remain untested. If responses carry meaning 
beyond their mean, the current practice of using the 
mean virtually indiscriminately may not be fully leverag-
ing the predictive power of the data (for a like-minded 
investigation into overall treatment effects, see also 
Wiedermann et al., 2022).

“Assumptions” of the Mean Are Often 
Violated

Descriptive statistics, such as means and standard 
deviations, have unclear meanings when applied 
to Likert scale responses . . . to describe the data, 
means are often of limited value unless the data 
follow a classic normal distribution. (Sullivan & 
Artino, 2013, pp. 541–542)

There is another reason to suspect that the mean may 
miss out on information. The mean works best for sym-
metric distributions with a single peak in the center. But 
as we have seen, participants’ responses may yield all 
sorts of not very “neat” distributions; a response distribu-
tion may be bimodal, skewed, and affected by outliers 

(Fig. 1). In such cases, the mean is a poor indicator of 
central tendency (Rousselet & Wilcox, 2020), that is, it 
may not capture where the bulk of the responses lie (see 
Participant 6 in Fig. 1). We investigated this issue using 
data from 5,358 Dutch LISS panelists, responding to a 
50-item questionnaire of the Big Five personality dimen-
sions derived from the International Personality Item 
Pool (IPIP; Goldberg, 1999). As shown in Figure 2, the 
results reveal that the distribution of a participant’s 
responses to items from the same scale often is anything 
but “neat.” In the left panel, the figure shows that a 
substantial portion of participants have a response dis-
tribution with a skew smaller than –1 or larger than 1. 
The panel in the middle shows that a significant number 
of participants have a bimodality above 0.56—the typical 
value used to classify bimodal distributions (Pfister et al., 
2013). The right panel reveals that some response dis-
tributions contain z values as low as –2.5 or high as 2.5, 
indicating that at least one response of the respective 
participant was different from the rest (i.e., an “outlier”). 
Crucially, in cases such as these characterized by skew, 
bimodality, and the presence of outliers, the mean may 
not only miss out on information about the measured 
construct; it may entirely misrepresent how the partici-
pant typically responded.

Alternative Approaches to Multi-item Scales

A plethora of techniques to analyze multi-item scales 
have been developed, many of which attempt to address 
the issues outlined above. Here, we briefly review some 
of the most prominent of these techniques. One approach 
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Fig. 2. Distributions of skew, bimodality, and the largest absolute z value in responses to items measuring the Big Five using the Inter-
national Personality Item Pool. The “density” represents a smoothed-over version of a histogram. Data are from the Dutch Longitudinal 
Internet Studies for the Social Sciences, 2021. N = 5,358.
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is structural equation modeling (Bollen, 1989), which 
combines scale items into latent factors that are con-
strued as unobserved common causes of the responses 
to each item (Borsboom et al., 2003). The analyst can 
choose to specify more or less complex underlying struc-
tures (e.g., with multiple latent factors, higher-order fac-
tors, or multiply determined items; Moshagen, 2023) to 
describe the relations between items. Although structural 
equation modeling can delineate multiple sources of 
interitem correlation, it does not explicitly take charac-
teristics such as the spread or shape of item responses 
into account, and thus it potentially neglects the same 
information as the mean.

A second approach is to use a mixture model (e.g., 
latent profile analysis; Bartholomew et al., 2011), which 
identifies subpopulations of participants that tend to 
share a particular pattern of item responses, taking both 
the mean, spread, and shape of responses into account 
(Asendorpf, 2015). Contrary to other approaches, mixture 
modeling entails a person-centered perspective that 
focuses on uncovering personality typologies rather than 
estimating sample-level aggregates of variables (Bergman 
& Andersson, 2010). This method is particularly apt at 
investigating complex cross-item interactions and intra-
individual dynamics (Bauer & Shanahan, 2007; Muthén 
& Muthén, 2000) but is less appropriate if the research 
question pertains to the relationship between constructs 
(Howard & Hoffman, 2018).

Finally, an approach that has recently gained traction 
is to not combine item responses at all but instead treat 

each item as a separate predictor in a multivariate model 
(Mõttus et  al., 2019). Such item-level analyses can be 
powerful in terms of prediction, as has been shown for 
a variety of different outcomes (e.g., Speer at al., 2022; 
Seeboth & Mõttus, 2018), but they come at the cost of 
lower reliability that must be offset by a larger sample 
size to obtain the same precision (Revelle et al., 2021). 
Notwithstanding the alternative approaches, calculating 
a mean score remains a parsimonious, simple, and wide-
spread practice in psychology and the social sciences 
(Widaman & Revelle, 2023), and we take it as the point 
of departure for the present investigation.

Overview of the Present Research

In this investigation, we tested the predictive power of 
the mean compared with alternative ways of describing 
a participant’s responses to a multiitem scale. In addi-
tion, we examined whether any such alternatives to the 
mean can be measured reliably. We made use of three 
separate cases, involving 32 psychometric scales, five 
outcome variables, and a total sample size of 8,376 (see 
Table 1). The scales were selected to cover a wide vari-
ety of concepts, including basic personality, dark per-
sonality, psychopathology, affect, and identity. The 
outcomes—life satisfaction, mental health, social value 
orientation (SVO), counterproductive work behavior 
(CWB), and self-esteem—were likewise selected to span 
a broad range of criteria with relevance for different 
fields of study, such as well-being, mental health, work, 

Table 1. Overview of Data Sets and Measures

Case Data N Outcome(s) Predictors

1 Longitudinal Internet 
Studies for the Social 
Sciences

(LISS; CentERdata, 2021)

5,102–5,358 Life satisfaction (SWLS; 
Diener et al., 1985)

Mental health
(MHI-5; Ware, 2000)

Big Five (IPIP; Goldberg, 1999)
Self-esteem (Rosenberg, 1965)
PANAS (Watson et al., 1988)

2 Prosocial Personality 
Project (PPP; 
Thielmann et al., 2022)

2,252–2,707 Counterproductive 
work behavior 
(CWB; Bennett & 
Robinson, 2000)

Social value 
orientation slider 
measurea

(SVO; Murphy et al., 
2011)

HEXACO (Ashton & Lee, 2009)
PID-5 (Maples et al., 2015)
Dark Triad (Jones & Paulhus, 2014)
Sadism (SSIS; O’Meara et al., 2011)
Big 5 Agreeableness (NEO; Costa & 

McCrae, 1992)
Dark Factor (Moshagen et al., 2020)
Selfishness (Raine & Uh, 2019)
Aggressiveness (Buss & Perry, 1992)

3 Personality Interaction 
Laboratory Study (PILS; 
Geukes et al., 2022)

311 Self-esteem 
(Rosenberg, 1965)

Narcissism (NARQ; Back et al., 2013)
Dirty Dozen (Jonason & Webster, 2010)
Self-concept (SAQ; Pelham & Swann, 

1989)
Sociosexual Orientation (Penke & 

Asendorpf, 2008)

Note: IPIP = International Personality Item Pool; MHI-5 = Mental Health Inventory–5, a subset of the 36-Item Short Form Survey; NARQ = 
Narcissistic Admiration and Rivalry Questionnaire; PANAS = Positive and Negative Affect Schedule; PID-5 = The Personality Inventory for 
DSM-5; SAQ = Self-Attributes Questionnaire; SSIS = Short Sadistic Impulse Scale; SWLS = Satisfaction With Life Scale.
aThe social value orientation measure was incentivized with money.
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and prosocial behavior. Given the vastness of the psy-
chometric literature, however, we do not claim to cover 
all relevant scales and outcomes, although we sought to 
include a broad variety of well-established scales.

Case 1: LISS

The LISS panel is a representative sample of Dutch indi-
viduals who participate in monthly surveys covering 
health, socioeconomics, political views, values, and per-
sonality. The panel is based on a true probability sample 
of households drawn from the population register. For 
the current purpose, we used life satisfaction and mental 
health as outcomes to be predicted by the available 
personality scales. The data are available to researchers 
who sign a data statement. More information about the 
LISS panel can be found at www.lissdata.nl.

Case 2: Prosocial Personality Project

The Prosocial Personality Project (PPP) is a large-scale 
project containing various measures tapping into proso-
ciality and related constructs. The data were collected 
online over multiple measurement occasions via a panel 
provider in Germany. For the current purpose, we use 
SVO and CWB as the outcomes to be predicted by a 
selection of broad and more specific personality traits. 
The data are shared on OSF (https://osf.io/r46uw/) 
along with a detailed documentation of the PPP (https://
osf.io/m2abp/).

Case 3: Personality Interaction 
Laboratory Study

The Personality Interaction Laboratory Study (PILS) is a 
laboratory-based study on the development of personal-
ity and social relationships. The data come from German 
students and include observations of behavior and per-
sonality measures obtained via both self-report and 
acquaintance report. For the current purpose, we used 
self-esteem as the outcome to be predicted by the (other) 
available personality scales.1 The data are available on 
request to the curators (see https://osf.io/q5zwp/). More 
information about the PILS was reported by Geukes 
et al. (2019).

To capture information beyond the mean, we used 11 
additional, common ways of describing a distribution: 
the median, the mode (because some response distribu-
tions are bimodal, we calculate the largest and smallest 
modes, respectively), the standard deviation, the inter-
quartile range, the range, the skew, the kurtosis, and the 
bimodality coefficient (skewness squared divided by 
kurtosis; Pfister et al., 2013). We also count the number 
of times a participant selected the maximum option of 
a scale (e.g., strongly agree, very accurate) and the 

number of times they selected the minimum option of 
a scale (e.g., strongly disagree, very inaccurate).2 Inter-
ested readers may refer to Appendix A for a tutorial and 
example R code on how to produce such summary sta-
tistics. In the following, we report a selection of our 
results while providing the full results on OSF (https://
osf.io/r46uw/).

The Mean Is the Most Reliable Statistic

An instrument that does not yield reliable scores 
does not permit valid interpretations. (Cook & 
Beckman, 2006, p. 166.e12)

A predictor that cannot be measured consistently is, 
regardless of any other property, a useless predictor. 
Thus, we began by examining the reliability of the dif-
ferent summary statistics before attempting to apply 
them in prediction. Figure 3 shows a variety of reliability 
coefficients for the summary statistics under scrutiny. 
Figure 3a depicts 1-year test–retest correlations of each 
summary statistic taken from Case 1 (LISS). As is appar-
ent, the mean is clearly the most reliable statistic, with 
a test–retest correlation of r = .77 aggregated across 
scales. Other measures of central tendency (i.e., median 
and mode) show acceptable test–retest reliability around 
r = .60 and r = .70, respectively.3 So, too, do the measures 
of extreme responses (i.e., number of strongly agree and 
number of strongly disagree). Except for the interquartile 
range, the measures of dispersion (i.e., the standard 
deviation, range) lie in the rs = .40 to .50 range—below 
acceptable test–retest reliability but still demonstrating 
some level of stability. Finally, the measures of distribu-
tion shape (i.e., the skew and kurtosis) show poor test-
retest reliabilities of rs = .20 to .30.

Why do measures of central tendency attain higher 
test–retest reliability than measures of spread and dis-
tribution shape? A possible explanation is that there 
are simply too few items in the scales to reliably cap-
ture the shape of the response distribution (each scale 
shown in Fig. 3a contains about 10 items). Indeed, this 
reasoning is supported by an analysis of the Dark  
Factor of Personality (the D factor; Moshagen et  al., 
2020) as contained in Case 2 (PPP). The D factor is 
typically measured with 70 items, but the scale has 
also been validated in medium-length (35 items) and 
short-form versions (16 items; Moshagen et al., 2020). 
As is apparent in Figure 3b, the mean score attains 
good test–retest reliability in all three versions of the 
scale. However, the measures of spread and shape  
are substantially more reliable in the 70-item version 
compared with the 16-item version (mean r = .57 vs. 
r = .39).

So far, our investigation has been limited to test–retest 
reliability. Another form of reliability may be obtained 

www.lissdata.nl
https://osf.io/r46uw/
https://osf.io/m2abp/
https://osf.io/m2abp/
https://osf.io/q5zwp/
https://osf.io/r46uw/
https://osf.io/r46uw/
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Fig. 3. Results from various reliability analyses. (a) Test–retest correlations across 1 year. Data are from the 
Dutch Longitudinal Internet Studies for the Social Sciences, 2020–2021, N = 4,856. (b) Test–retest correla-
tions across 14 months. Data are from the Prosocial Personality Project, N = 971. (c) Interrater agreement 
correlations (self vs. acquaintance). Data are from the Personality Interaction Laboratory Study, N = 311. The 
x-axis is ordered such that the overall (i.e., average) correlation descends from left to right.
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through observer reports, asking one or several acquain-
tances of a participant to perform a rating about the 
participant and correlating the obtained scores with the 
participant’s own. Such interrater agreement is shown 
in Figure 3c for Case 3 of our investigation (PILS). 
Although the results are less clear than for test–retest 
reliability in Cases 1 and 2 (Figs. 3a and 3b), the general 
pattern of mean > central tendency > spread > shape is 
still apparent. Overall, our findings suggest that the 
mean beats all other summary statistics in terms of test-
retest and interrater reliability. Nonetheless, some of the 
other statistics are also reliable and may thus still be 
useful for predicting variance in outcome measures 
above and beyond the mean. We turn to this issue next.

The Mean Is the Best Predictor

A predictor is useful to the extent that it can account for 
variation in some outcome of interest. Commonly, one 
is interested in the unique predictive capability of a 
predictor, that is, the extent to which it predicts an out-
come in and of itself and not through a relation with 
another variable. The summary statistics under scrutiny 
here are usually substantially correlated. In the extreme, 
the mean and median tend to correlate highly at around 
r ≥ .90. Thus, to compare the predictive power of dif-
ferent summary statistics, it is informative to take their 
partial correlation, partialing out the shared variance 
with all other summary statistics (of the same scale). 
Such partial correlations are shown in Figure 4. Figure 
4a contains the results for Case 1, in which we used the 
mean score on life satisfaction as our outcome to be 
predicted by the Big Five, self-esteem, and positive and 
negative affect. As is apparent, the mean of the scales is 
the best unique predictor of life satisfaction, with partial 
correlations ranging from prs = .06 to .16 (depending 
on which scale is used as predictor), whereas all other 
summary statistics lie in the vicinity of pr = .03 (the only 
exception is Big Five Agreeableness, which shows low 
correlations with life satisfaction for all summary statis-
tics considered). Figures 4b and 4c, showing results for 
outcomes from the two other cases—counterproductive 
work behavior and self-esteem—confirm this conclusion. 
The pattern remains consistent for the remaining two 
outcomes, too (i.e., mental health and SVO; all results 
are available on OSF). The mean thus appears to be the 
superior unique predictor among all summary statistics 
considered.4

Despite being worse partial correlates than the mean, 
the other summary statistics may still be useful predictors 
when modeled in conjunction with the mean. That is, 
they may provide incremental validity beyond the mean. 
This is typically tested in a stepwise regression proce-
dure whereby predictors are entered one at a time and 

any improvement in model performance is taken as indi-
cation of incremental validity (e.g., Watkins & Glutting, 
2000). One problem with this procedure is that adding 
more predictors to a model—even adding noise—always 
improves the performance of the model, at least if the 
model is evaluated on the same data that it is fitted on 
(Rocca & Yarkoni, 2021). This is because increasing the 
size of the model (by adding predictors) allows the 
model to predict the outcome variable “too closely” by 
picking up on statistical relations that are just random 
noise. As a remedy, it is recommended to fit the model 
on one part of the data set and then evaluate it on 
another part (a procedure known as “cross-validation”; 
James et al., 2013). Because the same noise is not pres-
ent in both parts of the data set, the model is punished, 
not rewarded, for picking up the noise.

Figure 5 shows a series of stepwise regressions taken 
from Case 1 for illustration (for analyses on the other 
cases, showing the same pattern of results, see OSF). 
The outcome is mental health, and each figure repre-
sents a particular predictor, that is, a psychometric scale 
(i.e., Big Five and self-esteem). For each scale, summary 
statistics were added one at a time, starting with the 
strongest partial correlate of the outcome (typically, the 
mean) and continuing with the second strongest partial 
correlate and so forth. For example, for the Extraversion 
scale (in the middle of the upper row), the first predictor 
entered was the mean score, followed by the number of 
strongly agree responses, the mode, and so on. With 
each added predictor, the model attains a higher R2 
when evaluated in-sample (black dots), but the cross-
validated performance (white dots) peaks in the mean-
only model and drops off steadily when adding other 
summary statistics as predictors. Although there are 
sometimes increases in R2 following the addition of 
another summary statistic (e.g., the interquartile range 
of Neuroticism or the range of Agreeableness in Fig. 5), 
these increases are typically miniscule and, thus, negli-
gible. This pattern was largely consistent across scales 
and outcomes including Cases 2 and 3 (for details, see 
OSF).5 All in all, the mean by far does most of the pre-
dictive work.

Letting the Data Speak

One may take issue with the fact that the above analyses 
are still somewhat contrived. For example, it would have 
been possible to enter the predictors in a different order, 
and one may thereby have arrived at slightly different 
conclusions. To settle any such doubts, we fit a series of 
regularized regressions. Regularized regressions, such as 
the least absolute shrinkage and selection operator 
(lasso), attempt to fit a linear model that includes only 
an optimal subset of predictors, ignoring those predictors 
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that do not improve the model ( James et al., 2013). To 
arrive at this subset of predictors, all potential predictors 
are first entered into the model. Then, one chooses a 
model complexity that yields the best predictions as deter-
mined via cross-validation. We did so using six different 
variants of regularized regression (i.e., lasso, elastic net, 
adaptive lasso, relaxed lasso, smoothly clipped absolute 
deviation [SCAD], and minimax concave penalty [MCP]).6

In addition, we reran each of these analyses, this time 
entering only means into the model. Thus, we were able 
to compare the performance of a linear model con-
strained to means with a linear model having access to 
all summary statistics. As displayed in Figure 6, the 
mean-only models attained only slightly lower R2 values 

than the full models, indicating that the models rely 
almost fully on the means for their predictions. Indeed, 
in some cases, the mean-only models slightly outper-
formed the full models.7 Thus, even when using a com-
pletely exploratory approach, we arrive at the same 
conclusion as before: that the mean suffices to capture 
the predictive utility of a participant’s responses to a scale.

Finally, one might object that the importance of sum-
mary statistics other than the mean becomes apparent 
only through nonlinear relations and complex interac-
tions between different summary statistics. For example, 
a large standard deviation in responses to a scale may 
reflect “noisy” (i.e., unclear) self-perception and attenu-
ate the relationship between the mean score of those 
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responses and another variable. To test this, we applied 
random forests (Breiman, 2001). Random forests work 
by fitting decision trees (e.g., “If X1 is above 2.0 and X2 
is below 1.5, predict that y equals 3.2”) on bootstrap 
samples of the data. A random forest often contains 
around 500 to 5,000 trees, each of which produces a 
separate prediction that is averaged to yield an overall 
prediction. This makes the model extremely flexible and 
able to capture complex patterns in the data.8 Following 
the same approach as before, we fitted one model to all 
the summary statistics and one model to just the means.9 
For Cases 1 and 2, corresponding to Figures 6a through 
6d, the model trained on all summary statistics, com-
pared with the model trained only on means, yielded 
ΔR2 = .007, ΔR2 = –.002, ΔR2 = –.004, and ΔR2 = –.005, 
respectively.10 By implication, even when applying 

nonlinear models with interactions, the mean is suffi-
cient for obtaining good predictions.

Why Is the Mean the Best Predictor?

Despite the abundance of responses disobeying the 
“assumptions” of the mean, the mean emerges as the 
best predictor—but why? Part of an explanation is given 
in the analysis of reliability. Because the mean attained 
higher test–retest and interrater reliability than the other 
summary statistics, its correlations are subject to less 
attenuation, thus making it a stronger predictor (Muchinsky, 
1996). In addition, summary statistics other than the 
mean may conflate different constructs. A small standard 
deviation in Neuroticism could, for instance, also reflect 
intolerance of ambiguity (Naemi et al., 2009). Following 
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Fig. 6. Results from a series of regularized regression analyses, showing the performance of these models compared against regularized 
regressions fitted only to mean scores. Error bars indicate ±1 SE. (a) The outcome is life satisfaction. Data are from the Dutch Longitudinal 
Internet Studies for the Social Sciences (LISS), 2021. N = 5,358. (b) The outcome is mental health. Data are from the LISS, 2021. N = 5,102. 
(c) The outcome is social value orientation. Data are from the Prosocial Personality Project (PPP). N = 2,707. (d) The outcome is coun-
terproductive work behavior. Data are from the PPP. N = 2,252. (e) The outcome is self-esteem. Data are from the Personality Interaction 
Laboratory Study. N = 311.
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this logic, relations with summary statistics other than 
the mean may be more prone to confounding by other 
personality processes, which could result in less predic-
tive power.

Finally, part of predictive power of the mean may 
stem from the choice of outcome. In the analyses pre-
sented here—and in accordance with common practice 
in psychology—we predicted the “overall level” of the 
outcome, calculating a mean score when appropriate. 
Thus, the mean may have outperformed the other sum-
mary statistics because the outcome was itself a mean 
score (or otherwise reflected the “overall level” of the 
outcome as in the SVO angle; Murphy et al., 2011). This 
notion finds some support in our data: Figure 7 shows 
the correlation between Extraversion and Neuroticism 
in Case 1, depending on whether item responses were 
combined using the mean or the standard deviation. As 
shown, the standard deviation–standard deviation and 
mean–mean correlations were much stronger than the 
mean–standard deviation or standard deviation–mean 
correlations (this “cross-over pattern” recurred 22 of  
28 scale pairs in Case 1; for details, see OSF). When the 
goal is to predict the standard deviation of responses 
for an outcome, the mean is thus sometimes outper-
formed by the standard deviation of responses for the 
predictor. These results suggest that the performance of 
the mean is tied to the choice of outcome. Consequently, 
our findings may be specific to outcomes that reflect the 
mean or “overall level” of a phenomenon and may there-
fore not generalize to outcomes calculated with another 
summary statistic (e.g., the standard deviation).

Limitations

Before concluding, a couple of limitations need to be 
acknowledged. First, we considered only three separate 
cases, spanning 32 scales. Given that there are thousands 

of scales, it is conceivable that, say, the standard devia-
tion or the kurtosis are important predictors in certain 
instances that we did not consider here. However, we 
intentionally selected a considerable variety of well-
established scales (e.g., Big Five, HEXACO) that are used 
in different research areas. Thus, it is at least unlikely 
that our results are misrepresentative of the bigger pic-
ture. That said, it is our hope that the present work 
opens an avenue for future research to look at existing 
data in a new light.

Second, the present analyses were limited to Dutch 
and German samples, both from WEIRD (Western, edu-
cated, industrialized, rich, and democratic) populations 
(Henrich et al., 2010). Given that even mean scores of 
established scales may vary wildly in reliability across 
cultures (e.g., Laajaj et al., 2019), so too may other sum-
mary statistics. Even so, our goal was to evaluate the 
common practice in mainstream psychology. Thus, 
WEIRD samples served our purposes best because they 
remain the object of most research.

Third, the analyses are limited to scales with at least 
nine items and multiple (usually five) response options. 
It is thus unclear whether our results generalize to scales 
with fewer items or response options. Note that our 
analyses may not even be appropriate in such cases 
because the reliability of the summary statistics may be 
too low (see our reliability analyses) or because the 
summary statistics cannot be calculated.

Finally, because the present contribution uses real 
data, we do not know which qualities of the data- 
generating mechanism explain our results. In other 
words, our work is mute on the exact statistical condi-
tions that lead to the mean emerging as the strongest 
predictor and the possible conditions under which the 
mean might be outperformed by other summary statis-
tics. Future work could complement ours by using simu-
lation to study the predictive power of different summary 
statistics under different data-generating mechanisms. 
Of particular interest is the choice of outcome, for 
instance, whether the outcome reflects the “overall level” 
of a phenomenon or its variability.

Conclusion

By and large, our results affirm that the dominant prac-
tice in psychological research of computing mean scores 
is the optimal way to summarize participants’ responses 
to a scale. Across a variety of well-established scales, 
outcomes, and commonly used summary statistics, we 
consistently found the mean to be the most reliable and 
predictive measure. Nonetheless, the mean was not the 
only viable statistic, and ultimately, whether to use the 
mean or some other summary statistic is a methodologi-
cal choice. Optimally, researchers should be cognizant 
of alternatives to the mean and choose the summary 

Mean
Neuroticism

SD
Neuroticism

.00

.05

.10

.15

.20

.25

.30

.35

Ab
so

lu
te

 P
ea

rs
on

 C
or

re
la

tio
n

Mean Extraversion

SD Extraversion

Fig. 7. Correlations between Neuroticism and Extraversion, depend-
ing on whether item responses were combined using the mean or the 
standard deviation. Data are from the Longitudinal Internet Studies 
for the Social Sciences, 2021. N = 5,358.



12 Nielsen et al.

statistic that serves their purpose best. If, for instance, 
one works with mental-health scales in which a low 
score on any item can convey a great deal, the mean 
may be less interesting than the number of strongly 
disagree responses. Insofar as the goal is to predict the 
“overall level” of an outcome, psychologists may rest 
assured that their hitherto used scale scores are suffi-
cient. Nevertheless, a world of vast possibilities lies 
beyond the mean—surely, a little curiosity is aroused.

Appendix A

To calculate a variety of summary statistics of a given 
scale, one can make use of the custom function sum-
marize_scale() provided below. The function takes 
three arguments: data, name, and funs. The data 
argument refers to the data frame one works with. The 
name argument takes either a vector containing the 
names of all items of a scale or a string containing the 
name of a scale. The latter option requires that the data 
are named as [scale][number] (e.g., if the data contains 
“openness1,” “openness2,” “neuroticism1,” “neuroti-
cism2,” etc., one can supply “openness” to the name 
argument). Finally, the funs argument takes a named 
list of functions, which will be used to compute the 
summary statistics. If one supplies “all” to the funs argu-
ment, all the summary statistics used in the present 
article are computed.

library(tidyverse)

summarize_scale <- function(data, items, 
funs, scale = NULL){

 if (length(items) == 1) {
  data_subset <- select(data,  
  matches(paste0("^", items, "\\ 
  d+$")))

  scale <- items
 } else {
  data_subset <- select(data, all_ 
  of(items))

 }

 if (all(funs == "all")) {
  funs <- list(
   mean = mean,
   mdn = median,
   maxmode = function(x) {
    tab <- tabulate(match(x,  
    unique(x)))

    max(unique(x)[tab == max(tab)])
   },
   minmode = function(x) {
    tab <- tabulate(match(x,  
    unique(x)))

    min(unique(x)[tab == max(tab)])
   },
   nmax = function(x) sum(x ==  
   max(data_subset, na.rm = TRUE)),

   nmin = function(x) sum(x ==  
   min(data_subset, na.rm = TRUE)),

   sd = sd,
   iqr = function(x) IQR(x, na.rm =  
   TRUE),

   range = function(x) diff(range(x)),
   skew = psych::skew,
   kurtosis = psych::kurtosi,
   bimodality = mousetrap::bimodality_ 
   coefficient,

   outlier = function(x) max(abs(scale 
   (x)))

  )
 }

 out <- apply(data_subset, 1, function(x) 
 {data.frame(lapply(funs, function(f)  
 f(x)))}) %>%

  bind_rows() %>%
  mutate(across(where(function(k)  
  any(is.na(k))), replace_na, replace  
  = 0))

 names(out) <- paste0(scale, "_",  
 names(funs))

 return(out)
}

If one needs to summarize many scales at once, the 
summarize_scale() function can be applied as 
shown here:

scales <- c("swls", "selfesteem", "e", 
"a", "c", "n", "o")

lapply(scales, summarize_scale, data = 
data, funs = "all") %>%

 bind_cols()
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Notes

1. Following the logic of the Dark Factor of Personality (Moshagen 
et al., 2020), we combined the items of the Dirty Dozen into a 
single index.
2. Two issues arise with using these summary statistics. First, 
some of the statistics are not defined for all possible response 
patterns (e.g., a participant responding only 3 on all items has 
no standard deviation). In such cases, we set the value to zero. 
Second, most of these summary statistics involve treating the 
data as interval scale. Because the proper statistical treatment of 
Likert scales (with sufficiently few items; cf. Wu & Leong, 2017) 
remains a gray area in statistics, we refrain from any further dis-
cussion thereof (for a discussion, see Sullivan & Artino, 2013).
3. The minor discrepancies in test-retest reliability between mea-
sures of central tendency may arise simply because the median 
and modes have fewer possible values (i.e., they can take on 
only the values of the response options); when rounding the 
mean to zero decimals, its test–retest reliability drops just below 
that of the median (see OSF for details).
4. We note that in cases of high multicollinearity (e.g., between 
the mean and the median), the robustness of the partial correla-
tions suffers. However, we come to the same conclusion whether 
we apply partial or zero-order correlations. We further validate 
the results of Case 1 in a supplementary analysis (see OSF for 
details) using bootstrapped difference tests, as implemented in 
the R package bootnet (Epskamp et al., 2018).
5. In some cases, the mean was not the strongest partial cor-
relate and hence not included first into the model. Here, the 
initial model (not including the mean) performed poorly, but 
performance increased once the mean was added—as expected 
if the mean is the strongest predictor. This is, for instance, seen 
for positive affect in Case 1 and Antagonism predicting CWB in 
Case 2. In other cases, adding the mean did not improve predic-
tion. This pattern, however, was apparent only for predictors that 
performed poorly overall, regardless of which summary statistic 
was applied.
6. Performing predictor selection with regularized regression 
typically lends heterogeneous results across different methods. 
Therefore, we applied multiple methods and compared the 
results across them (see Lima et al., 2020).

7. Regularized regressions are not infallible and sometimes 
include poor predictors. The fact that the mean-only model 
sometimes beats the full model indicates that the other summary 
statistics were merely “noise.”
8. The models we used were tuned for subsampling, sampling 
scheme, mtry, number of trees, tree depth, and minimum node 
size, using 5-fold cross-validation and Bayesian model-based 
hyperparameter optimization as implemented in the mlr3 pack-
age (Lang et  al., 2019) in R. The models were then evaluated 
using fivefold cross-validation.
9. We also fitted a model to the item-level data. In line with 
previous research (e.g., Speer et al., 2021), the item-level model 
typically outperformed the summary statistics by about ΔR2 = .02 
to .04 (except the analysis of life satisfaction, which attained  
ΔR2 = .10). Note, however, that such a model cannot be inter-
preted in terms of traits per se because the model internally 
selects only a subset of items from each scale.
10. We refrained from using random forest models in Case 3 
because of the small sample size.

References

Asendorpf, J. B. (2015). Person-centered approaches to per-
sonality. In M. Mikulincer, P. R. Shaver, M. L. Cooper, 
& R. J. Larsen (Eds.), APA handbook of personality and 
social psychology, Vol. 4. Personality processes and indi-
vidual differences (pp. 403–424). American Psychological 
Association. https://doi.org/10.1037/14343-018

Ashton, M. C., & Lee, K. (2009). The HEXACO-60: A short 
measure of the major dimensions of personality. Journal 
of Personality Assessment, 91(4), 340–345. https://doi.org/ 
10.1080/00223890902935878

Back, M. D., Küfner, A. C. P., Dufner, M., Gerlach, T. M., 
Rauthmann, J. F., & Denissen, J. J. A. (2013). Narcissistic 
admiration and rivalry: Disentangling the bright and dark 
sides of narcissism. Journal of Personality and Social 
Psychology, 105(6), 1013–1037. https://doi.org/10.1037/
a0034431

Bartholomew, D. J., Knott, M., & Moustaki, I. (2011). Latent 
variable models and factor analysis: A unified approach 
(3rd ed.). Wiley-Blackwell.

Bauer, D. J., & Shanahan, M. J. (2007). Modeling complex 
interactions: Person-centered and variable-centered 
approaches. In T. D. Little, J. A. Bovaird, & N. A. Card 
(Eds.), Modeling contextual effects in longitudinal studies 
(pp. 255–283). Erlbaum.

Bennett, R. J., & Robinson, S. L. (2000). Development of a mea-
sure of workplace deviance. Journal of Applied Psychology, 
85(3), 349–360. https://doi.org/10.1037/0021-9010.85.3.349

Bergman, L. R., & Andersson, H. (2010). The person and 
the variable in developmental psychology. Zeitschrift 
für Psychologie / Journal of Psychology, 218(3), 155–165. 
https://doi.org/10.1027/0044-3409/a000025

Bollen, K. A. (1989). Structural equations with latent variables. 
John Wiley & Sons. https://doi.org/10.1002/9781118619179

Borsboom, D., Mellenbergh, G. J., & van Heerden, J. (2003). 
The theoretical status of latent variables. Psychological 
Review, 110(2), 203–219. https://doi.org/10.1037/0033-
295X.110.2.203

http://www.psychologicalscience.org/publications/badges
http://www.psychologicalscience.org/publications/badges
https://orcid.org/0000-0002-5356-354X
https://orcid.org/0000-0002-5356-354X
https://orcid.org/0000-0002-9071-5709
https://orcid.org/0000-0002-0161-1570
https://doi.org/10.1037/14343-018
https://doi.org/10.1080/00223890902935878
https://doi.org/10.1080/00223890902935878
https://doi.org/10.1037/a0034431
https://doi.org/10.1037/a0034431
https://doi.org/10.1037/0021-9010.85.3.349
https://doi.org/10.1027/0044-3409/a000025
https://doi.org/10.1002/9781118619179
https://doi.org/10.1037/0033-295X.110.2.203
https://doi.org/10.1037/0033-295X.110.2.203


14 Nielsen et al.

Breiman, L. (2001). Random forests. Machine Learning, 45, 
5–32. https://doi.org/10.1023/A:1010933404324

Buss, A. H., & Perry, M. (1992). The Aggression Questionnaire. 
Journal of Personality and Social Psychology, 63(3), 452–
459. https://doi.org/10.1037/0022-3514.63.3.452

Campbell, J. D., Trapnell, P. D., Heine, S. J., Katz, I. M., 
Lavallee, L. F., & Lehman, D. R. (1996). Self-concept clarity: 
Measurement, personality correlates, and cultural bound-
aries. Journal of Personality and Social Psychology, 70(1), 
141–156. https://doi.org/10.1037/0022-3514.70.1.141

CentERdata. (2021). Longitudinal Internet studies for the Social 
Sciences (LISS). https://www.dataarchive.lissdata.nl/

Cook, D. A., & Beckman, T. J. (2006). Current concepts in valid-
ity and reliability for psychometric instruments: Theory and 
application. The American Journal of Medicine, 119(2), 166.
e7–166.e16. https://doi.org/10.1016/j.amjmed.2005.10.036

Costa, P. T., & McCrae, R. R. (1992). Revised NEO Personality 
Inventory (NEO-PI–R) and NEO Five–Factor Inventory 
(NEO–FFI) professional manual. Psychological Assessment 
Resources.

Dejonckheere, E., Mestdagh, M., Houben, M., Rutten, I., Sels, L.,  
Kuppens, P., & Tuerlinckx, F. (2019). Complex affect 
dynamics add limited information to the prediction of 
psychological well-being. Nature Human Behaviour, 3(5), 
478–491. https://doi.org/10.1038/s41562-019-0555-0

Diener, E., Emmons, R. A., Larsen, R. J., & Griffin, S. (1985). 
The Satisfaction with Life Scale. Journal of Personality 
Assessment, 49, 71–75. https://doi.org/10.1207/s15327752 
jpa4901_13

Donnellan, M. B., Oswald, F. L., Baird, B. M., & Lucas, R. E.  
(2006). The Mini-IPIP Scales: Tiny-yet-effective mea-
sures of the Big Five Factors of Personality. Psychological 
Assessment, 18(2), 192–203. https://doi.org/10.1037/1040-
3590.18.2.192

Epskamp, S., Borsboom, D., & Fried, E. I. (2018). Estimating 
psychological networks and their accuracy: A tutorial 
paper. Behavior Research Methods, 50(1), 195–212. https://
doi.org/10.3758/s13428-017-0862-1

Geukes, K., Breil, S. M., Hutteman, R., Nestler, S., Küfner, 
A. C. P., & Back, M. D. (2019). Explaining the longitudi-
nal interplay of personality and social relationships in the 
laboratory and in the field: The PILS and the CONNECT 
study. PLOS ONE, 14(1), Article e0210424. https://doi 
.org/10.1371/journal.pone.0210424

Geukes, K., Nestler, S., Küfner, A. C. P., & Back, M. (2022). 
PILS - Personality Interaction Laboratory Study. OSF. 
https://osf.io/q5zwp/

Goldberg, L. R. (1999). A broad-bandwidth, public domain 
personality inventory measuring the lower-level facets of 
several five-factor models. In I. Mervielde, I. Deary, F. De 
Fruyt, & F. Ostendorf (Eds.), Personality psychology in 
Europe (Vol. 7, pp. 7–28). Tilburg University Press.

Henrich, J., Heine, S. J., & Norenzayan, A. (2010). The weirdest 
people in the world? Behavioral and Brain Sciences, 33(2–
3), 61–83. https://doi.org/10.1017/S0140525X0999152X

Howard, M. C., & Hoffman, M. E. (2018). Variable-centered, per-
son-centered, and person-specific approaches: Where the-
ory meets the method. Organizational Research Methods, 
21(4), 846–876. https://doi.org/10.1177/1094428117744021

James, G., Witten, D., Hastie, T., & Tibshirani, R. (2013). An 
introduction to statistical learning. Springer. https://doi 
.org/10.1007/978-1-4614-7138-7_1

Jonason, P. K., & Webster, G. D. (2010). The dirty dozen: A 
concise measure of the dark triad. Psychological Assessment, 
22(2), 420–432. https://doi.org/10.1037/a0019265

Jones, D. N., & Paulhus, D. L. (2014). Introducing the Short 
Dark Triad (SD3): A brief measure of dark personal-
ity traits. Assessment, 21(1), 28–41. https://doi.org/10 
.1177/1073191113514105

Laajaj, R., Macours, K., Pinzon Hernandez, D. A., Arias, O., 
Gosling, S. D., Potter, J., Rubio-Codina, M., & Vakis, R. 
(2019). Challenges to capture the big five personality traits 
in non-WEIRD populations. Science Advances, 5(7), Article 
eaaw5226. https://doi.org/10.1126/sciadv.aaw5226

Lang, M., Binder, M., Richter, J., Schratz, P., Pfisterer, F., Coors, S.,  
Au, Q., Casalicchio, G., Kotthoff, L., & Bischl, B. (2019). 
mlr3: A modern object-oriented machine learning frame-
work in R. Journal of Open Source Software, 4(44), Article 
1903. https://doi.org/10.21105/joss.01903

Lima, E., Davies, P., Kaler, J., Lovatt, F., & Green, M. (2020). 
Variable selection for inferential models with relatively 
high-dimensional data: Between method heterogeneity and 
covariate stability as adjuncts to robust selection. Scientific 
Reports, 10, Article 8002. https://doi.org/10.1038/s41598-
020-64829-0

Maples, J. L., Carter, N. T., Few, L. R., Crego, C., Gore, W. L., 
Samuel, D. B., Williamson, R. L., Lynam, D. R., Widiger, 
T. A., Markon, K. E., Krueger, R. F., & Miller, J. D. (2015). 
Testing whether the DSM-5 personality disorder trait model 
can be measured with a reduced set of items: An item 
response theory investigation of the Personality Inventory 
for DSM-5. Psychological Assessment, 27(4), 1195–1210. 
https://doi.org/10.1037/pas0000120

Marjanovic, Z., Holden, R., Struthers, W., Cribbie, R., & 
Greenglass, E. (2015). The inter-item standard deviation 
(ISD): An index that discriminates between conscien-
tious and random responders. Personality and Individual 
Differences, 84, 79–83. https://doi.org/10.1016/j.paid 
.2014.08.021

Mestdagh, M., Pe, M., Pestman, W., Verdonck, S., Kuppens, P., 
& Tuerlinckx, F. (2018). Sidelining the mean: The relative 
variability index as a generic mean-corrected variability 
measure for bounded variables. Psychological Methods, 
23(4), 690–707. https://doi.org/10.1037/met0000153

Moore, M. T., & Fresco, D. M. (2007). The relationship of 
explanatory flexibility to explanatory style. Behavior 
Therapy, 38(4), 325–332. https://doi.org/10.1016/j.beth 
.2006.06.007

Moshagen, M. (2023). When a truly positive correlation turns 
negative: How different approaches to model hierarchi-
cally structured constructs affect estimated correlations to 
covariates. European Journal of Personality, 37(1), 95–112. 
https://doi.org/10.1177/08902070211050170

Moshagen, M., Zettler, I., & Hilbig, B. E. (2020). Measuring 
the dark core of personality. Psychological Assessment, 32, 
182–196. https://doi.org/10.1037/pas0000778

Mõttus, R., Sinick, J., Terracciano, A., Hřebíčková, M., Kandler, C.,  
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