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I. FLUORESCENCE DETECTION

The angularly-resolved fluorescence was detected in
the forward direction with the AGIPD [1] placed 8 m
downstream of the Cu foil. For all measurements, the de-
tector was operated in its high-gain state, where it has an
energy resolution of about 1 keV and so can detect single
photons but cannot completely distinguish 8.04 keV Cu
Kα fluorescence from 8.91 keV Cu Kβ fluorescence, nor
from the 9.00 keV elastically scattered photons. To sup-
press the unwanted photons, a 20 µm-thick Ni filter was
placed 700 mm downstream of the Cu foil. This trans-
mitted 0.8% of the elastic photons, 0.4% of the Cu Kβ,
and 43% of the Cu Kα. A He-filled flight tube placed
between the Cu and Ni foils reduced air absorption of
the fluorescence and a beamstop was located just down-
stream of the Ni foil to block the remaining direct beam.

The finest interference fringes in a speckle pattern are
formed by emission originating from the extreme posi-
tions of the fluorescing structure. The recovery of an im-
age of a compact object from a map of |F (~q)|2 therefore
requires that patterns are recorded with a fine enough
angular resolution to achieve Nyquist sampling of those
fringes. The AGIPD, with a pixel width of 200 µm, was
placed 8 m downstream of the Cu foil to provide sufficient
sampling for objects up to 6 µm extent at λ = 1.54 (the
wavelength of Cu Kα fluorescence). This detector was
located at the end of a vacuum flight tube with a dia-
mond entrance window located just downstream of the
Ni foil and beamstop. The combined transmissions of the
foils, the air, the 700 µm thick diamond window, a 25 µm
thick Kapton entrance window of the He flight tube, and
the detector quantum efficiency, gave an overall detection
efficiency of 0.135.

II. PHASE RETRIEVAL

An image of the fluorescence emitter distribution
was obtained by phasing the measured |g(1)| map (see
Fig. 3a). The simplest iterative phase retrieval algorithm,
“error reduction, alternatively enforces the Fourier trans-
form magnitude of the estimated image to be equal to
|F |, and the structure to be less than a given size or
shape called the support [2]. We used a variation of the
“Shrinkwrap” algorithm [3] in which the support region
is determined from the N strongest pixels of a blurred
version of the current iterate. The support was updated

on each iteration. The number of pixels in the support
was initially set to N = 450 and the blurring utilized a
Gaussian kernel with a width σ that was initially set to 4
pixels. In addition, we constrained the real-space image
ρ to be real and positive. Starting with random Fourier
phases, iterations alternated between “error reduction”
and the “difference map algorithms [4]. This process was
repeated 200 times during which the support area shrank
to an area of N = 300 pixels, and the Gaussian smooth-
ing kernel size shrank to σ = 0.25 pixels. The “difference
map” algorithm avoids local minima using a combina-
tion of constraint operations that reaches a fixed point
at the solution [4]. To further reduce the possibility of lo-
cal minima, the “hybrid input-output” algorithm [2] was
used in iterations 25, 50, 75, 100, and 125. In Fig. S1a
the normalized RMS error [5] is plotted as a function of
iterations for 6 randomly chosen phase retrievals. The
metric is defined by

E2
n =

∑
x,y

∣∣fn(x, y)− |g(1)(x, y)|
∣∣2∑

x,y

∣∣g(1)(x, y)
∣∣2 , (S1)

where fn denotes the Fourier amplitudes of the nth iter-
ate and |g(1)(x, y)| the measured amplitudes.

In the presence of noise, a reliable image estimate can
be obtained by averaging many trials of the above pro-
cedure [6]. We computed 1000 such estimates, each from
a different random start. Our real-space operation of se-
lecting the 450 strongest pixels does not constrain the
position of the structure, nor does it distinguish between
an image and its centrosymmetric inverse. We therefore
brought each estimate into a common alignment and ori-
entation by correlation to a reference estimate prior to
averaging [5]. To demonstrate the convergence, we de-
termined the standard deviation achieved for different
numbers of averages. Fifty sets of real-space image esti-
mates were computed and in each set we averaged n of
these estimates, to give averages 〈ρm(x, y)〉n. The nor-
malized RMS error σn is then defined by

σ2
n =

∑
x,y

1
50

∑50
m=1 |〈ρm(x, y)〉n − 〈ρm(x, y)〉n,m|2∑

x,y |〈ρm(x, y)〉n,m|2
,

(S2)
where 〈ρm(x, y)〉n,m denotes the average of all 50 aver-
aged estimates. This normalised standard deviation is
plotted in Fig. S1b as a function of the number of aver-
ages, n.
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FIG. S1: (a) Normalized RMS error as a function of iterations for 6 randomly chosen retrievals. (b) Normalized
RMS error of the average of individual iterates, defined by Eq. (S2).
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